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Abstract— As autonomous collaborative robots are more
widely used in work environments alongside humans it is
of great importance to facilitate the communication between
people and robotic systems, in a way that promotes safety and
productivity. To this end, we propose an Augmented Reality
(AR) based system that allows workers in a human-robot
collaborative environment to interact with a robot while also
receiving information regarding the robot state and plans that
relate to the human’s safety and trust, such as the intended
movement of the robotic arm or the navigation plan of the
mobile platform. To evaluate the effectiveness of the proposed
system we conducted experiments with 13 participants, where
two users had to work in the same workspace while being
assisted by a mobile manipulator. We measured the task
completion time as well as the robot idle time using our AR-
based human-robot interaction system and compared them to
a conventional setup without the use of augmented reality.
Additional, subjective evaluations related to user satisfaction,
system usability, perceived safety and trust showed that users
assessed the system in a positive way and preferred AR
visualization over more traditional interfaces.

I. INTRODUCTION

Human robot collaboration is a central component in
Industry 4.0 [1], which necessitates robots’ operation outside
their restrained areas, in close distance to humans [2]. Effi-
cient and effective human-robot cooperation, i.e. humans and
robots working alternately on different tasks within a process
in the same workspace, and collaboration, i.e. humans and
robots interacting in a shared workspace, are having an
ever increasing, important role, especially when considering
large-scale industrial, manufacturing and logistics settings.
The extended capabilities offered by modern autonomous,
collaborative service robots increase the need for workers to
perceive the intentions and status of the robot for improved
safety and interaction.

Augmented Reality (AR) is an emerging technology that
enhances our perception of the real word by overlaying vir-
tual computer-generated information on top of it. According
to Azuma [3], an AR system must combine real and virtual
content, be interactive in real time and be registered in 3D.
AR applications are becoming popular in various domains
of our everyday lives such as manufacturing, repairs, main-
tenance, architecture and education. The rapid adoption of
AR technology can facilitate the development of various AR-
based human-robot collaboration tools.

All authors are with: Centre for Research and Technology-Hellas, Infor-
mation Technologies Institute (CERTH / ITI), 6th Km Charilaou-Thermi
Road, Thessaloniki, Greece, 57001, Email: {gtsamis, geochan, dgiakoum,
gkostave, akargakos, atsakir, dimitrios.tzovaras}@iti.gr

Fig. 1. View of the augmented reality-based, human-robot collaborative
system through a worker’s Head-Mounted Display

AR can enhance human-robot collaboration (HRC) in
many ways. By displaying critical information to the user it
can increase their workspace awareness and productivity [4].
Novel input modes offered by AR systems, like gesture and
voice commands, provide intuitive means of communication
[5]. Increased user safety provided by AR can lead to reduced
task completion time and costs. Additionally, AR can con-
tribute to boosting the adoption and benefits of “explainable
AI” [6] into robotics, making collaborative service robots
more predictable and their actions and next steps better
explainable to their human collaborators. Through an AR
display, a service robot can provide indications on both its
current state, action and its safety implications, as well as
on its next action and plan, aspects that can be particularly
precious both in real human-robot collaboration spaces, as
well as in initial, training sessions of human workers that
will then collaborate with robots on a daily basis.

The main focus of our work is to develop a system
that provides intuitive communication for HRC, as well as
increase the safety, trust and productivity in the workspace.

In this scope, our contributions are two-fold, as we present
an AR system that (a) is capable of receiving intuitive human
worker commands for a collaborative mobile manipulator
and (b) is capable of providing indications to the human
worker over the robot state, next action and safety constraints
in relation to them (Fig.1). Notably, the majority of AR
applications developed so far are oriented towards intuitive
and fast robot programming [7], while, as further explained
in Section II, the few applications realized for the actual HRC
are mostly focused on the visualization of the movement
of a robotic arm or the planned path of a mobile robotic



platform for a specific user. Our proposed system can be
used by multiple users at the same time, receive gesture-
based commands in an intuitive way, while also, evaluate the
worker’s position relative to robot safety zones and visualize
corresponding information along with moving robots. In
addition, the communication in the proposed system is bi-
directional, meaning that both the robot and the users can
exchange information about their position in the workspace
and possible collisions between them in real time.

The rest of the paper is organized as follows: Section II
presents related works, the proposed human-robot collabo-
ration approach is then described in Sect. III. Section IV
provides implementation details for a real, functional system
of multi workers-robot collaboration. Preliminary experi-
mental results from user trials are reported in Sect. V and
conclusions are drawn in Sect. VI.

II. RELATED WORK

Human-robot collaboration in a work environment is a
rapidly expanding field of research and there have been
multiple proposed ways to achieve intuitive, effective and
seamless communication among humans and robots therein.
One way to enable this communication is through the use of
various “smart” devices. In [8] tablets were used to render
mixed-reality visual environments and give commands to the
robot for object manipulation. Smartwatches were used in
conjunction with AR in [9]; the users could interact with
the robot by giving commands through a User Interface on
the watch or they could select what was visible in the AR
display from the watch.

Augmented Reality displays have been used by the authors
of [10] and [11], in human-robot collaborative industrial
environments. The AR system provided users with immersive
assembly instructions in their field of view along with
production data, enabled them to give commands to the
robotic agent and receive information regarding the state
of the robot and its intended actions. These led to shorter
production times and increased the “safety feeling” of the
workers. In [12] Hernández et al. reported on an AR interface
that allowed a user to specify high-level requests to a robot,
to preview, approve or modify the computed robot motions.
They evaluated the proposed approach, by presenting a proof
of concept case, in which a user could manipulate a virtual
object in order to command a robot to fetch and place a real
object.

In [13] Hietanen et al. proposed a depth-sensor based
model for workspace monitoring and an interactive AR
User Interface for safe HRC. The proposed system was
implemented in a projective AR setup as well as wearable
AR head-mounted display (HoloLens) and they reported
increased task completion times. Another critical aspect in
modern industrial environments that has attracted research
interest is the mental workload of workers and operators. In
[14], [15] AR devices were used to implement an end-user
programming system allowing regular shop-floor workers to
program industrial robotic tasks. They reported a decrease

in the mental workload of the users which can affect their
performance during a task.

Head mounted displays (HMDs) and specifically
HoloLens have recently been used to map robotic
environments based on their depth sensing capabilities [16].
Puljiz et al. evaluated the point cloud quality provided by
the HoloLens sensors, compared to a high-end laser scanner
and reported more than adequate results for setting up safety
zones in a previously unknown robot’s workspace.

Our approach aims to extend these ideas by combining
multiple user AR-based interaction with a mobile manipula-
tor, during a human-robot collaborative task, while providing
safety constraints related to both the planned robot navigation
path and its intended arm movement.

III. AR-BASED COLLABORATIVE SYSTEM
APPROACH
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Fig. 2. Human-robot collaboration workflow

Our proposed AR-based human robot communication
framework takes a modern work environment into consid-
eration, one where robots and workers are collaborating for
completing the tasks at hand. We assume a collaborative
industrial space with multiple workbenches, where the hu-
man workers are disassembling devices and sort specific
components into boxes that the robot should then transport to
another workbench. Further cases of HRC can be considered
in a very similar setup, e.g. where human workers fill-in
boxes that are then transferred by the robots once filled-in. In
this respect, main points of interest that deserve due attention
while designing corresponding human robot communication
systems include the ease of using the human-robot interaction
system (AR-based in our case) for passing commands to a
robot, the improvement of the workers’ safety and trust when
they are exposed to vital information of the robot related to
its state, next steps and safety zones, as well as objective,
quantitative issues of high importance to the shopfloor, such
as the tasks duration and the minimization of the robot’s idle
time.

At the center of the workflow, exhibited in Fig. 2, the
users stationed at their respective workbenches are able to


