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Introduction

Like many scientific disciplines, economics has experienced a data and compu-

tational revolution. Today, most economics papers are empirical and rely on

complex scripts analysing rich and often non-shareable datasets (Christensen

and Miguel (2018); Vilhuber (2020)). As computational results now account

for a large part of the output and contribution of an academic paper, it is more

important than ever that empirical results are computationally reproducible.

This means that another researcher can regenerate the published quantitative

results from a set of files and written instructions provided by the original

authors (Kitzes et al. (2017)). In short, one can check whether “same data +

same code = same results” (Barba, 2018).1 This step is fundamental to guaran-

tee that empirical results can be trusted by both academics and policymakers.

However, in contrast to the swift evolution of research practices, economics

journals have slowly evolved on reproducibility, at least until recently. As a

result, the average reproducibility level remains low in economics.

In this paper, we aim to understand this situation by conducting a com-

prehensive study of the economics of research reproducibility. Specifically, we

see the level of reproducibility as an equilibrium between the supply of re-

producibility by authors and the demand by readers, mediated by academic

journals. Our study first encapsulates the existing literature in this simple

supply and demand framework. We then provide new results on three de-

terminants of reproducibility that have been neglected in the literature: the

1In contrast to reproducibility, replicability refers to the ability of a researcher to generate
similar results by implementing the same methodology in another context or time period
(“same code + new data = same results”) or a different methodology on the same data
(“new code + same data = same results”) (Peng et al. (2006)). For examples of replication
studies in economics, see McCullough and Vinod (2003); Camerer et al. (2016); Hou et al.
(2018); Drazen et al. (2021); Mitton (2021); DellaVigna and Pope (2021).
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Figure 1: Making Research Reproducible: The AER Timeline

authors’ preferences for reproducibility, the costs journals face when reproduc-

ing empirical results, and the journals’ incentives to set a high reproducibility

level in a theoretical framework. In particular, we show that competition be-

tween journals leads to a suboptimally low level of reproducibility, thus calling

for remedial actions.

Empirically, we distinguish three levels or stages of reproducibility for a

given journal. Stage 1 is the default situation of no reproducibility policy.

Stage 2, or unverified reproducibility, is reached when the journal introduces

its first Data and Code Availability Policy (DCAP). Stage 3, or verified repro-

ducibility, requires conducting a systematic verification of the reproducibility

of all accepted papers prior to publication. Figure 1 illustrates how the Amer-

ican Economic Review gradually moved from Stage 1 to Stage 3.

Interestingly, the reproducibility level in economics has not moved mono-

tonically over time, possibly due to shifts in supply or demand. In 1933,

Ragnar Frisch, founding editor of Econometrica and first Nobel laureate in

economics, wrote that “in Econometrica the original raw data will, as a rule,

be published, unless their volume is excessive. This is important in order to
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stimulate criticism, control, and further studies” (Frisch, 1933). This rule was

later abandoned until pioneer journals such as the Journal of Money, Credit,

and Banking introduced their DCAP and hence entered Stage 2 as early as

in the late 1990’s (see Figure 1 in McCullough (2009a)). The American Eco-

nomic Review was the first top-5 economics journal to introduce a DCAP back

in 2004 (Bernanke, 2004), whereas the Quarterly Journal of Economics was

a late adopter in 2016. Despite the generalization of DCAP, the capacity for

other researchers to reproduce published results has remained surprisingly low

in economics (McCullough et al. (2008); Chang and Li (2017); Gertler et al.

(2018); Herbert et al. (2021)). This is because DCAP are often only partially

enforced in practice (Duvendack et al. (2017)): for many papers numerical

resources are unavailable, improperly documented, or of insufficient quality.

One way to improve on this situation is to systematically verify the repro-

ducibility of accepted papers. However, to date only a handful of economics

journals have moved to Stage 3 reproducibility. We argue that the sluggish

move to Stage 3 reproducibility in economics can be understood as an equi-

librium phenomenon. We investigate two driving forces: a “supply effect”

based on the high costs of reproducibility for both authors and journals, and a

“competition effect” based on journals competing to attract the best papers.

The supply effect has two parts. First, reproducibility imposes high costs

on authors. While this point is often mentioned in the literature, the existing

evidence is only based on surveys (e.g., Baker (2016); Swanson et al. (2020)).

To provide more direct evidence, we analyze the propensity of authors of papers

accepted in the Journal of Financial Economics to publicly share their code

and data. We find that only 4.97% of papers have some data or code shared,

confirming the view that for most authors the costs of sharing outweigh the

benefits. However, we find no evidence that authors are more reluctant to
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share their code when they are more senior, more cited, or affiliated with more

prestigious universities. The evidence thus does not support the received idea

that increasing reproducibility standards would discourage the best researchers

from submitting their work (Harvey, 2014).

Second, verifying reproducibility imposes high costs on journals, a point

which has been neglected in the literature. We use the example of the cascad

certification agency to provide concrete estimates of the costs of verifying the

reproducibility of empirical research in economics.2 The main components of

verification costs are labor costs and the cost of accessing new commercial or

administrative datasets. We find that verifying a paper takes on average 10

hours, and estimate that accessing a new dataset costs on average around 5,000

EUR (5,600 USD). As several papers can use the same dataset, economies of

scale are large. We estimate that verifying the results of all papers published

by ten leading economics journals would lead to an average cost around USD

365 per paper.

We then analyze the competition effect. Following Jeon and Rochet (2010),

we model journals as platforms intermediating between authors and readers.

Two academic journals choose their submission fees, subscription fees, and

a reproducibility level. We show that reproducibility is suboptimally low in

equilibrium. The reason is that journals are competing fiercely to attract

authors: as each paper can only be submitted to one journal, authors derive

market power from the uniqueness of their papers and form a “competitive

2cascad stands for Certification Agency for Scientific Code And Data and its website
is www.cascad.tech. It helps (1) individual researchers to signal the reproducible nature
of their research by delivering reproducibility certificates and (2) academic journals (e.g.
American Economic Review, Economic Journal) by regenerating all computational results
before publication. cascad is funded by the French National Center for Scientific Research
(CNRS) along with several research institutions and universities. The service is currently
free of charge for users.
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bottleneck” (Armstrong, 2006). In contrast, readers can subscribe to both

journals and competition to attract readers is less fierce. As reproducibility is

costly to authors, lowering reproducibility requirements is a way to lure authors

from competing journals, which distorts the equilibrium level of reproducibility

downwards.3 Hence, we argue that the low level of reproducibility observed in

most economic journals cannot be assumed to optimally balance the supply of

and the demand for reproducibility.

An implication of our analysis is that increasing reproducibility in eco-

nomics research, while desirable, is hard to achieve, since low reproducibility

may be an equilibrium outcome. To counter the supply and competition ef-

fects, two types of policy actions can be envisioned. Supply policies should

aim at optimizing the verification process in order to reduce reproducibility

costs for journals. Competition policies may rely on reproducibility standards

imposed by journals with sufficient market power, scientific associations, or

public funding agencies.

1 Benefits and Costs of Reproducibility

In order to apprehend the economics of reproducibility, we rely on the liter-

ature conceptualizing academic journals as platforms intermediating between

authors and readers, in particular Jeon and Rochet (2010). We start by consid-

ering the case of a single journal, characterized by submission fees on authors

pA, subscription fees on readers pR, and a level of reproducibility q ∈ R+.

The three stages of reproducibility defined above can be thought of as three

3In Armstrong (2006), competing platforms subsidize the side on which there is a “com-
petitive bottleneck” through prices. In our setup, reproducibility acts as a “quality” variable
which gives a second instrument to subsidize one side of the market. To our knowledge, this
setup has not been considered in the theoretical literature.
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discrete values of q, but we allow for a continuum between those stages.

We assume the journal publishes nA articles indexed by i, each article be-

ing characterized by a vector of characteristics Xi (e.g., topic, quality, authors,

etc.). The journal has nR readers indexed by j, with different characteristics

Yj (e.g., academic or non-academic readers, different tastes or topics of inter-

est, etc.). The point of this section is to summarize the insights the existing

literature gives about how reproducibility affects the utility function of both

readers and authors.

1.1 Reproducibility for Readers

We denote uR(q,Xi, Yj) the utility a reader j derives from having access to

article i. The reasons why the level of reproducibility q enters this utility func-

tion were already articulated in Ragnar Frisch’s 1933 Econometrica editorial:

to “stimulate criticism, control, and further studies”.

To fix ideas, we propose a simple specification of uR that encompasses

Frisch’s three benefits of reproducibility. Assume that a given paper is correct

with probability π and wrong with probability 1− π. The paper must satisfy

the journal’s reproducibility policy. This is always the case for correct papers,

which are then published. A wrong paper instead does not satisfy the policy

with probability p(q), and p′ ≥ 0. With probability 1 − p(q) a wrong paper

still satisfies the reproducibility policy and gets published. Finally, published

papers can later be replicated on different datasets or with different method-

ologies, which happens with probability ρ(q). Replication attempts always

succeed for correct paper and always fail for wrong papers.

We assume that a reader gets a utility v(q) from reading a correct paper,

and −w from reading a wrong paper. The reader rationally discards papers
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that have been shown to be wrong, either because they failed the reproducibil-

ity test or because they failed the replication test, but reads the others.4 In

this simple model, the reader will read all the correct papers, but will also

read those wrong papers that still passed the reproducibility test and were not

considered for replication. Mathematically, the expected utility of the reader

for a given paper is:

π v(q)︸︷︷︸
Further studies

−(1− π) (1− p(q))︸ ︷︷ ︸
Control

(1− ρ(q))︸ ︷︷ ︸
Stimulate

w. (1)

This formula encompasses the three dimensions mentioned by Frisch:

Control : Reproducibility serves as a control that the results reported in an

article come from the methodology described, which decreases the probability

of reading a wrong paper by a factor 1 − p(q). In their survey of trans-

parency and reproducibility in economics research, Christensen and Miguel

(2018) rightfully claim that this basic standard should be expected of all pub-

lished economics research, as it is the first step toward a more thorough assess-

ment of the validity of a scientific claim. In particular, reproducibility allows

to conduct an in-depth analysis of the code and data, which allows one to spot

coding errors (see Herndon et al. (2013) on Reinhart and Rogoff (2010)), cases

of specification searching and p-hacking (Brodeur et al. (2016); Christensen

et al. (2019b); Brodeur et al. (2020); DellaVigna and Linos (2021)), or possible

cases of data fraud (Simonsohn (2013)). Moreover, given the high reputation

cost for a researcher whose publication is found to be erroneous, requiring data

and code to be publicly available should encourage researchers to exert more

effort in detecting such errors in the first place (π may thus increase in q).

4All the parameters could in principle be functions of Xi and Yj , but we omit these extra
parameters for brevity.
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Stimulate: As reproducible research calls for the disclosure of code, it stim-

ulates the criticism of existing results by simplifying the conduct of replication

studies running the original methodology on another dataset. Replication de-

creases the probability of reading a wrong paper by 1− ρ(q), where ρ should

be seen as increasing in q. Considering a sample of articles published in top-

50 economics journals, Mueller-Langer et al. (2019) show that a mandatory

data-disclosure policy has a positive effect on the replication probability by six

percentage points. They conclude that replication efforts could be incentivized

by promoting data disclosure and hence reducing the cost of replication.

Further studies : reproducibility can encourage further studies by commu-

nicating more information to the academic community on how exactly to con-

duct a given analysis. This generates economies of scale as different authors

working on the same data do not have to repeat time-consuming procedures,

for instance those necessary to clean up the data. Reading a paper known to

be correct can hence be more valuable because of reproducibility, or mathe-

matically v(q) is increasing in q.

1.2 Reproducibility for Authors

1.2.1 Theory

The authors of article i derive a certain utility from publishing their article in

the academic journal. A quite general formulation for this utility is:

B − CA(q,Xi) +

nR∑
j=1

uA(q, Yj, Xi)− pA. (2)

B is the benefit of publishing in the journal independently of who reads the

published papers (the line on the CV). CA(q,Xi) is the cost of reaching repro-
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ducibility level q for the authors, and is independent of who reads the journal.

Finally, uA is a utility the author derives from the paper being read by the

subscribers to the journal (the future citations). Our focus is on how CA and

uA depend on the level of reproducibility q.

The first and perhaps main cost that CA(q,Xi) captures is the opportunity

cost of the time spent cleaning data, documenting code, and providing tech-

nical support to other researchers using the shared material (Miguel (2021)).

Indeed, the pressure to publish is indeed ranked first among all the reasons

put forward by scientists when surveyed by Nature about the impediments to

reproducible research (Baker (2016)).

A second important cost is that sharing one’s code and data will make the

authors face more competition when writing follow-up papers. These costs

depend again on an article’s characteristics Xi. Some types of research may

be particularly discouraged by a strict reproducibility policy, in particular

research using proprietary datasets (Harvey, 2014). The costs could also be

larger for more productive authors and/or more innovative papers.

A third cost is reputational risk. Making one’s code and data available

makes it easier for others to spot errors (coding or other), which is socially

beneficial but privately costly (Azoulay et al. (2017); Jin et al. (2019)).

Reproducibility may also have benefits for researchers, that enter authors’

utility through the sum of the uA terms. A first benefit is that journals with

a stricter reproducibility policy may attract more readers, and hence publish-

ing in such journals may attract more citations (McCabe and Mueller-Langer

(2019); Christensen et al. (2019a)). In our framework, journals with a higher

q may endogenously have a higher nR and this benefits authors.

A second benefit is that a high level of reproducibility may signal the high

quality of a paper and of its authors to the relevant audience, e.g. peers,
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universities, and research funding agencies. Lerner and Tirole (2002) argue

that this type of signaling motive is an important driver of the open-source

software development community. Thus, uA could be increasing in q.

1.2.2 Empirics

Stodden (2010) reports that almost half of the respondents in a survey state

that the lack of incentives and direct benefits is an important reason for re-

searchers not to make their computer code publicly available. However, we are

not aware of empirical evidence other than surveys on the benefits for authors

of making their research reproducible. To fill this gap, we analyze authors’

decisions to voluntarily make their paper reproducible, and how this decision

correlates with various authors’ characteristics. Our empirical analysis focuses

on all papers published in the Journal of Financial Economics (JFE) between

January 2010 and September 2020, which corresponds to all issues between

the first one of volume 95 and the third one of volume 137.5 We end up with

a total number of 1,347 papers written by 2,231 authors.

The JFE is an ideal laboratory to estimate authors’ preferences regard-

ing reproducibility. Over the past decade, this journal has encouraged au-

thors to share code and data associated with their papers, but never made it

mandatory. This has two important implications. First, there is significant

within-journal variation in the reproducibility of papers, so that we can com-

pare reproducible and non-reproducible papers, holding the journal constant.

Second, since the policy was not mandatory, it is unlikely that authors with

high reproducibility costs self-selected out of the journal.

5With a 5.731 impact factor, JFE is ranked in the top-3 in finance and in the top-10 in
economics (2019 SCImago Journal Rank). Schwert (2021) reports that 88% of the papers
published during our sample period were empirical. Moreover, even theoretical papers
commonly use computer code to solve numerical problems or produce theoretical results.
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More formally, we can use the framework of the previous subsection. As-

sume the authors of an accepted paper i with a vector of characteristics Xi

can choose q = 1 (“open” paper) or q = 0 (“closed”) paper. According to

equation (2), the authors’ utility in both cases can be written as:

U open
i = B − CA(1, Xi) +

nR∑
j=1

uA(1, Yj, Xi)− pA, (3)

U closed
i = B − CA(0, Xi) +

nR∑
j=1

uA(0, Yj, Xi)− pA. (4)

Assume that CA and uA are such that the dependence of utilities on authors’

observable characteristics is linear, plus a noise term reflecting unobservable

characteristics, so that:

U open
i = B − pA + αO(Yj) + βO(Yj)

′Xi + εOi, (5)

U closed
i = B − pA + αC(Yj) + βC(Yj)

′Xi + εCi. (6)

As is well known, if εOi and εCi follow i.i.d. extreme value distributions, then

the probability popeni that U open
i ≥ U closed

i , and that the authors hence choose

to make their article open, is given by:

ln

(
popeni

1− popeni

)
= [αO(Yj)− αC(Yj)] + [βO(Yj)− βC(Yj)]

′Xi (7)

and the coefficients α = αO(Yj) − αC(Yj) and β = βO(Yj) − βC(Yj) can be

estimated using a logistic regression. Since authors can choose whether to

make their article open in the same journal, B, pA, and Yj are the same in

U open
i and U closed

i , and this allows us to estimate how authors’ preferences

depend on their observable characteristics.
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We collected information about available code and data from the JFE data

and program webpage.6 Over our sample period, 67 published papers or 4.97%

of all published papers are open, i.e., having code or data, or both, available for

download from the JFE website.7 This low percentage is in line with previous

evidence showing that sharing code and data is not widespread in economics

(see Section 2.1). Alternatively, we consider a subsample only including issues

with at least one paper that has code and/or data available. In this subsample,

there are 544 papers and the fraction of open papers is 12.13%.

We estimate the following logistic regression model:

ln

(
popeni

1− popeni

)
= α+β1·Top10i+β2·Internationali+β3·Seniorityi+β4·Citationsi+εi

(8)

We define the different variables in Table 1. Panel A gives summary statistics

for the four explanatory variables, and Panel B reports the results of different

regression specifications.

We draw several insights from our analysis. First, as the vast majority of

authors choose not to share their code, it seems that for these authors the

costs of sharing exceed the benefits. However, there is some heterogeneity,

and for 4.97% of paper instead the authors seem to consider that the benefits

outweigh the costs. Second, the heterogeneity in this cost-benefit analysis is

difficult to explain with proxies for the academic “quality” of authors. Indeed,

the decision to share one’s code does not seem to depend on the authors’

6http://jfe.rochester.edu/data.htm
7Information about code and data were retrieved on October 7, 2020. We excluded

ten papers with sharable material but published prior to 2010 and did not include ten
forthcoming papers with available sharable material but scheduled to be published after the
end of our sample period. As we did not check the personal website of all 2,231 authors or
other data repositories for downloadable material associated with JFE papers, the reported
4.97% frequency should be seen as a lower bound.
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number of citations, their seniority, or affiliation with a top 10 institution.8

9 Third, we find that authors affiliated with universities located outside of

North-America are significantly more likely to share code or data.

The costs and benefits mentioned in Section 1.2.1 should vary across au-

thors. In particular, one may expect the opportunity costs and reputational

costs of sharing data to be larger for more senior and more productive au-

thors. Under this assumption, the fact that the variables Top10, Citations,

and Seniority are not statistically significant could indicate that these costs

are not first-order in the decision to share code. Conversely, the impact of

International could be consistent with the signaling benefit playing a role:

new entrants (i.e., international researchers) send an additional costly sig-

nal to a predominantly North-American research community.10 There are of

course alternative interpretations, as International may be correlated with

other unobservable author characteristics.

In any case, the lack of statistical significance of variables related to senior-

ity is striking. According to Harvey (2014), finance journals were reluctant to

adopt mandatory data sharing policies by fear of losing submissions by the

most senior and/or productive authors. Our evidence does not support this

view. In columns (5) and (6), we check directly whether the best-cited authors

are more reluctant to share their data or code, and again find no effect.

8The results on seniority and citations are in line with the survey evidence reported in
Swanson et al. (2020).

9Instead of the mean across coauthors, we also used the median, minimum, and max-
imum values. We also contrasted researchers with tenure (i.e., Seniority > 6 years) and
without tenure. The Citation variable was used alternatively with and without log trans-
formation. We estimated the regression for North-American researchers only. In all cases,
results remained qualitatively unchanged.

10Schwert (2021) indicates that over the past decade the percentage of US authors (re-
spectively referees) at JFE was greater than 65% (85%). He also shows in the context
of a logit model that US authors have, all else equal, a higher acceptance rate than their
international peers.
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Table 1: The Drivers of Code and Data Sharing: Evidence from the
Journal of Financial Economics.

Panel A displays the summary statistics of the four explanatory variables. Panel B displays

the estimated coefficients and the associated p-values of the logistic regression (8), estimated

both with and without year fixed effects (FE). The explained variable Open is a binary

variable taking the value of one for any paper with code and/or data available, and zero

otherwise. Top10 takes the value of one if at least one coauthor is affiliated with a top-10

university (see Heckman and Moktan (2020)) and International equals one if at least one

coauthor is affiliated with a university outside North-America. Seniority is equal to the time

between the year of a given JFE publication and the year when the author got his or her

first citation in the Web of Science database. Citations is the annual number of citations

of a given author in Web of Science, measured in the year of a given JFE publication. In

Panel B, we take the log of 1+Citations. For papers with more than one author, we use the

average Seniority and Citations across all coauthors. The two continuous variables have

been manually constructed for all the authors of the 544 papers included in the subsample.

Panel A: Summary Statistics

Mean Std-dev Min Q1 Median Q3 Max Obs.
International 0.318 0.466 0 0 0 1 1 1,347
Top10 0.232 0.422 0 0 0 0 1 1,347
Citations 98.70 226.67 0 17.00 41.42 112.33 3,756.50 544
Seniority 9.14 6.62 -4 4.67 8.50 12.67 45.50 544

Panel B: Logistic Regression

(1) (2) (3) (4) (5) (6)
International 0.5089 0.5306 0.4470 0.4609

(0.0658) (0.0579) (0.0857) (0.0817)
Top10 0.0197 0.0015 -0.0386 -0.0237

(0.9527) (0.9965) (0.9023) (0.9406)
Citations 0.1306 0.1210 0.0793 0.0797

(0.3334) (0.3769) (0.3958) (0.3951)
Seniority -0.0098 -0.0061

(0.7354) (0.8348)
Year FE No Yes No Yes No Yes
Obs. 544 544 1,347 1,347 544 544
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2 The Unverified Reproducibility Equilibrium

Having shed some light on the demand for reproducibility by readers and

the supply of reproducibility by authors, we turn to the role of journals in

matching the two. We summarize the existing evidence about the level of re-

producibility in economic journals. Until the recent introduction of systematic

pre-publication reproduction of the results by some journals (Vilhuber, 2019),

the level of reproducibility has generally been low in economics. We then show

theoretically that competition between journals can be expected to lead to a

suboptimally low level of reproducibility.

2.1 Empirical Evidence

When they exist, data policies have been only partially enforced.11 The study

of McCullough et al. (2008) on several economics journals with compulsory

data-sharing policies reveals that the fraction of the papers actually having a

data file available in the journal archive ranges from 12% for the Economic

Journal to close to 100% for the Journal of Applied Econometrics. More

recently, Vlaeminck and Podkrajac (2017) report a 43.7% average compliance

rate for economics papers using non-restricted data. Furthermore, compliance

rates also vary through time: for 100% at the Federal Reserve Bank of St.

Louis Review when the policy was first introduced in 1993 to 50% ten years

later. Differently, as of today, all papers published in the Economic Journal

have their code and data (at least synthetic) publicly available.

Is the unverified-reproducibility policy sufficient to guarantee reproducibil-

ity, or do journals need to move to stage 3, i.e., verified reproducibility? This

can be tested by checking which fraction of articles in stage-2 journals can

11Höffler (2017) reports that 54% of a sample of 343 economics journals have a DCAP.
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actually be reproduced from the numerical resources available in the journal’s

archives. McCullough et al. (2006) analyzed the data archive of the Journal

of Money, Credit and Banking between 1996 and 2003.12 Out of 193 empir-

ical papers subject to the journal’s data policy, only 69 had their code and

data publicly available for download. Only 14 papers, or 7.25%, shared mate-

rial of sufficient quality for McCullough et al. (2006) to successfully reproduce

the results.13 In a case study focusing on the AEJ: Applied Economics over

the 2009-2018 period, Herbert et al. (2021) report a 38% replication success

rate. Conditional on the data being available, 42% of articles were successfully

reproduced, with an additional 43% only partially reproduced.

Is the situation any better for the top-5 economics journals? In 2008, the

American Economic Review launched an audit to assess the quality of the data

and code contained in its online data archive. A replication team selected a

sample of 39 empirical articles, out of the 135 published articles subject to

the data policy between 2006 and 2008. The results, published by Glandon

(2011), indicate an 80% compliance rate with the policy: out of the selected

39 articles, 11 were based on proprietary data and 20 had the appropriate

code and data posted. McCullough (2018) draws a less positive conclusion

from this audit, noting that Glandon’s study actually verifies the results of

nine papers, of which only five have been fully reproduced. Chang and Li

(2017) study a broader set of 67 articles published in top economics journals.

They were able to reproduce the results for one-third of these papers from

the code and data available on the journals’ repositories. Gertler et al. (2018)

aim to regenerate the results of 203 empirical papers published in nine leading

12See Dewald et al. (1986) for an earlier attempt to reproduce empirical articles published
in the JMCB in which authors were contacted by the replication team to obtain code/data.

13See Gertler et al. (2018) and Mueller-Langer et al. (2019) for more recent estimates of
the compliance rate with DCAPs, across a broader set of journals.
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economics journals and which did not use any restricted data. They were able

to go from the raw data to the final tables/figures for only 14% of the studies.

All these results point toward an unverified reproducibility policy being

insufficient. A natural question is whether economics journals should increase

their level of reproducibility by moving to Stage 3, and whether they have an

incentive to do so. We address this question in the following section.

2.2 Is Low Reproducibility Socially Optimal?

The literature documenting a low level of reproducibility in economics typically

implies that this level is inefficient. However, since reproducibility is costly to

authors, it is possible that competition between journals leads to the level of

reproducibility that equates readers’ demand with authors’ supply. Observing

a low level then simply means that reproducibility is costly for authors.

In this section, we challenge this optimistic view of the low level of repro-

ducibility. To emphasize this point, we show a theoretical example in which

journals are competitive and choose a suboptimally low level of reproducibil-

ity. Hence, the low level of reproducibility observed in economics may be due

to a market failure and call for corrective actions. The market failure at play

is that a paper can be published in only one journal, whereas readers can read

multiple journals. Authors thus have market power, and competition between

academic journals leads them to cater more to the preferences of authors,

which they do by lowering the level of reproducibility.

We enrich the setup of Section 1 with a model of competition between two

academic journals, indexed by k ∈ {1, 2}. A journal serves as a platform for

authors and readers, and attracts an endogenous number nAk of articles and

nRk of readers. Reaching reproducibility level qk has a cost CJ(qk, n
A
k ) for a
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journal, with ∂CJ

∂qk
≥ 0. Each journal aims at maximizing its “impact”, or

the number of citations per article,14 which we assume is proportional to the

number of readers nRk .15

Each journal k simultaneously chooses the authors’ fee pAk , readers’ fee

pRk ≥ 0, and reproducibility level qk ≥ 0. As in Jeon and Rochet (2010), we

can have pAk ≤ 0 (authors being paid to publish) but not pRk < 0.16 Each

journal faces a break-even constraint:

nAk p
A
k + nRk p

R
k − CJ(qk, n

A
k ) ≥ 0. (9)

The authors and readers observe (pA1 , p
R
1 , q1) and (pA2 , p

R
2 , q2). Each author

chooses whether to submit to journal 1, journal 2, or to no journal (a paper

cannot be submitted to two journals). For simplicity, we assume that all

articles are accepted. Equivalently, we could assume that all articles are of

the same quality ex ante and hence have the same probability of acceptance.17

Each reader chooses whether to subscribe to journal 1, journal 2, both journals,

or no journal. All players make their decisions simultaneously.

To keep the model tractable, and in line with the literature on two-sided

markets,18 we reduce the articles’ characteristics to a single dimension xi ↪→
14See Card and DellaVigna (2020) for evidence on editors’ objectives.
15In our setup maximizing the number of readers is equivalent to maximizing the welfare

of the journal’s readers, see the Appendix A.1. While other specifications are possible, we
are adopting the one that seems the least likely to bias the outcome towards a low level of
reproducibility.

16A journal may attract more readers by subsidizing them. However, the journal can-
not control that a reader who gets a subsidy indeed reads the journal, so that negative
subscription fees would lead to having “fake” readers.

17The growing theoretical literature on academic journals has focused on the screening
function of journals, see McCabe and Snyder (2005), Jeon and Rochet (2010), Wang (2018),
and Gehrig and Stenbacka (2021). While screening and reproducibility can both be seen as
a quality variable, a crucial difference is that a high level of reproducibility imposes a cost
on authors and not only on journals.

18Most notably Armstrong (2006) (see also Armstrong (2015) for an application to aca-
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U([0, 1]). More specifically, we assume that the authors of an article i published

in journal k obtain:

uA1 (nR1 , q1, xi)− pA1 = B + αnR1 − aq1 −
t

2
xi − pA1 if k = 1, (10)

uA2 (nR2 , q2, xi)− pA2 = B + αnR2 − aq2 −
t

2
(1− xi)− pA2 if k = 2. (11)

This assumption corresponds to a linear Hotelling specification. This is a

horizontal differentiation setup, with some authors having a preference for

journal 1 and others for journal 2.19 A higher t implies that the two journals

are more differentiated and have more market power over authors.

Symmetrically, readers’ characteristics are reduced to a single dimension

yj ∈ R+, distributed such that y readers have yj ≤ y. Subscribing to journal

k gives reader j the payoff:

uR(nAk , qk, yj)− pRk = βnAk + bqk − yj − pRk . (12)

Note that authors care only about the number of readers, but not about their

characteristics, while symilarly readers care only about the number of au-

thors.20 The parameters α and β measure the sensitivity of each side to the

number of agents on the other side. The parameter a > 0 measures the cost

demic journals). This section can be seen as an extension of Section 5 in his paper, with
reproducibility as an additional “quality” variable chosen by journals. If quality were a
characteristic of authors instead, journals would face the problem of excluding some types
(as in Hagiu (2009)) or sorting them with prices (as in Damiano and Li (2008)).

19We model competition between journals at a similar “level”, e.g., the top-5 economics
journals. An interesting variant would be to consider a model of vertical differentiation,
with one journal more prestigious (higher B) than the other.

20The critical assumption here is that the submission decisions of authors are not driven
by characteristics that readers also care about. Note that our empirical analysis in Section
1.2.2 does not reject this assumption. Assuming instead for instance that authors with
potentially more cited papers are also more sensitive to the level of reproducibility should
intuitively reinforce the market failure exhibited in this section.
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of reproducibility for authors, and the parameter b > 0 the gain for readers.

Finally, we use a simple quadratic specification for the reproducibility cost

faced by journals:

CJ(q, nA) = nA
κ

2
q2. (13)

We make the following assumptions on the parameters:

Assumption 1. t > αβ

Assumption 2. β < a
b
< α

Assumption 3. κ > 2b2

Assumption 1 is a stability condition, standard in the literature, that en-

sures that both journals are sufficiently differentiated to coexist in equilibrium.

Assumption 2 means that reproducibility is desirable at least if the journal’s

costs are null, but not “too desirable”. Assumption 3 means that the journal’s

costs are sufficiently high relative to the benefits of reproducibility for read-

ers. Assumptions 2 and 3 reduce the number of equilibrium configurations to

consider.

We look for a subgame perfect Nash equilibrium. Authors and readers

choose a journal so as to maximize their utility, rationally anticipating the be-

havior of other players. The two journals choose their fees and reproducibility

levels to maximize their readership, rationally anticipating the future behavior

of authors and readers. In addition, journals have to break even. Finally, we

restrict our attention to symmetric equilibria with full coverage: in such an

equilibrium (pA1 , p
R
1 , q1) = (pA2 , p

R
2 , q2) and all authors submit to a journal.

A critical feature of this market is that a given article can only be published

in one journal at most (“single-homing”). Hence, an article i is published in

journal 1 if and only if uA1 (nR1 , q1, xi) − pA1 ≥ max(0, uA2 (nR2 , q2, xi) − pA2 ), and
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symmetrically for journal 2. In contrast, readers can subscribe to different

journals (“multi-homing”). Reader j subscribes to journal k if and only if

uR(nAk , qk, yj) − pRk ≥ 0. Since we focus on equilibria with full coverage, the

number of articles submitted to each journal for given prices and reproducibil-

ity levels is determined by solving for the cutoff type xi indifferent between

both journals. In the Appendix, we solve in closed-form the equilibrium cut-

off type, the numbers of readers and authors at both journals, and then the

equilibrium choice of prices and reproducibility levels by journals:21

Proposition 1. A symmetric equilibrium with full coverage exists if and only

if t ≤ t̄, where the value of t̄ is given in the Appendix. In such an equilibrium

both journals choose (p∗A, p
∗
R, q

∗), with p∗R = 0, p∗A = CJ(q∗, 1), and

q∗ =
2b(t− αβ) + β(αb− a)

βκ
.

Is the equilibrium level of reproducibility socially optimal? To answer

this question, we consider the program of a social planner who would choose

pAk , p
R
k , qk. The planner’s objective is to maximize the total number of read-

ers across both journals (which is equivalent to maximizing the total welfare

of readers, see the Appendix A.1), under the constraints that both journals

break even and all authors submit their paper (full coverage). We obtain the

following solution:

Proposition 2. For any t ≤ t̄, the social planner implements (p∗∗A , p
∗∗
R , q

∗∗) in

21In this equilibrium, readers can subscribe to each journal for free (“open access”), and
the costs of reproducibility are fully borne by the authors. This result is due to the as-
sumption that β < a/b and is not generic. McCullough (2009b) observes that open access
journals are less advanced than others in promoting reproducibility. Our model highlights
that this may be due to the greater necessity for these journals to attract authors.
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both journals, with p∗∗R = 0, p∗∗A = CJ(q∗∗, 1), and

q∗∗ =
αb− a+

√
(αb− a)2 + κ(2B − t+ αβ)

κ
. (14)

We can now compare the level of reproducibility achieved under competi-

tion and with a social planner:

Proposition 3. For any t ≤ t̄, q∗ increases in t and q∗∗ decreases in t. More-

over, q∗ ≤ q∗∗ with an equality in t = t̄.

Hence, we obtain that the social planner always chooses a higher level of

reproducibility than the one we obtain under competition, as illustrated by

Figure 2. The intuition is the following. Because the authors are “single-

homing”, they form what Armstrong (2006) calls a “competitive bottleneck”:

the journals are competing over attracting the marginal article, whereas for a

given number of readers the demand of readers for a journal does not depend

on the strategy of the other journal. Since reproducibility is costly to authors,

the journals reduce their reproducibility level towards the level favored by

authors, even though their objective is to maximize readers’ welfare. The

social planner instead does not face the bottleneck problem and does not have

to leave any surplus to the author with xi = 1/2.22 As t increases the social

planner needs to choose a lower level of reproducibility in order to keep all

authors submitting, hence q decreases. On the contrary, under competition

as t increases the journals are more and more differentiated and can choose a

higher q. As t approaches t̄, competition between journals gives close to zero

surplus to the author with xi = 1/2. The bottleneck effect disappears and the

outcome of competition converges to the social planner’s solution.

22Similarly, competition between platforms owned by associations in Rochet and Tirole
(2003) does not lead to the first-best, due to a business-stealing effect.
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Figure 2: Reproducibility level under competition (q∗) and under a
social planner (q∗∗)

The effect of competition between journals is similar to situations in which

competition between producers leads to a suboptimally low quality (e.g., Kran-

ton (2003)). Classical solutions to this problem are the establishment and en-

forcement of industry standards, in this case a common reproducibility policy

across journals, or an initiative to increase reproducibility taken by a journal

with sufficient market power (e.g., if one journal had a higher B). As we will

now discuss, the top-3 finance journals illustrate the first possibility, and the

American Economic Review the second.

As explained in Harvey (2014), an initiative to increase reproducibility at

the top-3 finance journals emerged in 2010 but was ultimately not adopted.

One of the reasons was the need for top 3 finance journals to attract the best

finance papers, that could alternatively be submitted to top economics jour-

nals. In other words, top finance journals would have lacked the market power

to enforce a higher level of reproducibility on authors. In top-5 economics jour-

nals instead, the marginal benefit of publishing a paper is so large (Heckman

and Moktan (2020), Ductor et al. (2020)) that researchers have strong incen-
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tives to comply with any standard or disclosing requirement imposed by these

journals. Despite the existing competition among top-5 journals, the market

power of the AER seems to have been high enough to keep its ambitious 2004

data policy, and even taking the next step of verified reproducibility in 2018

for conditionally accepted papers (as shown in Figure 2).23 Moreover, the 2004

data policy became a standard that has been adopted by other journals. In-

deed, all top-5 journals now have a similar data policy, and two of them (JPE

and QJE ) explicitly mention that they adopted the AER’s 2004 policy.

3 Models and Costs of Reproducibility Verifi-

cation

The analysis developed so far indicates that the level of the reproducibility in

economics can be suboptimally low because of competition between academic

journals. As changing the nature of competition between journals is challeng-

ing, we show that a more practical way of moving from unverified to verified

reproducibility is to optimize the verification process.

3.1 Models of Reproducibility Verification

Stage 3 reproducibility relies on a verification process that takes place before

the final acceptance of a manuscript and follows two steps. After verifying

that the submitted material complies with a set of guidelines, a reproducibil-

ity reviewer regenerates all the results from the code and data of the authors,

23Card and DellaVigna (2014) make a similar argument regarding the page limit policy
introduced by the American Economic Review in 2008 and the Journal of the European
Economic Association in 2009. The AER’s market power was sufficient for authors to choose
to comply with the policy, whereas authors became less likely to submit to the JEEA.
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verifies that they correspond to the results in the paper, and submits a re-

producibility report.24 This process is easier to achieve if it is conducted by

people or organizations with the right expertise and incentives. In theory,

three different models could be envisioned:

A first possibility is to add verification to the tasks of the regular editors and

referees of the journal. However, editors and referees may not have the time,

expertise, and data access to check the reproducibility of all accepted papers.

Importantly, they also do not have the right incentives. In the suboptimal

equilibrium discussed in Section 2.2, even if both journals announce a minimum

level of reproducibility q, each journal has an incentive to renege on this level

ex post. Concretely, one can imagine the situation of an editor and referees

who have accepted a promising paper for publication after multiple rounds of

revision. If at this stage, the editorial team discovers that the data policy is

not strictly adhered to by the authors, there seems to be a large cost and little

benefit to stop the publication process. On the contrary, the editorial team

may rightly consider that the benefit for the journal of publishing an impactful

paper will be larger than the cost of not fully enforcing the data policy.

A second possibility is for the journal to appoint a dedicated editor in charge

of implementing the verification policy, thus avoiding the conflict of objectives

that arises when the same editor is in charge of selecting impactful papers and

verifying reproducibility.25 For instance, in 2018 the AEA appointed Lars Vil-

huber from Cornell University as the data editor for all the journals operated

by the Association. The AEA data editor oversees the Replication Lab at

24For such guidelines, see the AEA data standards in Vilhuber (2019) or the constantly
updated ones of the Social Science Data Editors (2021).

25To the best of our knowledge, the first journal to follow such a policy was Biostatistics
(Peng (2009); Peng (2011)). For more examples of academic journals verifying computa-
tional reproducibility, see Willis and Stodden (2020).
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Cornell University, which checks the reproducibility of the results of all con-

ditionally accepted papers. Since then, similar positions have been created at

Review of Economics Studies, Economic Journal, and Management Science.

A third possibility for a journal is to use the services of a trusted third

party dedicated to verifying research reproducibility. The latter can either

complement a journal’s internal replication team for some types of verification

or replace it. An example is the cascad certification agency, which conducted

21 verifications for journals managed by the American Economic Association

in 2020 (Vilhuber, 2021). Another interesting example is the partnership be-

tween the American Journal of Political Science and the University of North

Carolina’s Odum Institute (Christian et al., 2018).

3.2 The Case of Non-Shareable Data

The use of non-shareable data is often mentioned as a major impediment to the

implementation of reproducible research (Christensen and Miguel, 2018). To

summarize the situation, we provide in Figure 3 a flowchart explaining which

types of datasets can be shared. In particular, some data directly collected by

the researchers and most data obtained from third parties (e.g., confidential

administrative data, proprietary data obtained from companies) cannot be put

in the public domain without breaching contracts or violating the law.

Without a solution to handle papers using non-shareable data, only two

outcomes are possible. A first outcome is exclusion: the journal publishes

only papers based on non-confidential data, and may have to pass on many

interesting papers. For instance, the DCAP of the review PLOS states that

whenever the data cannot be accessed by other researchers, the manuscript

must include an additional analysis based on public data that validates the
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Figure 3: Data sources and data shareability

conclusions so that others can reproduce the results.26

A second outcome is exemption: papers using confidential data are ex-

empted from the DCAP. Nowadays, exemption is the most common policy

among economics journals. Among the 49 DCAP considered by Vlaeminck and

Herrmann (2015), 34 offer exemptions to the policy for confidential datasets.

Christensen and Miguel (2018) show that the share of empirical papers pub-

lished in the AER that fall under these exemptions rose sharply from 10% to

around 40% between 2005 and 2015 (also see Vilhuber (2020)).

These numbers show that exclusion is not a realistic possibility in eco-

nomics. Confidential data on consumers or firms allow researchers to address

new research questions or provide innovative answers to traditional ones. It

provides those who can access such data with a comparative advantage and

increases chances to publish in top journals. Moreover, the extension of the

legal frameworks protecting privacy implies that a growing fraction of the data

26https://journals.plos.org/plosone/s/data-availability.
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used in economics now has to be treated as sensitive.27

If the exclusion of papers using confidential data imposes too high a cost

on the progress of economics, there is a need to find a reproducibility solution

for papers using confidential data. In principle, journal editors or referees

could access such data for purpose of reproducibility by following a specific

accreditation process for each confidential-data provider. The reason why

journals typically do not use this option is that each journal would have to

follow an often long and tedious accreditation process for each provider.

Here the use of a third party can prove particularly efficient: once accred-

ited by a confidential-data provider, the third party can use this accreditation

for all papers using the data, regardless of the journal they are published in.

As an example, cascad recently partnered with the Centre d’Accès Sécurisé

aux Données (CASD), a public research infrastructure enabling researchers to

access individual data from the French Institute of Statistics and Economic

Studies (INSEE), and from various French public administrations and min-

istries (Pérignon et al., 2019). In total, CASD hosts data from 378 sources

and offers a data provider service to 742 user institutions. Over 2016-2020,

we found on Google Scholar 134 articles acknowledging using CASD data and

being published in 91 different academic journals. To verify the reproducibility

of all these articles, each of these 91 different journals would have had to go

through a lengthy accreditation process to access the same original data.

27A recent example is the EU General Data Protection Regulation enforced in 2018.
Unlike the European Union, the US does not have a single law on data protection but instead
a system of federal and state laws and regulations, including among others the Federal Trade
Commission Act, the Financial Services Modernization Act, the Health Insurance Portability
and Accountability Act, the Electronic Communications Privacy Act, etc.
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3.3 A Quantification of Verification Costs

An obvious way of favoring the move towards verified reproducibility is to

decrease its cost, represented by CJ(q, nA) in our framework. In this section,

we summarize some quantitative information regarding this cost and discuss

the implications for how to best organize the verification of reproducibility.

We consider a given level of reproducibility q̄, corresponding to Stage 3 on

the reproducibility scale displayed in Figure 1. We take as given the number

nA of articles to verify, and the number nD of distinct non-shareable databases

to access. The total cost can be represented as:

C̄(nA, nD) = cF + nA(cL + cC) + nDcD (15)

We briefly discuss and give a tentative estimate of each cost. Our estimates

are based on the actual experience of the cascad verification agency. However,

these estimates are necessarily quite rough and are only provided to give an

order of magnitude of the costs of verifying reproducibility.

- Fixed costs (cF ) reflect the cost of setting up a Swiss-army-knife IT in-

frastructure allowing the replicating team to run any code provided by an

author. This cost includes expenses related to dedicated hardware, storage

capacity, cloud resources, software, etc. In addition, the costs include build-

ing an online platform allowing data editors to manage manuscripts and to

communicate with reviewers and researchers, and covering legal and admin-

istrative costs, as well as a fraction of the salary of the two reproducibility

editors. Based on the actual expenses faced by cascad, we set cF to 50,000

euros.

- Labor costs (cL) reflect the compensation of the technical staff in charge of

checking the compliance of the submitted material to the guidelines, running
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the code, comparing the results with the ones in the paper, and writing a

reproducibility report to be provided to the data editor. By looking at the

actual time spent by the reproducibility reviewers in 2020, we set the average

number of hours per verification to 10 hours.28 Given the salaries actually paid

by cascad in 2020, we use an hourly rate of 15 EUR. Hence cL is approximately

equal to 150 EUR on average.

- Computing costs (cC) need to be paid when the code is run on a com-

mercial cloud. Our estimate of CC is 11 EUR per article. We estimate the

average computing cost by multiplying the average computing time reported

in the large-scale reproducibility study conducted by cascad on Menkveld et al.

(2021) by the actual cost per hour of the same machine. The average com-

puting time per paper is 660.53 minutes, or approximately 11 hours, and the

cost per hour for a 8vCPU, 64 GB RAM, 1388 GB Temporary storage virtual

machine is 1.112 USD, or approximately 1 EUR.29

- Costs of accessing data (cD) vary a lot across databases. Many commer-

cial databases are already available “for free” via a campus license. Finding

the fee for other commercial databases is easy, but providing the fair mone-

tary cost of establishing a partnership with a restricted-data access center like

CASD is almost impossible.30 Yet, not including it would lead to massively

underestimating the cost of setting up a verification service. Averaging across

commercial and administrative databases, we use cD = 5, 000 EUR as a rough

28Our estimate is higher than the 5 hours reported by Vilhuber (2019) at Cornell Uni-
versity. We believe the reason the reviewing time is on the high side at cascad is that (1)
the proportion of papers using confidential data is larger at cascad and (2) the level of
compliance of the submitted material with the guideline remains moderate.

29Numbers as of November 25, 2021. Source: https://azure.microsoft.com/en-us/

pricing/calculator.
30In the case of CASD, access to the data requires formal approval from the French

Statistical Secrecy Committee, which is a 3-6 month process. In some cases, direct access
to the data by academic journals would have been simply impossible, as access is restricted
to users based in France (e.g., data from the French Tax authority).
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and conservative estimate.

We now have estimates for all the parameters of the function C̄(nA, nD).

Given the large share of data costs in the total reproducibility costs, a critical

issue is how many new databases become necessary as the number of papers to

be verified grows. The marginal cost of a new paper using a dataset that is not

currently available to reviewers is much higher than the cost of a paper using

already available datasets. Furthermore, bringing a new data source enriches

the data portfolio of the reviewing team, which makes less likely the need to

access an additional data source for the next papers to be verified (as the pool

of available data sources is now larger).

To estimate how the number of necessary datasets grows with the number

of papers, we use the following model. Assume there is a maximum number

nD of non-shareable datasets that exist at a given time and can be used in

economic research. A fraction 1 − θ of papers use shareable data or no data,

and a fraction θ pick one dataset at random among the nD of non-shareable

datasets. We show in the Appendix that the expected number of distinct

non-shareable datasets that will be used by nA papers is equal to:

n∗D(nA, nD) = nD ×

[
1−

(
nD − 1

nD

)θnA

]
. (16)

In our quantification exercise below, we use θ = 0.4 (estimate of Christensen

and Miguel (2018) for the American Economic Review) and tentatively set

nD = 50. We end up with the following cost function:

CJ(q̄, nA) = C̄(nA, n
∗
D(nA, nD)) = cF + nA(cL + cC) + cDn

∗
D(nA, nD). (17)

Finally, we take into account that there might be multiple verification teams.
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Figure 4: Average costs per article, as a function of the number of
articles nA and number of verification teams nC

If there are nC such teams and they share the nA articles to be verified equally,

we can compute the average cost per article AC(nA, nC) as:

AC(nA, nC) =
CJ(q̄, nA/nC)

nA/nC
. (18)

Figure 4 shows the average cost per article for different values of nC , using

our numerical estimates for the parameters. The graph makes it clear that

economies of scale are very large, driven both by the fixed cost cF and the data

costs cD. The economic feasibility of reproducibility thus critically depends

on the number of articles nA.

To give a concrete example, assume we consider verifying all the articles

published by the AEA Journals (except JEP, JEL, AEA P&P) and amortize

the fixed costs cover three years of activity. According to the 2020 editorial

reports, these journals collectively published 344 papers in 2019. Multiplying

by three, we reach a total of nA = 1, 032 over three years. At this level of

activity, the average cost per article is 452 EUR for nC = 1, and 735 EUR

for nC = 2, hence economies of scale are still very significant. Assume we go
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further and the verification team also verifies the papers from the other four

top-5 journals. Together, these four journals published 261 papers in 2019,

which leads to a total of nA = 1, 032 + 3 × 261 = 1, 815 for three years. At

this level, the average cost per paper falls to 326 EUR for nC = 1, and 491

EUR for nC = 2. Obviously the costs fall further if one adds other journals or

the fixed costs can be amortized over more years, and the average cost reaches

155 EUR per article in the limit.

Assuming there is only one verification team, how large is the cost of 326

EUR ' 365 USD (2019) per article? One way to answer this question is to

estimate by how much different sources of income for the AEA would have

to be increased to compensate the costs of verifying the reproducibility of all

articles published by AEA journals.31 One possibility is to ask the authors of

the papers reproduced to pay the cost. This would increase the submission fees

for authors of accepted papers from 200 USD to 565 USD, a 183% increase.

A second possibility would be to increase the submission fees for all papers

submitted. Given a 7% acceptance rate for AEA journals on average, one

would need to raise submission fees by 0.07 × 365 = 25.55 USD, a 12.8%

increase from the current submission fees. Finally, a third possibility would be

to raise the costs on readers. According to the financial statements of the AEA,

the AEA earned 5.931 million USD in licensing fees and subscription fees for

its journals in 2019. In order to absorb an extra cost of 344× 365 = 125, 560

USD, these fees would have to increase by 2.12%.

The lesson we draw from this quantitative exercise is that the costs of veri-

fied reproducibility are far from negligible, but still manageable if one strives to

reduce implementation costs. Our estimates mean that the total cost of verify-

31We use numbers from the AEA Financial Statements 2019, available here: https:

//benny.aeaweb.org/content/file?id=12235.
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ing the reproducibility of all articles published in the top-5 economics journals

and other AEA journals would be around (261 + 344) × 365 ' 221, 000 USD

per year, close to the average annual salary of one full professor in economics

(Scott and Siegfried, 2021). However, this cost assumes operating at scale.

This is certainly a factor in the success of the multi-journal policy adopted by

the AEA journals. Achieving the same outcome will be more difficult for stan-

dalone journals, unless they are able to pool resources or resort to third-party

verification.

4 Discussion

4.1 Externalities and Government Intervention

In our framework, the journals internalize the demand for reproducibility com-

ing from “readers”, which could be the subscribers of the journals and/or

academics who cite the articles published by the journal in their research.

However, an article i published in a journal may have an additional social

utility, denoted uS(q,Xi). Even a monopoly journal maximizing the utility

of readers will fail to take this additional social utility into account. If uS is

increasing in q, then this is another channel through which the equilibrium

level of reproducibility might be suboptimally low.

A traditional externality of research is its application to create new prod-

ucts or processes and generate economic growth. Reproducibility of research

may strengthen such spillovers: the availability of the code and data used

by academics may greatly facilitate the transformation of scientific discoveries

into economic forces. This echoes the “stimulation” function of reproducibility

of Ragnar Frisch described in Section 1.1.
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In recent years, the demand for evidence-based policymaking has also

greatly increased (Foundations for Evidence-Based Policymaking Act of 2018;

Cole et al. (2020)). As governments and policy institutions increasingly want

to base their decisions on academic research, there is logically a demand for this

research to be as trustworthy as possible. This echoes the “control” function

of reproducibility of Ragnar Frisch discussed in Section 1.1. This function was

very prominent during the Covid-19 crisis, with the emphasis put by various

public decision-makers on the use of peer-reviewed medical research.

Such externalities may rationalize the use of government intervention to

increase the level of reproducibility. While the government has no regulatory

power over academic journals, it can considerably influence research policy

via its control of public universities and various funding sources. For instance,

public research funding agencies now impose open research standards and data

management plans for the projects they fund.32

How well-intended these policies might be, centralized authorities are likely

to be in a worse position than academics themselves to evaluate the costs of

reproducibility on researchers and strike the right trade-off. Scientific asso-

ciations and journals may be seen as “self-regulatory organizations” that set

the rules of research independently of the government, but with government

intervention remaining a last resort possibility. This implies that academics

have a collective interest in setting an appropriate level of reproducibility in

research, in order to make additional government intervention unnecessary.

32In 2014, the NSF proposed a framework to improve the reproducibility and replicability
in funded research, including data sharing policy and data management plans (National Sci-
ence Foundation, 2014). In the European Union’s Horizon 2020 funding program, research
data underlying a publication has to be made available, in addition to the requirement to
create a data management plan (European Commission, 2020).
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4.2 Refereeing

Our finding that competition between journals may lead to a suboptimally

low level of reproducibility stands in sharp contrast with the view expressed

by Ellison (2002a) and Ellison (2002b) that there exists a “race to the top” in

the requirements imposed by referees on authors, leading to longer delays in

publication, more robustness checks, longer appendices, etc. However, there

is no contradiction between these two mechanisms. The “race to the top” in

Ellison (2002a) stems from the behavioral biases of referees, who mistakenly

infer from their own submission history that journals require a very high qual-

ity of execution. The requirements on reproducibility are for the moment not

in the hands of referees but of editors, and it is hard to see how the mechanism

on which Ellison (2002a) relies could be transposed at this level.

Conversely, our “competitive bottleneck” mechanism could imply that ed-

itors may care less about quality of execution (which may be another inter-

pretation of q in the model) and more about the idea of a paper.

Conclusion

Writing empirical papers in economics takes a great deal of time - literally years

of data cleaning, merging, coding, debugging, analyzing and re-analyzing - yet,

for decades, data and code played no role in the peer review process. When

receiving a new manuscript to review, editors and referees had to assume that

the results outlined in the paper were actually resulting from running the re-

searchers’ computer code on their data. Over the past 15 years, economics

journals have introduced reproducibility policies, but until recently without

verification. There is now growing empirical evidence to show that this unver-
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ified reproducibility stage led to low compliance rate with DCAP, low quality

of the shared resources, and in turn low reproducibility rates.

In this paper, we show that this situation can be the suboptimal outcome

of two-sided competition between economic journals. If so, it is possible to

improve the situation by increasing the level of reproducibility. Finally, we

show that one way to mitigate this market failure is to conduct a systematic

verification of the results prior to publication. Such pre-publication verification

could be conducted either internally by journals or outsourced to trusted third

parties. Interestingly, this is the strategy followed by the American Economic

Association, as well as by a handful of other leading actors of the scientific

publishing industry.
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A Online Appendix

A.1 Proof that maximizing readers also maximizes welfare

For a given journal k, the number of readers is defined by:

nRk = βnAk + bqk − pRk . (A.1)

The total reader welfare generated by this journal is thus:

∫ nR
k

0
uR(nAk , qk, y)dy (A.2)

=
∫ nR

k

0
[βnAk + bqk − pRk − y]dy (A.3)

=
∫ nR

k

0
[nRk − y]dy =

(nR
k )2

2
. (A.4)

Hence, maximizing the number of readers of a given journal is equivalent to maximizing the

reader welfare generated by this journal.

A.2 Proof of Proposition 1

We first solve for the equilibrium numbers of authors and readers on each journal for given

fees and quality levels. Given our assumptions, these numbers have to satisfy the following

system:

nA1 =
1

2
+
α(nR1 − nR2 )− a(q1 − q2)− (pA1 − pA2 )

2t
(A.5)

nA2 = 1− nA1 (A.6)

nR1 = βnA1 + bq1 − pR1 (A.7)

nR2 = βnA2 + bq2 − pR2 (A.8)

Solving for this system yields the following equilibrium allocation of authors and readers,

for given prices and reproducibility levels:
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nA1 =
1

2
− ∆

2(t− αβ)
(A.9)

nA2 =
1

2
+

∆

2(t− αβ)
(A.10)

nR1 =

(
β

2
+ bq1 − pR1

)
− β∆

2(t− αβ)
(A.11)

nR2 =

(
β

2
+ bq2 − pR2

)
+

β∆

2(t− αβ)
(A.12)

with ∆ = pA1 − pA2 + α(pR1 − pR2 )− (αβ − a)(q1 − q2) (A.13)

Note that Assumption 1 ensures that nAk and nRk are both decreasing in pAk and pRk , while

Assumption 2 ensures that all else equal nAk and nRk are both increasing in qk.

We can now solve for the equilibrium in Step 1. We denote C̃J(q) = CJ(q, 1) for conve-

nience. Taking (pA2 , p
R
2 , q2) as given, we write the following Lagrangian for journal 1:

L = nR1 + λ[nA1 (pA1 − C̃J(q1)) + nR1 p
R
1 ] + µpR1 + νq1 (A.14)

We then differentiate with respect to pA1 , pR1 , and q1:

dL
dpA1

=
dnR1
dpA1

+ λ

[
dnA1
dpA1

(pA1 − C̃J(q1)) + nA1 +
dnR1
dpA1

pR1

]
= 0 (A.15)

dL
dpR1

=
dnR1
dpR1

+ λ

[
dnA1
dpR1

(pA1 − C̃J(q1)) + nR1 +
dnR1
dpR1

pR1

]
+ µ = 0 (A.16)

dL
dq1

=
dnR1
dq1

+ λ

[
dnA1
dq1

(pA1 − C̃J(q1))− nA1 C̃J ′(q1) +
dnR1
dq1

pR1

]
+ ν = 0 (A.17)

In a symmetric equilibrium, these derivatives have to be zero at the equilibrium prices

and reproducibility levels pA1 = pA2 = pA, pR1 = pR2 = pR, and q1 = q2 = q. We obtain:
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0 = − β

2(t− αβ)
+ λ

[
1

2
− 1

2(t− αβ)
(pA − C̃J(q))− βpR

2(t− αβ)

]
(A.18)

0 = −1− αβ

2(t− αβ)

+ λ

[
−α(pA − C̃J(q))

2(t− αβ)
+ pR

(
−1− αβ

2(t− αβ)

)
+
β

2
+ bq − pR

]
+ µ (A.19)

0 = b+
β(αb− a)

2(t− αβ)

+ λ

[
−γq

2
+

αb− a
2(t− αβ)

(pA − C̃J(q)) +

(
b+

β(αb− a)

2(t− αβ)

)
pR
]

+ ν (A.20)

In addition, we have the constraints λ ≥ 0, µ ≥ 0, ν ≥ 0, nA(pA − C̃J(q)) + nRpR ≥ 0,

pR ≥ 0, qR ≥ 0, λ[nA(pA − C̃J(q)) + nRpR] = 0, µpR = 0 and νq = 0. Finally, we need to

check that the solution satisfies the assumption of full coverage, meaning that an article with

xi = 1
2

gives positive surplus to its authors, which gives:

B + αnR − aq − pA − t

2
≥ 0. (A.21)

We are going to show that under our assumptions any solution to this problem has λ > 0,

µ > 0, and ν = 0. We then solve analytically for this equilibrium, derive the expression of t̄

and show that our equilibrium holds if and only if t ≤ t̄.

Note first that immediately follows from (A.18) that the budget constraint is binding and

λ > 0.

Step 1 - ν = 0: Assume ν > 0 and hence q = 0. Then the budget constraint becomes

nApA + nRpR = 0, which gives:

pA = pR
[
pR − β

2

]
. (A.22)

Replacing pA in (A.20) gives:

ν = −b(1 + λpR)− αβ − a
2(t− αβ)

(
β + λpR(pR + (β/2))

)
. (A.23)

This quantity is necessarily negative, which is a contradiction. Hence, we cannot have
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q = 0.

Step 2 - µ > 0: Assume a solution with µ = 0 and ν = 0. We then solve for the system of

equations formed by (A.18), (A.19), (A.20), and the binding budget constraint, to be solved

in pA, pR, q, λ. In particular, we obtain:33

q =
−a(κ− b2)2 + b

√
X

κ(κ− b2)(κ− 2b2)
(A.24)

pR =
(βκ− ab)(κ− b2)−

√
X

2κ(κ− b2)
(A.25)

with X = (κ− b2)2[a2b2 + κ(κ− 2b2)(2t− αβ)]. (A.26)

We need both q and pR to be positive. Given Assumption 3 this is equivalent to having:

a

b
(κ− b2)2 ≤

√
X ≤ (κ− b2)(βκ− ab). (A.27)

However, it is easily shown that the left-hand side term is lower than the right-hand side

term if and only if βb ≥ a, which violates Assumption 2. Hence, under our parametric as-

sumptions we cannot have a solution with µ = 0.

Step 3 - Candidate solution: we now consider the only remaining candidate solution,

which is to have λ > 0, µ > 0, and ν = 0. We set pR = 0 and ν = 0. The budget constraint

then gives us pA = C̃J(q). Replacing pA with C̃J(q), we then solve for the system of equations

formed by (A.18), (A.19), (A.20), to be solved in q, λ, µ.

(A.18) immediately gives:

λ =
β

t− αβ
> 0. (A.28)

We then plug this value of λ into (A.20) and obtain:

33There is another solution to the system, in which q has the same expression with a negative coefficient
in front of

√
X. q is then obviously negative, so that this solution can be discarded.
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q =
2b(t− αβ) + β(αb− a)

βκ
> 0. (A.29)

Finally, we replace λ and q in (A.19) to obtain:

µ =
2t(κ− 2b2) + 2βb(a+ αβ)− κβ(α + β)

2κ(t− αβ)
. (A.30)

We need µ > 0, which is equivalent to t > t, with:

t = αβ − β

2
[(α− β)(κ− 2b2) + 2b(a− βb)]. (A.31)

The term in brackets is positive due to Assumptions 2 and 3. Hence, t < αβ. Assumption

1 thus guarantees that t > t.

Step 4 - Full coverage: The last point to check is the assumption of full coverage. We

need to have t ≤ t̄, where t̄ is such that the author of an article with xi = 1/2 makes zero

surplus by submitting to a journal. This gives:

t̄

2
= B + α

(
β

2
+ bq

)
− aq − pA (A.32)

= B +
αβ

2
+ (αb− a)

2b(t̄− αβ) + β(αb− a)

βκ
− κ

2

(
2b(t̄− αβ) + β(αb− a)

βκ

)2

. (A.33)

The unique positive root to this equation gives us:

t̄ = αβ + β

√
(4b(a− bα))2 + 32b2κB + β2κ2 − βκ

8b2
> αβ. (A.34)

In particular, we have t̄ > αβ so that the range of values t such that a symmetric

equilibrium with full coverage exists is always non empty.

A.3 Proof of Proposition 2

The social planner chooses pA, pR, q symmetrically for both journals under the constraint

that an article with xi = 1/2 gets submitted. Since the two journals are symmetric, we can
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write the planner’s Lagrangian as:

L = nR + λ[nA(pA − C̃J(q)) + nRpR] + µpR + νq (A.35)

+ ρ[B + αnR − aq − pA − (t/2)] (A.36)

with nA =
1

2
(A.37)

nR =
β

2
+ bq − pR (A.38)

We then differentiate with respect to pA, pR, and q to get:

λ

2
− ρ = 0 (A.39)

−1 + λ

[
−pR +

β

2
+ bq − pR

]
+ µ− αρ = 0 (A.40)

b+ λ
[
−κq

2
+ bpR

]
+ ν + ρ(αb− a) = 0 (A.41)

Assumption 2 and condition (A.41) immediately give us q > 0 and hence ν = 0. Using (A.41)

again gives us λ > 0 and hence ρ > 0 using (A.39).

We first show that we cannot have a solution with pR > 0. Assume this were the case.

Then we have µ = 0. We then solve the system formed by (A.39), (A.40), (A.41), the budget

constraint, and the constraint that all articles are submitted, where we need to solve for

pA, pR, q, λ, ρ. In particular, we get the following solution for pR:

pR =
−1

4
√
κ(κ− b2)

(√
κ[(α− β)(κ− 2b2) + 2b(a− βb)] + (κ− 2b2)

√
(α+ β)2 + 4(2B − t)(κ− b2) + 4a(a− b(α+ β))

)
.

(A.42)

Under this form, we immediately see that Assumptions 2 and 3 imply that pR < 0. A

contradiction.

The only possible solution to the planner’s program thus involves µ > 0 and pR = 0. We

then need to solve (A.39), (A.40), (A.41), the budget constraint, and the constraint that all

articles are submitted, in pA, q, λ, µ, ρ. We obtain:
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q =
αb− a+

√
X

κ
(A.43)

pA =
κ

2

(
αb− a+

√
X

κ

)2

(A.44)

λ =
2b√
X

(A.45)

ρ =
b√
X

(A.46)

µ =
(κ− 2b2)

√
X + b[(α− β)(κ− 2b2) + 2b(a− βb)]

κ
√
X

(A.47)

with X = (αb− a)2 + κ(2B − t+ αβ) (A.48)

Let us show that this is always a solution when t ≤ t̄. We first prove that X > 0. To see

this, denote q̄ the value of q∗ obtained in Proposition 1 when t = t̄. By definition, at this

point the author with xi = 1/2 is indifferent between submitting and not submitting, which

gives:

2B + α(β + 2bq̄)− 2aq̄ − κq̄2 = t̄. (A.49)

Since t ≤ t̄, we can write:

X ≥ (αb− a)2 + κ(2B − t̄+ αβ) (A.50)

⇔ X ≥ (αb− a)2 + κ(κq̄2 − 2q̄(αb− a)) (A.51)

⇔ X ≥ (αb− a− κq̄)2 > 0. (A.52)

Using this result and Assumptions 2 and 3 implies that λ, µ, ρ, pA, q are all well-defined

and positive.
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A.4 Proof of Proposition 3

It immediately follows from the analytical expressions of q∗ and q∗∗ that the former increases

in t and the latter decreases in t. For any t, q∗∗ is uniquely determined by the condition that

an author with xi = 1/2 has zero surplus, with pA = C̃J(q) and pR = 0. Under competition,

t̄ is defined as the level of t such that q∗, pA = C̃J(q∗), pR = 0 give zero surplus to an author

with xi = 1/2. Hence, in that point q∗ and q∗∗ need to satisfy the same condition, which can

admit only one solution. This shows that q∗ = q∗∗.

A.5 Proof of Equation (16)

For a given nA, denote X the number of different databases that the nA papers will use.

Denote Li the event “database i is used by at least one paper”. We have E[X] = nDE[L1]

and:

E[L1] = 1− Pr(“no paper uses database 1”) = 1−
(
nD − 1

nD

)θnA

(A.53)

We then obtain equation (16).
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