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This research is based on the practical facts related to the human resource 

department of any organization for the recruitment of personnel. As it is a 

challenging and crucial aspect for any organization to select the right talent 

for the right place. This paper helps in expertise finding in the different 

fields of Computer Science. Employers receive a bunch of resumes upon 

job openings.  And the candidates are also interested are in sifting the best 

among the applicants. Screening the best candidate among the pool of 

resumes is a laborious task. This paper proposes an informational retrieval-

based resume ranking scheme for screening and ranking the candidate's 

resumes. The primary purpose of this research study is to exploit the class 

NLP techniques to perform the information retrieval task for resume 

ranking based on job description similarity. In this proposed methodology, 

we compared document vectors with word embedding. Experiments show 

that word embedding method is more effective than the document vector.  
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Introduction: 

Information retrieval (IR) models are composed of an indexed and a scoring or ranking 

function. An IR system's main purpose is to retrieve relevant documents or web pages in response 

to customer requests. The scoring mechanism is employed during the retrieval to order the 

recovered documents according to their relevance to the user query. The standard technique is used 

to overcome train word or paragraph embeddings on a corpus or use pre-trained embeddings. WE 

stand for word embeddings, which are distributed representations of phrases derived from a neural 

network model. In recent years, these continuous representations have been employed in a variety 

of natural language processing applications. This approach's effectiveness for classification and 

other NLP tasks is demonstrated by the fact that semantically similar terms are grouped near to 

each other in the representation space. Transferring the success of word embeddings to the ad-hoc 

Information Retrieval (IR) problem, on the other hand, is a widely researched topic right now. 
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 Hiring the right talent is a big challenge for all companies. A business that requires full 

effort developing and facing high rates of attrition.  Today’s competition is at a high peak.it has 

become a challenging task for the job provider as well as a job seeker to get the one as the expert. 

For job providers, the challenging task is the extraction of required data. In our case, we have a set 

of CVs, but job descriptions are unknown, therefore we need to come up with a solution based on 

unsupervised learning. As a result, word embeddings appear to be a suitable place to start our 

research. In a high-dimensional space, word embedding computes semantically meaningful vector 

representations of words. Recent word embedding approaches outperform older methods of 

representing a word as a vector, such as the bag-of-words representation or latent semantic 

indexing. Advanced word embedding techniques and the use of multidimensional transformation 

matrices to flexibly capture different semantics of a single word, leading to better representations 

for part-of-speech tagging tasks, have recently been actively studied since such word embedding 

techniques have shown their advantages in numerous tasks in natural language processing and 

information retrieval.  

 In the case of job seekers the challenge to get to the place where their talent could be 

utilized. The traditional approach of applying to the job is to look for the job and then apply by 

sending a resume or curriculum vitae (CV) to the place. As manually it is difficult. Large enterprise 

and head-searchers receive every day thousands of curriculum vitae CVs/resumes from applicants. 

Consequently, reviewing a large number of CVs/resumes manually is time-wasting. And also, with 

the growing need for research and development, many of the organizations are hunting for good 

researchable talent. Many Ph.D. scholars who complete their degrees mention their specialization 

by giving a short detail of a particular topic on their CVs. This can attract hiring companies. 

Efficient Automatic CV shortlisting will not only make the lives of employers easy but also make 

the recruitment process fast and efficient[1]. Reference [2], introduce high-level ontologies with 

domain-specific knowledge is introduced to meet the requirements of the job market. 

 Furthermore, in this paper, a process is introduced which is used to update the existing 

ontology with the concept of formal analysis. For job recruitment matching of the semantic base, 

ontology is performed. Constructing quality ontology is crucial. Resume Resource Description 

Framework (RDF) [3], and Description of Career (DOAC) are frameworks based on ontologies. 

These studies are designed with the help of ontologies. Resume RDF is used for the description of 

the semantics of resumes and includes information such as skill, the experience of work, 

qualification, etc. Description of a career is another study that is the same as the Resume RDF. 

DOAC is the vocabulary used to describe the resumes if we talk about the performance of these 

two studies. The rate of generation of Resume RDF of queries as result is higher than DOAC.  The 

main interest of this study was to find resumes that are appropriate matches for a required job 

description. Carrying out several experiments on CV/resume dataset as dataset consists of millions 

of resumes. In this research, candidates are short-listed by using different Natural Language 

Processing (NLP)  techniques to find expertise in different fields of computer science. While word 

embeddings have been proven to improve in different NLP tasks, they have not yet been designed 

to improve text retrieval in software engineering to our knowledge. 

 

Literature Review: 

 Automatic CV Shortlisting for Expert Finding is the highly recommended tool for the 

recruitment process as it can speed up the process of screening as compared to manual screening 



this research describes a ranking system that shortlists the candidates for a particular job. The 

experiments have been carried out on 169 CVs/resumes of the dataset against 25 to 30 job 

categories. The calculation of text similarity has been an essential approach of data analysis that 

may be used in a variety of NLP applications such as information retrieval and sentiment analysis. 

For retrieving our required results two NLP techniques like Term Frequency–Inverse Document 

Frequency (TFIDF), and word embedding have been used. The Jaccard coefficient, cosine 

similarity of TFIDF vectors, and cosine similarity of log TFIDF vectors were used in comparative 

research to assess the semantic similarity of academic articles and patents [4]. All of these 

approaches are corpus-based, and a case study was conducted for further research [5], which 

looked into the many uses of semantic similarity in the field of Social Network Analysis. 

Additionally, for ranking of CVs/resumes Google word embeddings are used as these are already 

trained. Much other research has been presented for expert findings. Each of the techniques has a 

different procedure for hunting the right talent for a particular post. Techniques such as 

collaborative filtering to the recruitment of candidate’s job matching [6]. X.YI.j Allan and W.B 

craft expressed a method that uses a model of relevance to handle the vocabulary which is divided 

between a description of jobs and CV/resumes.  

A semantic similarity computation method [7] that compared and analyzed multiple words using 

a huge corpus. The Word2Vec model was used to compute semantic information from the corpus, 

and the Li similarity measure was used to compute similarity. Automata collaboration in the 

system “CASPER”  in this system the profiles of users are achieved from a user [8]. Such as data 

revisit, data read time, and data retrieving. These are factors that are viewed as a measure of 

relevance among resumes. This system recommends the job into these steps: first, this system 

searches a set of users who are related to the job. Second the user-related liked jobs are 

recommended to a large number of candidates. In this system, a strategy that is used is known as 

cluster-based collaboration filtering. It allows the jobseeker to find a job through a query that 

contains the same fields such as candidate location, candidate salary, and skills. Reference [9], has 

worked on a recommended system which is using a hybrid approach. This system is a combination 

of methods, such as content-based filtering and collaborative filtering. This system attempts to 

control the rating of data sparseness y grasping a model which is integrated, includes the synthetic 

resumes as a dataset. 

 About [10], job recommender system, the user data is asked to input user’s required data into a 

form that is a web-based interface. The data which is collected consists of demographic data, 

educational data, intermediate and university exams, and post-graduate degree, experience the job, 

skills in languages, and skills in IT, and users are also asked to upload their CVs/resumes. 

Furthermore, a statistical model is used for other aspects such as talent. This model requires to be 

trained before use. To train the recommender model the user’s searched outcomes are used as 

training data. Therefore, training time will be long enough for each user. Reference [11], 

introduced a recruiting system “PROSPECT” to help in shortlisting candidates. A resume miner 

is used for extracting information from CVs/resumes. Then the algorithms such as BM25, Okapi, 

and KL were used to solve the same problem. This system is presented by [12]. If we talk about 

dictionaries, we know that every day new terms have appeared, so for that purpose, the dictionaries 

must be updated as these are going to be used in tagging the entries. The learning model which is 

adopted used in this system used to gain two targets: at first, for enhancing the information 

extraction semantic data should be used, and second, new terms should be discovered. A system 

that has a hybrid recommender, which has two types of relationships one is content-based and the 



second is interaction-based [13]. In the first relation, the sequence of relations is as follows job-to-

job, job-to-job seeker, and job seeker-to-job seeker are identified concerning their similarity. For 

calculating similarities two approaches are used, for example, the structured data such as for age 

and gender the value-weighted sum will be produced and other is unstructured such as the 

similarity between job and CVs/resumes and latent semantic analysis is also used in this hybrid 

recommender. In E-Gen, we evaluated and classified unstructured job descriptions to improve their 

relevance[1]. 

Reference [14], In contrast to the above-discussed works, said that for facilitating easy 

communication, they recommend using a common language. Because it would create potential 

automation in the phases of the recruiting process. Not only will this keyword from ruled 

vocabulary be used, which aid in combining the background knowledge to the domain of industry. 

Furthermore, these approaches are used to incorporate with ontology to determine that at which 

degree the match between position and applicant is performed. This is also very critical because it 

also occurs when the ontologies are reused. Reference [15], has discussed these issues and suggests 

that further manual work is required. Reference [16], proposed jointly working on Turkey’s largest 

online recruitment website Kariyer.net. In this project, free-structured resumes are converted into 

label base Resume Parser (ORP) works on a large number of resumes written in Turkish and 

English. Semantic web and ontology are combined to form a web Ontology. A machine learning 

algorithm is employed to rate the candidates and conduct semantic matching techniques. The goal 

of this study is to assess job candidates in e-recruitment [17]. There is some detail of related works: 

Resume RDF, a resume ontology developed by [3], describes information from a resume by its 

classes and properties. A method that results in the semantic orientation of words in corpus corpora 

and their connection with other words [18]. An approach for retrieving information from resumes 

that uses the notion of sharing data to find new types of data [19]. Recent word embedding methods 

such as word2vec [20] and GloVe [21] have two notable advantages in terms of high-level 

semantics compared to traditional methods of representing a word as a vector, such as the bag-of-

words representation [22] or latent semantic indexing: meaningful nearest neighbours and linear 

substructures [21].  

In terms of the first, these approaches successfully capture semantically related words in a vector 

space as the n nearest neighbors of a certain word. When it comes to linear substructures, the vector 

created by removing two words in a vector space frequently gives semantics that contradicts the 

word. Since word embedding approaches have demonstrated their utility in a variety of natural 

language processing and information retrieval applications, sophisticated word embedding 

techniques have lately received a lot of attention. Word embeddings are vector representations of 

a word produced through the use of a large corpus to train a neural network. It has been frequently 

used to classify texts based on semantic similarity. One of the most popular types of word 

embeddings is Word2vec. The word2vec algorithm takes a text corpus as input and outputs word 

vectors, which can then be used to train any other word to get its vector value. Based on the 

distributional hypothesis, the Word2vec model employs a continuous skip-gram model [23]. 

Gensim [24], an open-source toolkit, includes several pre-trained word2vec models based on 

various datasets such as GloVe, google news, ConceptNet, Wikipedia, and Twitter [24]. To 

construct feature vectors for the dataset in this experiment, a pre-trained word embeddings model 

called ConceptNet Number batch [25] was utilized as a word2vec model. There are several 

distributional semantic models (DSMs) that have been suggested. Each word in a DSM is 

represented as a d-dimensional vector of real values, with comparable vector representations for 



words that appear in similar contexts. Count-based models make up the majority of classic DSMs. 

Some new neural network models have recently been presented [20]. Deep neural networks are 

used in these techniques to learn from the context of the corpus and produce low-dimensional word 

vector representations, a process known as "word embedding." For different information retrieval 

tasks, word embedding models have been shown to perform much better than standard count-based 

models [26]. 

Many information retrieval tasks exist in software engineering, such as duplicate issue detection 

in open source projects and tag recommendation in Q&A websites [27]. The majority of them 

expand classic information retrieval techniques like cosine similarity and the TFIDF approach to 

obtain high performance on these tasks. Word embedding algorithms have recently been applied 

to numerous information retrieval problems in software engineering, with promising results [26]. 

Traditional information retrieval approaches such as the TFIDF method focus more on the 

relationship of various documents in the entire corpus, whereas word embedding techniques focus 

more on the relationship of words considering the context in which they appear. 

Methodology 

 Our proposed methodology for resume ranking is based on two famous approaches in 

information retrieval. The classical and widely used approach is document vector in which 

document is represented by some predefined vocabulary. Figure 1 shows the document 

representation using the first approach. The vector is usually very sparse as the length of the 

vocabulary is kept very high. The document vector usually used a weighting schema known as 

TFIDF (Term frequency-inverse document frequency) which reduces the weight of very frequent 

words in corpus and gives high weights to the least frequent words. The main limitation of this 

approach is that it doesn’t account for the context of the text. Two different documents with the 

same words are considered similar. To overcome the above-mentioned limitation, word2vec or 

word embedding-based approaches are used. In word embedding, the vector is obtained against 

every word in the predefined vocabulary and those vectors are concatenated to represent the 

document.   

   In our proposed scheme initially, the resume /CVs corpus is preprocessed and cleaned. The 

processed text is now ready to be fed in the TFIDF mechanism and word embedding. The term-

frequency and inverse document frequency is used to create the feature vector 𝑅𝑛 which allows 

giving more weight to the key terms. The job description object is also processed in the same 

manner as the resume corpus which is further used as a query in our information retrieval system.  

Eventually, the cosine similarity is computed to estimate the proximity of resumes with job 

description objects. The ranked resumes are finally sorted and filtered for a certain threshold. Our 

second method is based on Google word embedding which uses the state-of-the-art Word2vec. 

The study is aimed at empirically evaluating both NLP schemes to create a generic model for 

resume/CVs ranking. To assess the accuracy of our model we have intended to estimate the 

precision and recall using a human-annotated rank list as ground truth. Word2Vec creates a vector 

space with each unique word in the corpus, generally with several hundred dimensions, such that 

words with similar contexts in the corpus are close to one another in the space.  This may be 

achieved in two ways: starting with a single word and predicting its context, or starting with the 

context and predicting a word. 

Cosine Similarity using TFIDF Vectors: A vectorized TFIDF model was used to transform the 

preprocessed documents into TFIDF vectors. The resulting vectors were a sparse matrix with 



TFIDF weights for each word in each document, with a size of [number of documents * number 

of features(unique words)]. These TFIDF weights from the matrix are now used as a feature for 

each document, and cosine similarity is used to compute document similarities. 

Cosine Similarity using Word2Vec Vectors: The Google model was used to load the pre-trained 

word2vec model in this technique. The vector values or word embeddings of each word in all the 

preprocessed documents were computed using this word2vec model. The average of all the word 

vectors in a text was calculated, and the resulting vector was used as the document's feature 

word2vec vector. The cosine similarity inside the documents was computed using these word2vec 

vectors as feature vectors. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Proposed methodology to compute document vector for the similarity. 

 

In Fig. 1.  The CVs corpus is preprocessed and cleaned. The processed text is now ready to be fed 

in the TFIDF mechanism and word embedding. The term-frequency and inverse document 

frequency is used to create the feature vector which allows giving more weight to the key terms. 



The job description object is processed in the same manner as the resume corpus. The cosine 

similarity is computed. The ranked resumes are finally sorted and filtered for a certain threshold. 

Experiment: 

Google word embeddings have been used to rank CVs; these word embeddings have 

already been trained by Google. Therefore, these embeddings were used to fit the model. We 

essentially used word embeddings to match our document. The average of each vector must be 

calculated separately to accomplish otherwise it will generate a three-dimensional vector. For this 

purpose, a word embedding function is created in which a specific word is selected, appended to 

embeddings, and the mean of that word is calculated. If no embedding for a given word exists, a 

random number is generated for that word. This random number will be trained later. After that, 

simply receiving the embeddings, stop words are removed and text cleaning will be used.  

Following that, the cosine similarity measure of the resulting vector is calculated. The mean word 

embedding of a query is also computed using Google word embedding concerning this cosine 

similarity.  

 A rank is generated after measuring the cosine similarity of a query with word embedding. 

Then according to this rank, the job descriptions are matched with the candidate’s CV. A job 

description, for instance, is Hadoop. As a result, we’ve set some true positives that correspond to 

the job description for Hadoop. Hadoop itself, as well as some other related job titles such as 

Database Developer or Data Science Developer, will be tested for true positive. The total number 

of CVs in the dataset is 169. It displays the ranking of all CVs. Following that, ground truth is used 

to calculate the precision and recall of the rank list. In a nutshell, the entire operation comprises of 

the phases listed as: first and foremost, Google word embeddings were utilized.  

 

                             

 

 

 

 

 

 

 

 

Fig 2: Precision and Recall of TFIDF and word embedding approaches 

Figure 2 shows the precision and recall curves of document vector and word embedding. It can be 

seen that word embedding curve covers more area than the document vector.  Which also that The 

word embedding-based approach is more effective than the document vector-based approach 



The average word embedding of the entire document was then taken. Following that, cosine 

similarity was determined. As a result, a ranked list is created, and precision & recall are measured 

using this ranked list. There is a total of 169 CVs, with 25 to 30 job categories, such as Data 

Science, Hadoop, and Database Developer. Any of the job description categories can be queried 

to obtain a required ranked list of CVs. 

Conclusion 

 This technology can speed up the recruiting process due to a combination of two aspects. 

First, rank the candidates according to how well they meet the job description. Furthermore, the 

usage of filters based on various information gathered from resumes helps screeners to look at 

fewer resumes to shortlist a set number of candidates. Second, showing snippets of resumes based 

on their match to job requirements and information extracted from resumes allows a screener to 

shortlist or reject candidates much more quickly than if they had to scan the entire resume. In this 

research, two famous approaches of information retrieval are evaluated for CV ranking. The word 

embedding-based approach is more effective than the document vector-based approach.  
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