
Self-supervised Audiovisual Learning

Di Hu
Gaoling School of Artificial Intelligence

Renmin University of China

Email: dihu@ruc.edu.cn
19-06-2021



Outline

1

• Topic Overview
– What is and why using self-supervised audiovisual learning

• Approaches Overview
– What are the state of the art approaches and what is the inherent self-

supervision

• Summary
– What are the core challenges and future directions



Outline

2

• Topic Overview
– What is and why using self-supervised audiovisual learning

• Approaches Overview
– What are the state of the art approaches and what is the inherent self-

supervision

• Summary
– What are the core challenges and future directions



What is self-supervised audiovisual learning

3

Drum

Baby
Learning from annotations

But this is not the real-world!
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Visual modality Audio modality

Drumming sound

Baby yelling

Mom voice

Natural annotation without manual efforts!
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What is self-supervised audiovisual learning

Unlike the conventional unimodal case, video is a rich source of audio and visual 
modalities, where the correlation between modalities can be used as a supervisory signal
for self-supervised learning.

Visual modality Audio modality

Drumming sound

Baby yelling

Mom voice

Natural annotation without manual efforts!
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Why using self-supervised audiovisual learning

Sound is produced by the 
oscillation of object！

Free！ Reliable！ Pervasive！



7

Approaches Overview

<1990 1990~2011 2011~20162016<<2017 2017-2020 2020-Present

Cross-modal
knowledge transfer

Self-supervised 
audiovisual object perception

Self-supervised 
audiovisual scene learning
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• Cross-modal knowledge transfer

• Self-supervised audiovisual scene learning

• Self-supervised audiovisual object perception

Approaches Overview
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Cross-modal knowledge transfer

Audio database Audio knowledge

Supervision

Image database Visual knowledge

Supervision
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Cross-modal knowledge transfer

[3] Y. Aytar, C. Vondrick, and A. Torralba, “SoundNet: Learning Sound Representations from Unlabeled Video,” Advances in Neural Information Processing Systems, 2016.

Visual knowledge

Unlabeled Video Dataset

Feature Evaluation
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Cross-modal knowledge transfer

Visual knowledge

Image-spectrogram similarity

Image2sound retrieval

[4] D. Harwath, A. Torralba, and J. Glass, “Unsupervised Learning of Spoken Language with Visual Context,” Advances in Neural Information Processing Systems, 2016.
[5] D. Harwath and J. Glass, “Learning word-like units from joint audio-visual analysis,” Proc. Annual Meeting of the Association for Computational Linguistics, 2017.
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Cross-modal knowledge transfer

Audio database Audio knowledge

Supervision

Image database Visual knowledge

Supervision
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[6] A. Owens, J. Wu, J. McDermott, W. Freeman, and A. Torralba, “Ambient sound provides supervision for visual learning,” Proc. European Conf. Computer Vision, 2016.

Cross-modal knowledge transfer
Audio knowledge



15

Cross-modal knowledge transfer

[6] A. Owens, J. Wu, J. McDermott, W. Freeman, and A. Torralba, “Ambient sound provides supervision for visual learning,” Proc. European Conf. Computer Vision, 2016.
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[6] A. Owens, J. Wu, J. McDermott, W. Freeman, and A. Torralba, “Ambient sound provides supervision for visual learning,” Proc. European Conf. Computer Vision, 2016.

Cross-modal knowledge transfer
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Cross-modal knowledge transfer

[7] Y. Aytar, C. Vondrick, and A. Torralba, “See, hear, and read: Deep aligned representations,” arXiv:1706.00932, 2017.

More general cross-modal transfer framework
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Cross-modal knowledge transfer

[7] Y. Aytar, C. Vondrick, and A. Torralba, “See, hear, and read: Deep aligned representations,” arXiv:1706.00932, 2017.

Cross-modal retrieval

Semantic Units across modalities
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Approaches Overview

• Cross-modal knowledge transfer

• Self-supervised audiovisual scene learning

• Self-supervised audiovisual object perception



20[1] R. Arandjelovic and A. Zisserman, “Look, Listen and Learn,” Proc. IEEE Conf. Computer Vision, 2017.
[2] B. Korbar, D. Tran, and L. Torresani, “Cooperative learning of audio and video models from self-supervised synchronization,” Advances in Neural Information Processing Systems, 2018. 

Video-level Correspondence[1] Temporal-level synchronization[2]

Visible scenes Soundscape

Self-supervised audiovisual scene learning
Without

supervised pretraining
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Self-supervised audiovisual scene learning

[1] R. Arandjelovic and A. Zisserman, “Look, Listen and Learn,” Proc. IEEE Conf. Computer Vision, 2017.

Visual feature
evaluation

Audio feature
evaluation

Video-level Correspondence
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Self-supervised audiovisual scene learning

[1] R. Arandjelovic and A. Zisserman, “Look, Listen and Learn,” Proc. IEEE Conf. Computer Vision, 2017.

Semantic heatmaps of visual concepts Audio concepts
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[2] B. Korbar, D. Tran, and L. Torresani, “Cooperative learning of audio and video models from self-supervised synchronization,” Advances in Neural Information Processing Systems, 2018. 
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Self-supervised audiovisual scene learning

[2] B. Korbar, D. Tran, and L. Torresani, “Cooperative learning of audio and video models from self-supervised synchronization,” Advances in Neural Information Processing Systems, 2018. 

Positive Negative
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Self-supervised audiovisual scene learning

Sound is produced by the 
oscillation of object！

Static image Temporal sequence
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Self-supervised audiovisual scene learning

[8] A. Owens, and A.Efros, “Audio-visual scene analysis with self-supervised multisensory features,” Proc. European Conf. Computer Vision, 2018.

Temporal-level synchronizationTemporal sequence

On-off screen speech separation
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Ø The unconstrained visual scene contains multiple
sound-makers.

Ø The sound-maker does not always produce 
distinctive sound.

Ø The sound-maker may be even out of the screen

Self-supervised audiovisual scene learning

[9] D. Hu, F. Nie, and X. Li, “Deep Multimodal Learning for Unsupervised Audiovisual Learning,” Proc. IEEE Conf. Computer Vision and Pattern Recognition, 2019.
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Multimodal Clustering Module

drumming

baby

backgound

...

Audiovisual
Similarity

...

Visual ConvNet

Audio ConvNet

...

Self-supervised audiovisual scene learning

[9] D. Hu, F. Nie, and X. Li, “Deep Multimodal Learning for Unsupervised Audiovisual Learning,” Proc. IEEE Conf. Computer Vision and Pattern Recognition, 2019.
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Self-supervised audiovisual scene learning

[9] D. Hu, F. Nie, and X. Li, “Deep Multimodal Learning for Unsupervised Audiovisual Learning,” Proc. IEEE Conf. Computer Vision and Pattern Recognition, 2019.
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Self-supervised audiovisual scene learning

[9] D. Hu, F. Nie, and X. Li, “Deep Multimodal Learning for Unsupervised Audiovisual Learning,” Proc. IEEE Conf. Computer Vision and Pattern Recognition, 2019.



31[1] R. Arandjelovic and A. Zisserman, “Look, Listen and Learn,” Proc. IEEE Conf. Computer Vision, 2017.
[2] B. Korbar, D. Tran, and L. Torresani, “Cooperative learning of audio and video models from self-supervised synchronization,” Advances in Neural Information Processing Systems, 2018. 

Video-level Correspondence[1] Temporal-level synchronization[2]

Visible scenes Soundscape

Self-supervised audiovisual scene learning

What if the audio and visual modality are not well-corresponding?
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Self-supervised audiovisual scene learning

[10] P. Morgado, I. Misra, and N. Vasconcelos, “Robust Audio-Visual Instance Discrimination,” Proc. IEEE Conf. Computer Vision and Pattern Recognition, 2021.
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Self-supervised audiovisual scene learning

[10] P. Morgado, I. Misra, and N. Vasconcelos, “Robust Audio-Visual Instance Discrimination,” Proc. IEEE Conf. Computer Vision and Pattern Recognition, 2021.

Ø Tackling Faulty Positives

Ø Tackling Faulty Negatives
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[2] B. Korbar, D. Tran, and L. Torresani, “Cooperative learning of audio and video models from self-supervised synchronization,” Advances in Neural Information Processing Systems, 2018. 

Video-level Correspondence[1] Temporal-level synchronization[2]

Visible scenes Soundscape

Self-supervised audiovisual scene learning

What if we do not provide negative samples?
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Self-supervised audiovisual scene learning

[11] H. Alwassel, D. Mahajan, B. Korbar, L. Torresani, B. Ghanem, and D. Tran, “Self-supervised learning by cross-modal audio-video clustering,” Advances in Neural Information Processing Systems, 2020.
[12] Y. Asano*, M. Patrick*, C. Rupprecht, and A. Vedaldi, “Labelling unlabelled videos from scratch with multi-modal self-supervision,” Advances in Neural Information Processing Systems, 2020.

Pseudo labelling from
Audio-visual modality[10]

Multimodal clustering
with different heads[9]
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Self-supervised audiovisual scene learning

[11] H. Alwassel, D. Mahajan, B. Korbar, L. Torresani, B. Ghanem, and D. Tran, “Self-supervised learning by cross-modal audio-video clustering,” Advances in Neural Information Processing Systems, 2020.

With negative samples
With

negative samples

Without
negative samples

Without
negative samples
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Approaches Overview

• Cross-modal knowledge transfer

• Self-supervised audiovisual scene learning

• Self-supervised audiovisual object perception
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Self-supervised audiovisual object perception

Visual modality Audio modality

Drumming sound

Baby yelling

Mom voice

Natural annotation without manual efforts!

Can we learn to recognize objects via their sounds?
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Self-supervised audiovisual object perception

[13] R. Arandjelovic and A. Zisserman, “Objects that Sound,” Proc. European Conf. Computer Vision, 2018.

Location-based
Audiovisual
Similarity

Localization of sounding objects
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Self-supervised audiovisual object perception

[14] A. Senocak, T. Oh, J. Kim, M. Yang, and I. Kweon, “Learning to localize sound source in visual scenes,” Proc. IEEE Conf. Computer Vision and Pattern Recognition, 2018.

Localization of sounding objects w.r.t. different soundsAttention-based sound source localization
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How to explore the fine-grained supervision?

Object-level Correspondence

[15] R. Qian, D. Hu, H. Dinkel, M. Wu, N. Xu, and W. Lin, “Multiple Sound Sources Localization from Coarse to Fine,” Proc. European Conf. Computer Vision, 2020.

Self-supervised audiovisual object perception
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Scene-level correspondence Object-level Correspondence

[15] R. Qian, D. Hu, H. Dinkel, M. Wu, N. Xu, and W. Lin, “Multiple Sound Sources Localization from Coarse to Fine,” Proc. European Conf. Computer Vision, 2020.

Self-supervised audiovisual object perception
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Self-supervised audiovisual object perception

[15] R. Qian, D. Hu, H. Dinkel, M. Wu, N. Xu, and W. Lin, “Multiple Sound Sources Localization from Coarse to Fine,” Proc. European Conf. Computer Vision, 2020.
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Object-level Correspondence

Relying on pre-trained
object knowledge

Self-supervised audiovisual object perception

[15] R. Qian, D. Hu, H. Dinkel, M. Wu, N. Xu, and W. Lin, “Multiple Sound Sources Localization from Coarse to Fine,” Proc. European Conf. Computer Vision, 2020.
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Learn visual knowledge from
sound-source localization

Self-supervised audiovisual object perception

[16] D. Hu, R. Qian, M. Jiang et al.,, “Discriminative Sounding Objects Localization via Self-supervised Audiovisual Matching,” Advances in Neural Information Processing Systems, 2020.

Then finetuning to object detection
or segmentation related task



46

Supervision still from correspondence but in
the object-category level!

[16] D. Hu, R. Qian, M. Jiang et al.,, “Discriminative Sounding Objects Localization via Self-supervised Audiovisual Matching,” Advances in Neural Information Processing Systems, 2020.

Self-supervised audiovisual object perception
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A typical cocktail-party scenario Object localization in cocktail-party[14]

Self-supervised audiovisual object perception

[16] D. Hu, R. Qian, M. Jiang et al.,, “Discriminative Sounding Objects Localization via Self-supervised Audiovisual Matching,” Advances in Neural Information Processing Systems, 2020.



48

Object localization [5]

Cocktail-party sceneSingle sound scene

Self-supervised audiovisual object perception

[16] D. Hu, R. Qian, M. Jiang et al.,, “Discriminative Sounding Objects Localization via Self-supervised Audiovisual Matching,” Advances in Neural Information Processing Systems, 2020.
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Self-supervised audiovisual object perception

[17] T. Afouras, A. Owens, J. Chung, A. Zisserman,“Self-Supervised Learning Of Audio-Visual Objects From Video,” Proc. European Conf. Computer Vision, 2020.

(c) Active speaker 
detection

(a) Multi-speaker 
separation

(b) Talking head 
detection and tracking
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Visual modality Audio modality

Drumming sound

Baby yelling

Mom voice

Summary
Learning vision

from sound
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Visual modality Audio modality

Drumming sound

Baby yelling

Mom voice

Summary Learning sound
from vision
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Visual modality Audio modality

Drumming sound

Baby yelling

Mom voice

Summary Self-supervised learning from
both sound and vision

Multimodal Clustering Module

drumming

baby

backgound

...

Audiovisual
Similarity

...

Visual ConvNet

Audio ConvNet

...
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Keys

Effective Modeling
for

Audiovisual Scenes

Effective Supervision
for

Audiovisual Learning

Self-supervised
Audiovisual Learning

Summary
Multimodal Clustering Module

drumming

baby

backgound

...

Audiovisual
Similarity

...

Visual ConvNet

Audio ConvNet

...
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