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An analytical thermalmodel is proposed to study heat transfers occurring at high power density in X-ray tubeswith
micron to submicron sized source. The use of a simple analytical approach instead of a complex numerical simula-
tion allows readilymodeling ofmore andmore challenging systems such asmulti-sourceX-ray tubes. By significant-
ly reducing the computing time, it enables a wider parameter range evaluation for engineering phase. We focused
our work on tubes integrating a transmission window that is mainly edge-cooled. Our approach can be generally
used in cylindrical lateral heat spreaderswith distributed small sized source systems. Themodel enables an efficient
estimation of temperature distributions for a large range of parameters and source designs and is, for instance, well-
suited to described nanosized heat source systems. It is developed from an electrostatic analogy with the point
charge particlemodel and uses of a series of virtual sources. Amultiscale resolution of the heat equation is proposed,
hence providing the temperature distribution at any point within the whole system. Moreover, the non-linearity of
equations caused by temperature-dependent thermal conductivities is solved by using Kirchhoff's transformation,
giving a more realistic approach of heat conduction in diamond X-ray windows, where temperature in excess of
1000 °C can be encountered. The influence of convective and radiative transfers has been discussed and the physical
accuracy of the predicted temperature is controlled by adjusting the number of virtual sources of the model.

© 2015 Elsevier B.V. All rights reserved.
1. Introduction

Recent developments in X-ray imaging systems have led to innova-
tive X-ray tube architectures for high resolution imaging based on
submicron spot size [1–3]. For this purpose, transmission X-ray tubes
are particularly well-suited. They are based on a window-target stack,
ensuring the mechanical separation between the vacuum (inside the
tube) and the external environment (typically ambient air). In the
tube, a highly energetic focused electron beam impacts the target
made of a high atomic number metal such as gold or tungsten. A part
of the impinging electron beam energy is converted into X-rays through
two main processes: Bremsstrahlung and edge transition processes
(i.e. core electrons of the target atoms are ejected and X-ray is emitted
when relaxation process occurs). Generally speaking, the target thick-
ness results from a compromise between electron penetration depth
and X-ray self-absorption. As a thumb of rule, the typical thickness
ranges from 3 to 15 μm. As this thickness is not compatible with a
1 bar differential pressure resistance, a support material, denoted as
window, has to beused to support the target and ensure vacuumsealing
of the tube. Another point concerns the low conversion efficiency from
electron energy to X-ray (about 1%). The remaining energy (99%) is con-
verted into heat in the target material. Again, the target small thickness
impedes dramatically its thermal resistance. As a result, the window
also ensures the role of heat spreader. Taking into account these consid-
erations, the window material is chosen to ensure two functions: it
must exhibit an appropriate mechanical strength to be vacuum tight
and must feature the highest thermal conductivity in order to lower
the target temperature under operation. In addition, it must present a
good X-ray transparency in order to reduce the flux loss. The standard
material used for transmission X-ray tubes is berylliumbecause it fulfills
these requirements for common applications where typical power den-
sities range from 1010 W/m2 to 2.1011 W/m2. Its thermal conductivity is
around 200 W/(m·K) at room temperature [4].

But application requirements impose increased spatial resolution as-
sociated with punctual X-ray sources. This can be approached by reduc-
ing the electron beam spot size on the target to submicron sizes. Typical
associated heat densities can reach values as high as 2.1014 W/m2. As a
consequence the downscaling of the X-ray source size shed a new light
on thermal issues occurring in the target/window system subjected to
huge local heat densities [3]. In this case, beryllium exhibits limitations
in dealing with such heat densities. On the contrary, diamond is a good
candidate for such applications as it is composed only of carbon (low Z
material with high X-ray transparency) and it has the highest known
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thermal conductivity of all bulk materials (up to 2000W/(m/K) for sin-
gle crystal diamond at room temperature) [5–7,35]. It has recently
emerged as viable solution for transmission type X-ray generators
with higher thermal performances.

The harsh thermal constraints have to be taken into account at the
earliest stage of system development. An efficient tool is requested to
anticipate this particular point. The common finite element modeling
(FEM) approach is known to be efficient but particularly resource con-
suming when multiscale simulations have to be implemented. This is
the case here where nanoscale heat sources of tremendous power den-
sities have to be considered on centimeter scale systems. Analytical
models would be advantageously used in the present case and would
allow fast system evaluation. In this work, we are interested in comput-
ing the temperature distribution within a high Z target (tungsten, cop-
per, gold) and its supporting membrane (diamond or beryllium) used
as the X-ray window. This target is hit by a high energy electron
micro/nanometric beam that causes the system to locally heat up to
temperatures high enough for inducing target melting (about 4000 K)
[8]. We report the derivation of an analytical model that can be used
to determine the temperature at any point of the target/windows
system. This analytical model includes the dominant heat transport
phenomenon occurring in this configuration. We systematically com-
pared the model results with simulations. Furthermore, we compared
the results obtained with our description to experimental data, in
particular concerning target melting issues.
2. Modeling steady-state temperature of edge-cooled window

We considered a general problem based on a cylindrical window
(as depicted in Fig. 1), of radius R and height H, which is the most
common X-ray transmission tube window geometry. The membrane
is considered to be edge-cooled by conduction only. The periphery of
the cylinder is kept at a constant temperature by a perfect thermostat.
A point heat source, dissipating a total power Q is placed at the center
of the bottom face of the cylinder. The cylinder is made of perfect single
crystal diamond with a constant thermal conductivity λ (no tempera-
ture dependence is taken into account at this stage).

Because of transparency requirements in X-ray transmission
windows, the thickness of the target has to lay in the micrometer
range for X-ray production and those of thewindow in tens to hundreds
of micrometers to withstand differential pressure constraints. When
one compares these dimensions to the lateral extension of the window
(typically some millimeters), it is no longer possible to assume a con-
stant temperature on the top surface (window-environment interface,
see Fig. 1) as it has often been proposed in other models [9–12].
Our model takes this geometry constraint into account to accurately
simulate the field temperature in the system.
Fig. 1. Sketch of an X-ray tube in
2.1. Model development

We first consider a bulk system (homogeneous material with ther-
mal conductivity λ independent of temperature) constituted by a cylin-
der of radius R and thickness H (cf. Fig. 2). A point heat source, of total
power Q, is placed at the center of the z= 0 planar face. Themembrane
lateral edge is kept at temperature Tth by a perfect thermostat. No heat
transfers on the top and bottom faces of the cylinder are considered
here. For computing the temperature field in this system, an analogous
system has been studied (see Fig. 2). It is constituted of an infinite cylin-
der of radius R, of the samematerial as themembrane described above.
An infinite series of point sources is placed on the axial symmetry axis of
the infinite cylinder. Each point source dissipates a total power equal to
2Q. The sources are spaced by a distance 2 H. The lateral edge of the
infinite cylinder is kept at temperature Tth by a perfect thermostat.

By symmetry reasons, we can define two families of particular
planes in this system:

• Planes perpendicular to the cylinder central axis and containing a heat
point source, defining a family of planes noted as Pb,n

• Planes perpendicular to the cylinder central axis and equidistant from
two adjacent heat sources, defining a family of planes noted as Pt,n.

It is obvious that there is no heat transfer perpendicular to these two
sets of families occurring because of their symmetry properties. Further-
more, it is clear that the temperature field observed between planes
{Pb,n; Pt,n} (or {Pb,n; Pt,n − 1}) is homologous to themembrane field tem-
perature we are interested in. The Pb,n plane is equivalent to the bottom
face of the window (where the source is located) and the Pt,n plane
being equivalent to the top face of the window.

An analogy with the Poisson's equation for electrostatic potential
around a charged point particle in an infinite media, gives the expres-
sion of temperature around a single source (within a constant factor).

T r; zð Þ ¼ 2Q
4πλ

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ z2

p ð1Þ

where Q is the power of the heat source and λ the thermal conductivity
of the window. The geometrical parameters r and z are represented in
Fig. 2 together with the infinite cylinder model and with an infinite se-
ries of virtual sources along the z axis. We propose to index the sources
by considering the source at z = 0 to be indexed as 0, index increasing
with z value. The distance dn(r,z) between the nth source and a point of
coordinates (r,z) is expressed as

dn r; zð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ 2nH−zð Þ2

q
¼ H

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r=Hð Þ2 þ 2n−z=Hð Þ2

q
: ð2Þ
transmission configuration.

Image of Fig. 1


Fig. 2. (Left) Sketch of the actual configuration described by the model. Note that the heat source (total power of Q) is represented by a semi-sphere. A thermostat, at temperature Tth, is
applied on the cylindrical boundary of the membrane. (Right) Sketch of the system of virtual sources used in this model: an infinite cylinder, with circular boundary at temperature Tth.

Fig. 3. Contour plot of theminimal number of source to ensure accuracy below0.1K on the
modeled temperature as a function of the geometrical dimension of the window.
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Using expressions (1) and (2),we canwrite the sum of the contribu-
tion of each individual point source as a linear superposition of each
contribution.

T r; zð Þ ¼ Q
2πHλ

Xþ∞

n¼−∞

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r=Hð Þ2 þ 2n−z=Hð Þ2

q ð3Þ

Because there are an infinite number of heat sources in the z direc-
tion, this expression tends to diverge. Similar problems have been ad-
dressed for one-dimensional electrostatic systems by considering the
electrical potential difference between any point in the system and a
point where the potential is determined [13,14]. By analogy, the
temperature thermostat at the lateral edge substitutes the reference
potential. The temperature difference between any point (r,z) in the
membrane and a point (R,z′) of the edge (kept at thermostat tempera-
ture Tth) can be expressed from Eq. (3):

ΔT r; zð Þ ¼ Q
2πHλ

Xþ∞

n¼−∞

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

H2 þ 2n−
z
H

� �2s −
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R2

H2 þ 2n−
z0

H

� �2
s

8>>>><
>>>>:

9>>>>=
>>>>;
: ð4Þ

The constant temperature along the lateral edge of the window
implies that any value of z′ can be used in the previous expression.
For the sake of clarity, z′ will be taken equals to 0 in the following
developments.

Splitting the series between negatives and positives n indexes
and bounding both series with an integral comparison test lead to
prove the convergence of the global series of Eq. (4) (see details in
Appendix A). The limit of this series is referred as ξ(r⁎,R⁎, z⁎) and the
temperature rise in the X-ray window is written as:

ΔT r; zð Þ ¼ Q
2πHλ

ξ r�;R�; z�ð Þ: ð5Þ

We introduce here the reduced variables defined as x* = x/H, x
being a geometrical dimension. Expression 5 gives the temperature dis-
tribution in a membrane made of a single material. When r ≫ H, the
upper and lower bounds used to prove the convergence of the series
are the same (see Appendix A), thus providing the exact solution for ξ.
The temperature is then given by the simple form of Eq. (6).

ΔT r≫H; zð Þ ¼ Q
2πHλ

log
R
r

� �
ð6Þ

This solution matches the expression of temperature at a distance
r around an infinite linear source (z axis) with a linear heat source
of 2Q/H as can be expected. In the general case, the expression
of ξ(r⁎, R⁎, z⁎) cannot be simplified but in order to fasten its computa-
tion,we define a truncation of the series to 2P+1 sources and this trun-
cated function can be tabulated for the normalized set of parameters. A
sufficient number of sources must be used to ensure a correct precision
of the model. As a matter of fact, the rest of the series ξ after the
(2P+1)th term is directly proportional to the error δTmadeon the tem-
perature by truncating this expression. The accuracy criterion chosen
here is a tenth of a degree and the minimal number of source verifying
this criterion can easily be calculated (see Appendix B). This minimal
number of heat sources is proportional to Q/λ but is also dependent

Image of &INS id=
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Fig. 4. Temperature increase along cut lines perpendicular to the cylinder axis for a dia-
mond membrane of thickness H = 100 μm and radius R = 50 H. 125 sources are needed
to get accurate results (error below the tenth of degree). A heat source of 8.5W is used and
the thermal conductivity of the window is set to 2000 W/(m·K). The markers refer to
finite element simulations while solid lines refer to our model results.
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on the geometrical parameters R and H (see details in Appendix B). It is
convenient to represent it versus the geometrical dimensions of the
membranes on an abacus as presented on Fig. 3. Once this abacus is
used to determine the number of virtual sources needed, the validity
of the truncation can be checked on Fig. 4 by comparing the results
Fig. 5. Tabulation of the function ξ for the parameters (r⁎,z⁎) normalized with respect to t
obtained with our model to a FEM simulation of the same system. The
temperature increase ΔT(r,z) is studied along horizontal cut lines at dif-
ferent height levels in the membrane. Our model perfectly fits simula-
tion results in the whole homogeneous membrane excluding the heat
generation zone which results from our hypothesis of a point heat
source.

To emphasis the simplicity of thismodel, the truncated expression of
ξ(r⁎,R⁎,z⁎) can been tabulated with respect to the normalized parame-
ters. The temperature can be calculated only by using this abacus and
without any numerical computing environment. This tabulated func-
tion is represented for various window radii on the Fig. 5. We have de-
veloped a simple model and a tabulated function that can predict the
temperature in an X-ray transmission window system except in the
heat generation zone. This zonewhere the electronic beam is impinging
the target is however of great importance in the transmission X-ray
system because it experiences the higher temperatures in the system.
An approach to determine the heat distribution in this critical region
is developed in the next section.

2.2. Heat source modeling

To extend this model in the heat generation zone, the point source is
replaced by a half-sphere of radius rs. The heat generated in the target is
caused by the absorption of electrons in the interaction volume. As the
X-ray tubes considered have small focus spots, the heat source exten-
sion can be defined as the whole electron–matter interaction volume
which is taken to be a portion of the sphere of interaction. Common
acceleration energies in transmission tubes for medical/industrial
application range between 30 keV to 200 keV. For those energies and
he window height H. The four plots refer to four different window aspect ratios R/H.
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Fig. 6. Sketch of the geometry used to describe a real target/window system with conductivity λw and λt.
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considering heavy metals as required for our application, the depth of
complete diffusion is small compared to the range of electrons. So the
absorption volume can be considered hemispherical [10,11,15–17].
The range of the electrons is obviously energy-dependent and it directly
determines the radius of the heat source. For tungsten, at 50 keV the
penetration depth of electrons is approximately 5 μm [10,11]. A sketch
of this configuration is presented in Fig. 6. To account for the presence
of this volume distributed source in the model, the steady state
Poisson's equation must be solved for a spherical system:

dT2

dρ2 þ
2
ρ
dT
dρ

¼ P ρð Þ ð7Þ

where (ρ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ z2

p
) is the spherical coordinate. The density power

could be considered uniform but a simple way to account for different
beam profiles is to write it as a polynomial function of the radial
coordinate.

P ρð Þ ¼
X∞
n¼0

αnρn ð8Þ

Using Eqs. (7) and (8), the temperature distribution in the half-
sphere of radius rs can be derived. Let's consider this region to have
the target thermal conductivity λt. The window is assumed to present
Table 1
Fitting parameters for the power density for two different kinds of beams: Gaussians and unifo

n 8 6

Coefficient α8 [m−8] α6 [m−6]

Uniform beam 0 0

Gaussian beam
(FWHM = σ)

5.322 · 10−4 −1.252 · 10−2
a thermal conductivity denoted λw. The thermal resistance of the win-
dow between a sphere of radius rs and the lateral thermostat must be
added fromexpression 3. Then the temperature in this spherical zone is:

ΔT ρð Þ ¼ Q � ξ rs�;R�;0ð Þ
2πHλw

þ Q
X∞
n¼0

αn rsnþ2−ρnþ2
� �

nþ 2ð Þ nþ 3ð Þλt
: ð9Þ

The first term is the thermal resistance of the window and the
second term is the contribution of the heat source region. Gaussian
distribution is sometimes used to describe the electronic beam profile
[10] and to model Gaussian as well as uniform heat generation; an
even 8th degree polynomial function can be used. Table 1 presents the
polynomial coefficients that fit several configurations. To account for a
constant total power for both uniform and Gaussian beams, the αn

must be multiplied by a scaling factor presented on the right side of
Table 1. We can point out the simplest case of a uniform power density
of: P0 ¼ 3Q

2πr13
which lead to the temperature ΔTuniform from Eq. (9):

ΔTuniform ρð Þ ¼ Q � ξ rs�;R�;0ð Þ
2πHλw

þ Q
4πλtrs

1−
ρ2
rs2

	 

: ð10Þ

Fig. 7 presents this temperature along the vertical axis of the heat
generation zone for a uniform power density and Gaussian power den-
sity with different parameters. As expected, themaximum temperature
rm. All the coefficients must be multiplied by the factor on the right.

4 2 1
Multiplier

α4 [m−4] α2 [m−2] α0

0 0 1 3
2πr3s

1.129 · 10−1 −0.5 1 2
ð2πÞ3=2 σnþ3

Image of Fig. 6


Fig. 7. Temperature increase along the cylinder axis (z-axis) within the heat generation
zone of radius r1. Tungsten target and diamondwindow of thickness H= 100 μm and ra-
dius R= 4mm. Themarkers refer to finite element simulations while the solid lines refer
to our model results.

Fig. 8. Dependence of the maximal temperature increase in the window on the R/H ratio.
This dependence is plotted for several target thicknesses: 6 μm (red), 8 μm(green), 10 μm
(blue) and 12 μm (yellow) and for both FE simulations (markers) and our model (solid
lines).
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in the heat generation zone occur at (r,z) = (0,0) whereas it is not the
case when the complete diffusion depth of electron is not small com-
pared to the range (for higher energies for instance). This maximum
temperature can be expressed from expression (10) as:

ΔT max ¼
Q

2πH
ξ rs�;R�;0ð Þ

λw
þ H
2λtrs

� �
: ð11Þ

2.3. Thermal resistance of the target

Expression (11) is used to determine the temperature within the
heat generation zone. Though, when using an X-ray tube at a given
energy, the penetration depth is slightly inferior to the target thickness
and some heat transfers occur in the target outside the heat generation
zone (see Fig. 6). To account for this kind of conduction near the heat
source a second hemispherical zone of radius rt and of conductivity λt

can be defined. This area in which radial conduction without heat gen-
eration occurs is represented in Fig. 6 and referred as intermediary zone.
It represents the thermal resistance of the tungsten target and vanish for
rt = rs. The maximum temperature can then be written as:

ΔT max ¼
Q

2πH
ξ rt�;R�;0ð Þ

λw
þ H
λt

3
2rs

−
1
rt

	 
� �
: ð12Þ

The last term of Eq. (12) now corresponds to the temperature
increase due to the thermal resistance of the bulk of the target.
However, targets deposited on thewindoware cylindrical, not spherical
and a particular attention is paid to adjust rt to match the geometry
(see Fig. 6). When comparing FEM simulations of a cylindrical target
to the model with a spherical target, the best agreement is found
when rt is 1.5 times that of the cylindrical tungsten thickness. Fig. 8 pre-
sents the dependence of this maximal temperature increase on the geo-
metrical ratio R/H of the window with FEM simulations. This result is
plotted for several target thicknesses ranging from 6 to 12 μm and for
a uniform power density. A comparison is made with FEM simulations
performed on a realistic window/target system. After adjusting rt our
model results fit perfectly with the simulations.

2.4. Thermal boundary resistance

The contact between the tungsten target and the diamond window
is of great importance because of the phonon scattering that may
occur at the interface [18]. Despite the atomically perfect interface
considered here, the conduction through this surface does not corre-
spond to a perfect contact. Taking a spherical target a radius rt and an
interface conductance Gtbr, an additional term has been added into
expression (13) to describe the maximum temperature increase of the
system:

ΔT max ¼
Q

2πH
ξ rt�;R�;0ð Þ

λw
þ H
λt

3
2rs

−
1
rt

	 

þ H
2Gtbrrt2

� �
: ð13Þ

Large discrepancies are observed for experimental conductance
measured at the tungsten–diamond interface and reported values
scale from 40 MW·m−2·K−1 to 200 MW·m−2·K−1 [19,20]. It has
been shown that this conductance is very dependent on the surface
properties (as roughness and crystalline orientation), on the deposition
method and on the heat treatment applied [21–23]. In this model, a
mean thermal boundary conductance of 100MW·m−2·K−1 is assumed
to represent the interface between a tungsten layer and a smooth single
crystal diamond surface.

2.5. Temperature dependence of the thermal conductivity

Under operational conditions, local temperatures in the source can
be increased by several hundreds of degrees. This model should take
into account the thermal conductivity variations in the hottest part of
the system, i.e. the heat source region. Under this assumption the heat
equation becomes non-linear and a convenient approach to deal with
this problem is to use the Kirchhoff's [24]. Let's note θ as the trans-
formed temperature. Replacing in the heat equation results in a linear
equation in θ that can be solved in the same previous way.

θmax ¼
Q

2πH
ξ rt�;R�;0ð Þ

λw
þ H
λt

3
2rs

−
1
rt

	 

þ H
Gtbrrt2

� �
ð14Þ

The inverse transformation is then used to get the real tempera-
ture from θ. At high temperature in diamond, the heat transfers are
known to be limited by phonon–phonon interactions and the ther-
mal conductivity is assumed to vary as λ(T) = kTα with α being
close to −1 cite [25,26]. T being the local temperature expressed in
Kelvins. In this model, we are only interested in single crystal diamond
windows inwhich conductivitymay slightly depend on chemical impu-
rities and structural defect content but is around 2000 W·m−1·K−1 at
room temperature [27,28]. The experimental data at higher tempera-
ture have been extracted from experiments on IIa single crystal

Image of &INS id=
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Fig. 9. Experimental data and fitted conductivities for beryllium, tungsten and polycrystalline diamond (in-plane) according to the references and parameters given in Table 2.

Table 2
Fitting parameters for the temperature dependence of the thermal conductivity of typical
materials. Those parameters are calculated from experimental data extracted from the
literature.

Material k α Ref. Range

Tungsten 860 −0.28 [8] [300 K; 3800 K]
Diamond 1.77 · 106 −1.18 [26,29,30] [300 K; 1000 K]
Beryllium 9484 −0.69 [4] [300 K; 1200 K]
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diamonds at different temperatures [29,26,30]. They represent an ideal
model for the thermal conductivity of diamond windows between
300K and 1200K. Table 2 shows different values of thefitting parameters
for tungsten, beryllium and diamond IIa single crystal. The corresponding
conductivities are plotted against the temperature in Fig. 9. For the
particular form chosen for the thermal conductivity dependence, the
maximal temperature increase of the system can be inversed from
Eq. (14) (see details in Appendix C) and the maximal temperature is:

ΔT max ¼
Q λw;th α þ 1ð Þ

k
ξ rt�;R�;0ð Þ
2πHλw;th

þ 1
2πλt;th

3
2rs

−
1
rt
þ

λt;th

Gtbrrt2

	 
� �
þ Tth

αþ1
� �1= αþ1ð Þ

−Tth

ð15Þ
Fig. 10. Temperature increase as a function of the injected power in the target. Bottom surface
line) includes a constant λ and the no-linear-model (solid line) includes the temperature depe
where λw,th and λt,th are the thermal conductivities of the window
and target material at room temperature and α and k are the fitting
parameter of the target conductivity. Q is the source power, H and
R are respectively the window height and radius. rs refers to the
heat source radius and rt to the intermediary region described at
the end of Section 2.2. Tth is the thermostat temperature at the
edge of the window. Gtbr is the thermal boundary conductance of
the target/window interface and is considered constant over the
temperature range. In fact, this parameter increases with tempera-
ture which means that the worst case scenario is modeled by taking
it constant [31]. Using Eq. (14) and the previous FEM simulation a
comparison of the maximal temperature is possible as a function of
the generated heat power. A 100 μm thick diamond window of
8 mm diameter with a 6 μm thick target made of tungsten is
modeled. Fig. 10 shows the correlation for both constant (Eq. (13),
λt = 2113W·m−1·K−1) and non-linear (Eq. (15), λt = kTα) models
with simulations that use experimental data points for the definition
of conductivity. As soon as the temperature overcomes the thermo-
stat temperature by 200 K the non-linear model exhibits a relatively
different behavior leading in potential misinterpretations when
using a linear model.
(right side) and electron beam spot (left side) are represented. The linear model (dashed
ndence. The results of FEM simulations are also represented (markers).
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Fig. 12.Ourmodel (Eq. (7)) for rc (dashed line) plotted alongwith experimental datamea-
sured by Grider et al. [12]. The system studied is a plain tungsten targetwith a 7 μm radius
impinging electron beam. The shaded area corresponds to a critical radius larger than the
heat generation zone (see details in the annexes). The solid blue line represents an analyt-
ical model for reflection targets exposed ref. [12].
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3. Discussion

Calculating the analytical temperature distribution for systems with
axial symmetry is often achieved by solving the steady state heat
equation in cylindrical coordinates assuming a solution with separated
variables [9,32]. The resulting expression involves Bessel–Fourier series
whose coefficients are calculated with the boundary conditions of the
system. Those solutions suffer from poor or restricting definitions and
cannot always be approximated. Such problems have also been ad-
dressed by using direct and inverse Hankel transformations also involv-
ing Bessel's functions [15,33], but in most cases the heat source is only
defined on the target surface excluding any volume power dissipation.
Defining the heat source within the target volume is a more realistic
approach for our system.

The top side of the window is generally subjected to atmospheric
pressure (e.g. to a free or forced air convection). When it is neglected,
this side of the window shows temperatures near the ambient as pre-
sented in Section 2.1. Thus almost no contribution of convective trans-
fers to the overall heat transfer is expected. Additionally, the radiative
effect is of particular importance on the surfaces at elevated tempera-
tures. But even when radiative transfers are neglected, the surfaces
that are radiating a non-negligible flux are considerably small compared
to the conductive ones and the contribution of this phenomenon should
be very small. To check that both radiative and convective transfers can
be neglected in thismodel without toomuch error, the system has been
modeled using FEM simulations and the heat flux magnitudes have
been simulated on the top and bottom sides of the window. As
presented in Fig. 11 the radiative flux as well as the convective flux
stand several orders of magnitude below the conductive flux and can
therefore be ignored in the whole model. Indeed, no changes can be
seen from the sole conduction model (results not shown here) when
adding free convection with air, forced convection with air or oil
(fluid velocity of 10 m/s) or radiation.

At very high power densities, if the temperature rises above the fu-
sion temperature of the anode a spherical fused zone can been noticed
on the target surface. The variation of the size of this fused zone has
been studied for thick reflection target of tungsten, molybdenum and
copper with respect to the power of the impinging electron beam [12].
Fig. 11. Heat flux magnitude calculated from simulations and plotted as a function of the
power of the tube. The radiative flux is calculated from the bottom side of the window
(z= 0), the convective flux is calculated on the top side with an external free convection
of air. The conductive flux is calculated on both surfaces (red solid and dashed lines) and
also plotted against the power of the tube. The window is 8 mm in diameter and 100 μm
thick.
There are actually two potential regimes depending on where the
melting process occurs. Assuming that this fusion process takes place
in the heat generation zone (the hottest region of the system) one can
determine the radius of this fused zone as a function of the input
power of the tube (see details in Appendix D).

rc ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6λtθ f

1
Pmax

−
1
P

� �s
ð16Þ

where rc represents the critical melting radius, P is the power density
injected and Pmax is the maximum power density allowable before
fusion of the target. If this fusion process extends out of the heat gener-
ation zone (in the intermediary region), the previous expression is cal-
culated with a different expression (see details in Appendix D). Fig. 12
shows the correlation between the critical melting radius obtained
from Eq. (15), data from another existing model and the experimental
data from reference [12] for a plain tungsten target (reflection target)
of 1 cm diameter and 2.5 cm height for a given source radius rs of 7 μm.
Fig. 13.Maximal allowable power density in the tube as a function of the thermal conduc-
tivity of the window. The window is 8 mm in diameter and 100 μm in height and the
source radius is 6 μm.

Image of &INS id=
Image of &INS id=
Image of Fig. 13


Fig. 14. Bar plot of the maximal temperature reached within each source of a 3 × 3 matrix. The total dissipated power is 18 W equally divided between all the sources. The window is
100 μm thick with a 10 μm tungsten target and each source is 3.5 μm in diameter and spaced from its nearest neighbor by 50 μm.
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For powers below a certain value, there is no critical radius since the
target fusion temperature is not reached. From expression (7), one can
know themaximal power density allowable in a systemwithout occur-
rence of a melting process (i.e. rc = 0). The power density fromwhich a
critical radius rc N 0 is referred as Pmax. Fig. 13 shows a plot Pmax as a
function of the thermal conductivity of the window. The Pmax value for
diamond is higher than the beryllium one, indicating the high thermal
spreading efficiency of diamondwindows and the possibility to operate
an X-ray tube at a higher current/voltage with a diamond window. Be-
cause of the choice of the fitting parameter for diamond, the results
Fig. 15. Surface temperature of the bottom sideof thewindow/target systemwhen subjected to
window is 100 μm thick supporting a 10 μm tungsten target and each source is 3.5 μm in diam
presented here only apply to single crystal diamond windows. In the
case of polycrystalline diamond, the thermal conductivity is anisotropic
and highly dependent on the grain distribution [6,7,34,25]. Anisotropy
of 50–60% can be observed between normal and tangential conductivity
with tangential conductivity close to 2000 W·m−1·K−1 at room tem-
perature for good quality diamond. The large discrepancies observed
in the literature for different quality and thickness of polycrystalline
diamond films prevent a simple use of this model on this material.
When looking at the thermal conductivity of beryllium and single crys-
tal diamond at a typical working temperature of 400 K in Fig. 12, the
a pseudo-random specific pattern of heat sources. Each source dissipates 2W. Thediamond
eter and spaced from its nearest neighbor by 50 μm.
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diamond window allows a maximal power density 1.62 times superior
as the one allowed by a beryllium window.

4. Application to multisource X-ray systems

Recent developments have shown that imagingwith an array of dis-
tributed X-ray sources is a promising alternative to standard techniques
as it can give extremely good resolution andmultiplexing capabilities. In
such applications a patterned X-ray generation with small size sources
is used resulting in a similar patterned heat generation. By using a linear
superposition of the solution for several sources, distributed in a specific
pattern, the overall temperature distribution is easily calculated. For
matters of comparison, a 3 × 3 matrix of 3.5 μm heat sources spaced
by 50 μm has been modeled and the maximal temperature within
each source is calculated in the model and the FEM simulation. Fig. 14
shows the good similarity of our calculations. The main advantage of
such a simple model is to use it on more complex problems with a sub-
stantial gain on the computing time and resources. An example can be
seen in Fig. 15 where a complex pseudo-random matrix of sources is
modeled and the surface temperature on the bottom side of the target
is displayed. It is an application of coded aperture X-ray tube in which
the patterned target acts as an irregular array of heat sources. Fig. 15
is obtained in few minutes with a standard computer while the
complete FEM simulation of this system would take more time and
resources.

5. Conclusion

A novel approach has been used to derive a thermal model able to
describe the temperature at high density power in diamond X-ray
transmission windows. It could be used with several heat sources to
model multi-target X-ray tubes or more generally in lateral heat
spreaders with distributed small sized source systems. Among the
different applications aimed for this model, diamond windows for
nanofocus X-ray tubes are of great importance. This new model has
been compared to finite element simulations and to experimental data
from the literature. Undergoing developments on monocrystalline
diamond windows will eventually lead to experimental comparison. It
provides flexible and fast evaluation of the temperature with a con-
trolled physical accuracy to bring a simpler vision to the field of thermal
management in X-ray tubes.

Prime novelty statement

In this paper, an analytical model has been developed to comple-
ment finite element simulations and to bring a simpler but accurate vi-
sion to the field of thermal management in X-ray tubes. This analytical
model allows readily modeling of more and more challenging systems
by significantly reducing the computing time, thus enabling wider
parameter range evaluation for engineering phase. Moreover, there
are currently no simple analytical models able to describe the thermal
behavior of diamond windows in small focus X-ray tubes working in
transmission configuration.

Appendix A. Study of the convergence of the series

In order to prove the convergence of the series defined in the first
section of this article one has to use an integral test for convergence.
Let's write the series we want to study:

Xþ∞

−∞
Un ¼

Xþ∞

−∞
f nð Þ

where the function f is
f: ℝ→ℝ
t↦ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2

H2
þð2t−z

HÞ
2

q − 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2

H2
þð2t−z

HÞ
2

q :

This double series can also be written as two distinct series:

Xþ∞

−∞
f nð Þ ¼

Xþ∞

0

f nð Þ þ
Xþ∞

0

f −nð Þ− f 0ð Þ:

Considering the first member of this partition and noticing that
Un= f(n) and that f(t) is amonotone decreasing function on the follow-
ing interval [0, +∞ [, an upper and a lower bound can be found for the
general term of the series.

Znþ1

n

f tð ÞdtbUnb

Zn
n−1

f tð Þdt:

By adding the terms of the series N times, we obtain:

ZNþ1

0

f tð Þdt b
XN
n¼0

Un bU0 þ
ZN
0

f tð Þdt:

An antiderivative of the irrational function f has to be found. We can
rewrite

f tð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
at2 þ bt þ c

p −
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

at2 þ bt þ c0
p

with a=4, b ¼ 4z
H , c ¼

ðr2þz2Þ
H2 and c0 ¼ ðR2þz2Þ

H2 :

As b2−4ac b 0 and for r ≠ 0, we know that 1ffiffi
a

p argshð 2atþbffiffiffiffiffiffiffiffiffiffiffiffiffi
4ac−b2

p Þ−
1ffiffi
a

p argshð 2atþbffiffiffiffiffiffiffiffiffiffiffiffiffi
4ac0−b2

p Þ is an antiderivative of this function.

The upper and lower bounds are now:
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For the sake of simplicity, we make use of the transformation argsh

ðxÞ ¼ logðxþ
ffiffiffiffiffiffiffiffiffiffiffiffi
x2−1

p
Þ . When N tends to infinity we can notice that
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Upper and lower bounds of the second series can be found in an an-
alog manner and consequently the whole series have the following
upper and lower bounds:

log
R
r

	 

b
Xþ∞

n¼−∞
Un bU0 þ log

R
r

	 

:

As the two bounds have finite limitswhenN tends to infinity, the se-
ries studied is convergent and has a finite limit referred as ξ. The same
method is applicable to the specific case of r = 0 where the antideriva-
tive for f is slightly different.

ξ ¼ lim
n→∞

Xþ∞

n¼−∞
Un

One can also notice that when the heat sources are far from the
observation point, the temperature has a simple analytical form that
match exactly the one described by the infinite 1D linear source
problem.

lim
r→R

U0 ¼ 0 and so ξ ¼ log
R
r

	 


Appendix B. Truncating the series and evaluating the error

As a consequence of the decreasing function f studied previously, the
Pth terms of the series can be neglected as soon as P≫ R. Let's study the
series of the rest at the Pth order using another integral test.
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1
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And if we note Rp the limit of this convergent series
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Using the same integral test, one can write
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And consequently, if r≠0
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This upper bound of the series can be used (except in r = 0 where
the upper bound has a different form) to determine the error made on
the temperature when using P source instead of infinity of source. As
expected this upper bound is decreasing to 0 when P tends to infinity.

Appendix C. Kirchhoff's transformation

To solve the non-linear heat equation, the Kirchhoff's transformation
of the temperature was used. The transformed temperature is defined
as:

T Tð Þ ¼ θ ¼ 1
λth

ZT
th

λ T 0� �
dT 0

with λ(T′)=kTα.
As the conductivity dependence on T is defined through a power

law, the direct transformation writes:

θ ¼ k
λth α þ 1ð Þ Tαþ1−Tth

αþ1
� �

where λth refers to the room temperature thermal conductivity. Calcu-
lating ∂θ

∂r et ∂2θ∂r2 we can notice that the second order non-linear equation
in T transforms into a linear equation in θ. This equation is solved in the
same previous way as for linear systems. Once the form of θ is known,
the final expression of T is found by solving the inverse transformation:

T r; zð Þ ¼ T −1 θð Þ ¼ λth α þ 1ð Þθmax

k
þ Tth

� �1= αþ1ð Þ
:

This expression is the inverse Kirchhoff's transformation corre-
sponding to θ.

Appendix D. Critical radius

In the heat generation zone, at z = 0, the temperature increase
writes:

ΔT r; zð Þ ¼ Q � ξ rt;R; zð Þ
2πHλw

þ Q
4πλtrs3

rs2−r2
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þ Q
2πλt

1
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−

1
rt
þ λt

Gtbrrt2

	 

:

Outside the heat generation zone but still in the target and close to
the source, it is written:

ΔT r; zð Þ ¼ Q � ξ rt;R; zð Þ
2πHλw

þ Q
2πλt

1
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:

The radius fromwhich the temperature rises above the target fusion
temperature is obtained by replacing T(r,z) by Tfusion in both expres-
sions. The limiting radial parameter r is denoted rc. Meaning that fusion
of the target occurs for r b rc. One can now express this critical value in
the heat generation zone:

rc ¼ rs2 þ 4πrs3λt
ξ rt ;R; zð Þ
2πHλw

þ 1
2πλt

1
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1
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:

By rearranging the factor a simpler form can be obtained:

rc ¼
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6λtθ f
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With

Pmax ¼
6 λtθ f
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And just outside this zone:
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θf is the transformed temperature of the target melting point.
This parameter has been plot against the total power dissipated Q in
Fig. 11. Finally, it is rewritten.
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