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Abstract

Radiative transfer models (RTM) are used to calculate spectral and broadband irradiance, given a set of input parameters that are
representative of the atmospheric state. While many studies exist on their accuracy, there is still a research gap in the assessment of their
uncertainty, due to the nonlinear and not differentiable nature of the Radiative Transfer Equation, which is the core of a RTM. This
study evaluates the uncertainty of both spectral and broadband irradiance calculated with the radiative transfer model SDISORT imple-
mented in the tool UVSPEC within the range 280–2500 nm. A set of input values representing the atmospheric state at Kanzelhöhe
Observatory (Austria) site at 10:00 on April 25th, 2013 is taken as reference and a Monte Carlo technique is used to propagate the uncer-
tainty of input parameters to the model output. Both the effects of single input parameter uncertainty and of their combination are
evaluated, as well as the influence of the deviation of input values from the reference set. Results show that ozone column is an important
source of uncertainty in the UV-B region, while the uncertainties of �Angström aerosol turbidity coefficient and extraterrestrial spectrum
affect the whole spectral range. Considering a reasonable variability range for all involved input parameters, the overall uncertainty of
broadband global horizontal irradiance is between 2.9% and 5.9%. These values are higher, but still comparable, to typical uncertainty
values of outdoor-deployed spectroradiometers.
� 2016 Elsevier Ltd. All rights reserved.
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1. Introduction

A reliable assessment of solar resource is important for
the development of the renewable energy sector. The
uncertainty in modelled or measured irradiance values
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propagates into models for radiation and energy predic-
tions, performance estimators for energy systems, degrada-
tion assessment tools. The attractiveness for investments
on solar energy projects is therefore dependent upon the
quality of broadband and spectral data.

Simulation of irradiance is useful when measurements
are not available at a certain site, or information about
the irradiance distribution and variability on a certain area
is needed. In order to satisfy these purposes, nowadays
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many tools have been developed that differ on the spectral
region resolved, computation algorithm, geometrical
schematization, licence type etc. An overview and classifi-
cation of the most commonly used tools is given by
Myers (2005) and by Seidel et al. (2010).

Many authors have reported about accuracy of simula-
tion tools by comparing broadband or spectral irradiance
measurements with simulations results, especially under
clear-sky conditions (Gueymard, 1995; Myers, 2005; Ding
et al., 2011; Clough et al., 2005). Other authors have
focused on the estimation of uncertainty of parameters
(aerosols, water vapor, ozone etc.) used as input to simula-
tion tools (Gueymard, 2004; Xia et al., 2007; Holben et al.,
2001; Perez-Ramirez et al., 2014; Schuster et al., 2006;
Toledano et al., 2007; Dubovik et al., 2000; Andrews
et al., 2006). However, few studies exist on how much the
input uncertainty propagates into the simulation tools gen-
erating uncertainty in the output. Among these, Weihs and
Webb (1997) and Román et al. (2014a), Román et al.
(2014b) calculate the contribution of each input quantity
x by performing simulations of broadband irradiance at
x� e and xþ e, where x is a reference value and e is the
combined uncertainty associated to x, and assuming their
difference with the reference output as the output uncer-
tainty. The two mentioned studies differ on the method
used to combine the uncertainties of the different input
parameters: Weihs and Webb (1997) sum up these single
uncertainty contributions, Román et al. (2014b) perform
all possible combinations of input parameters to find the
one giving the highest output uncertainty. This way, possi-
ble correlations between input parameters are properly
taken into account. Another method is proposed by
Cordero et al. (2007): using Monte Carlo technique, it is
possible to calculate the output uncertainty due to the effect
of a single input parameter or of the combination of more
input parameters by calculating statistics on a series of
N � 1 randomly generated spectra. This way, the analysis
can easily be performed both on broadband and spectral
model output irradiance. Nevertheless, the analysis per-
formed by Cordero et al. (2007) is limited to the UV region
(280 nm to 400 nm). The main objective of the present
work is to extend the analysis of Cordero et al. (2007) to
a broader spectral region (280 nm to 2500 nm). The useful-
ness is twofold: investigating uncertainty propagation at
wavelengths that are important (a) for photovoltaic sensi-
tivity to sunlight, and therefore concur to the generation
of current, (b) for the sensitivity of the available spectrora-
diometers, in order to add information on uncertainty
when comparing spectral simulations and measurements.
The Radiative Transfer Model (RTM) used in the investi-
gation is SDISORT implemented in the tool UVSPEC,
and simulations are performed under clear-sky conditions.
The paper is structured as follows: Section 2 introduces the
RTM SDISORT, the tool UVSPEC and the uncertainty
propagation method based on Monte Carlo technique.
Section 3 focuses on the obtained results. In particular,
Section 3.1 identifies the contributions of each input
parameter to SDISORT output uncertainty, considering
different levels of input uncertainty. In Section 3.2 realistic
uncertainty levels associated to each input parameter are
introduced to see which parameters realistically contribute
more to the model output uncertainty. Section 3.3 investi-
gates how the variation of input parameters influences the
output uncertainty. From this analysis, minimum and max-
imum limits of output uncertainty are derived within which
a spectral simulation based on the same sources of input
parameters is supposed to lie. Finally, the main conclusions
are summarized in Section 4.

2. Methodology

2.1. SDISORT and the radiative transfer tool UVSPEC

The propagation of energy in form of electromagnetic
radiation from Sun to Earth’s surface is affected by phe-
nomena of scattering, absorption and emission caused by
the interaction with the Earth’s atmosphere. This process
is mathematically described by the Radiative Transfer
Equation (RTE) (Smith, 1985) that, given a set of input
parameters, can be solved in a numerical way with a
RTM. One of the most used RTE solvers is the Discrete
Ordinates Radiative Transfer Program for a Multi-
Layered Plane-Parallel Medium (DISORT) (Stamnes
et al., 1988). A complete description of DISORT and its
implementation can be found in Stamnes et al. (2000). In
this study a modified version of DISORT is used to take
the sphericity of the Earth’s atmosphere into account,
namely SDISORT (Dahlback and Stamnes, 1991). Both
DISORT and SDISORT are implemented in the UVSPEC
tool (Kylling, 1992; Mayer et al., 1997) and included in the
libRadtran software package (Mayer and Kylling, 2005).
In addition to ten different RTE solvers, UVSPEC provides
several options to define the properties of multilayer atmo-
spheric constituents (molecules, aerosol particles, water
and ice clouds), and a surface as lower boundary. Several
parameters are considered as input to model: surface
albedo, extraterrestrial spectrum, solar zenith angle, aero-
sol properties, water and ozone column. These parameters
are widely recognized as those that influence the output
most (Manninen et al., 2012; Eltbaakh et al., 2011; Betts,
2005). Each input parameter and its source is introduced
below. In general, data time series are collected from avail-
able online datasets or tools.

The extraterrestrial spectrum (S) used in this study is
derived by Gueymard (2004) from the analysis and synthe-
sis of twenty-three existing measured or modelled spectra.

Solar zenith angle (h) is determined with the tool SolPos
distributed by the National Renewable Energy Laboratory
(NREL, 2015), by giving a specific location and time of the
day as input.

Surface albedo (A), i.e. the ratio of reflected radiation
from the surface to incident radiation upon it, can be
downloaded from CMSAF platform (CMSAF, 2015),
which collects data retrieved from the Advanced Very High



Table 1
Reference set of input parameters for SDISORT model. Values refer to
10:00 (UTC0 time) on April 25th, 2013 at Kanzelhöhe Observatory site.

Parameter Reference value

extraterrestrial spectrum (S) Gueymard (2004)
solar zenith angle (h) 35.85�
surface albedo (A) 0.12
ozone column (o) 321.27 DU
water vapor (w) 7.43 mm
�Angström exponent (a) 1.13
�Angström turbidity coefficient (b) 0.025
aerosol single scattering albedo (x) 0.99
aerosol asymmetry factor (g) 0.67
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Resolution Radiometer (AVHRR) onboard the polar
orbiting NOAA and MetOp satellites. These values are
wavelength-independent weekly averages on 15 � 15 km2

surfaces.
Values of total ozone column (o) are available from

the WDC platform (WDC, 2015), level 3 data quality. They
are retrieved from GOME-2 instrument mounted onboard
the EUMETSATs MetOp-A satellite, and refer to daily
averages with a spatial resolution of 80 � 40 km2.

Total precipitable water (or water vapor, w) and aerosol
properties are obtained from NASA AERONET network
(Holben et al., 1998) from values measured with a CIMEL
sunphotometer at Kanzelhöhe Observatory station
(Austria). This site is in fact taken as a reference for the
calculations performed in this study. Values are measured
several times per day, and are interpolated in order to get
the value corresponding to a specific time of the day. In
particular, the aerosol properties used in this study are

the �Angström exponent (a) and �Angström turbidity coeffi-
cient (b), single scattering albedo (x) and asymmetry factor

(g). �Angström parameters a and b are derived from the
�Angström law d ¼ b � ka, where k is the wavelength in lm
and d is the Aerosol Optical Depth (AOD) at that wave-
length. The parameter a is related to the distribution of
aerosol particle size. In particular, higher values of a indi-
cate a predominance of small particles, while lower values
of a indicate a predominance of big particles. The parame-
ter b is related to the amount of aerosol particles. In our

case, the �Angström exponent a is obtained from AERO-
NET AOD measurements between 440 nm and 870 nm,
while the turbidity b is obtained from the a value and
AOD at 1020 nm. Single scattering albedo x represents
the ratio of scattering efficiency to total extinction (absorp-
tion plus scattering) efficiency. This parameter therefore
indicates the probability that the incoming irradiance will
be scattered rather than absorbed when interacting with
aerosol particles. The parameter x is determined as the
weighted average of x from AERONET in the wavelengths
441, 674, 870 and 1020 nm. Finally, aerosol asymmetry fac-
tor g indicates states between a complete forward scattering
(g = 1) and a complete backward scattering (g = �1). It is
determined as the value of g from AERONET at 441 nm.

In addition to the nine input parameters described
above, the following information and options are set:

� A standard atmosphere referred to as US Standard, 1976

(NASA, 1976). This model describes the idealized,
steady-state atmosphere for moderate solar activity by
providing singles profiles of temperature, pressure, den-
sity, acceleration caused by gravity, pressure scale height,
number density, mean particle speed, mean collision
frequency, mean free path, mean molecular weight,
sound speed, dynamic viscosity, kinematic viscosity,
thermal conductivity and geopotential altitude, from 0
to 1000 km. Computations are based on the perfect gas
theory and a series of adopted constants, and have been
corroborated by rocket and satellite data. The standard
atmospheric profile is then scaled according to the values
of the different input parameters. No scaling is
performed for trace gases since their influence on the
spectrum at Earth’s surface was found to be negligible.

� Spectral range: from 280 nm to 2500 nm. This spectral
range contains the regions: ultraviolet-B (UV-B, from
280 nm to 315 nm), ultraviolet-A (UV-A, from 315 nm
to 380 nm), visible (VIS, from 380 nm to 780 nm), near
infrared (NIR, from 780 nm to 1400 nm) and part of
short wave infrared (SWIR, from 1400 nm to
3000 nm). The range is broad enough to include the
spectral responsivity of all commercially available pho-
tovoltaic modules, usually ranging from 300 nm to
1300 nm (Silverman et al., 2014), and next generation
PV technologies currently in the lab stadium, as well
as of spectroradiometers (Galleano et al., 2015).

� An aerosol model, which is then modified according to
the aerosol properties provided as input, referred to as
aerosol default, and corresponding to the model by
Shettle and aerosols (1990): a rural type aerosol in the
boundary layer, background aerosol above 2 km,
spring-summer conditions and a visibility of 50 km.

� Six streams approximation for the solution of the radia-
tive transfer equation.

A reference set of input parameters is set, corresponding
to the atmospheric state at 10:00 (UTC0 time) on April
25th, 2013 at Kanzelhöhe Observatory (N 46.678�, E
13.907�, altitude 1526 m a.s.l.). This time is chosen since
the quality of data measured with a sunphotometer is high
for that day (level 2 observations: cloud-screened and
quality-assured), and the sky is clear for the whole day.
The above mentioned conditions are of course not repre-
sentative of all the possible atmospheric conditions under
clear sky. In any case, the effect of the deviation of input
parameters from the reference values on the model output
uncertainty is also discussed in Section 3.3.

A first run of UVSPEC program is performed with the
set of values shown in Table 1, in order to generate the
reference spectrum of global horizontal irradiance (GHI),
diffuse horizontal irradiance (DiffHI), and direct horizontal
irradiance (DirHI). The spectrally resolved GHI is
compared to the measurement taken at the same time
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and place with a spectroradiometer EKO MS-710 in the
range 350–900 nm, as shown in Fig. 1. The broadband irra-
diance value (integral value of the spectrum) is 469.9 W/m2

for measured spectrum and 466.3 W/m2 for simulated spec-
trum, while the corresponding Mean Absolute Error
(MAE), Mean Bias Error (MBE) and Root Mean Square
Error (RMSE) are, respectively, �6.4 W/m2, 20.1 W/m2

and 23.7 W/m2. The absolute values of MAE, MBE, and
RMSE, divided by the integral of the measured solar spec-
trum, give a relative value of �1.4% for MAE, of 4.3% for
MBE and of 5.0% for RMSE. These results are in line with
the values of MBE and RMSE calculated from an outdoor
intercomparison of ten spectroradiometers from five insti-
tutions (Habte et al., 2014), ranging between �3.5% and
5.7% for MBE and between 2.7% and 7.9% for RMSE
(values determined considering only the spectral range
between 380 nm and 900 nm). The instrumental uncer-
tainty of the EKO MS-710 has not been experimentally
determined. However, this is the combination of calibra-
tion uncertainty and measurement repeatability once the
spectroradiometer is positioned outdoor. In particular,
the calibration uncertainty is dependent upon the metrol-
ogy laboratory conditions during calibration, such as the
quality of spectral irradiance lamp standards, the relative
humidity, the ambient temperature and the geometry of
source and optical receiver (Yoon and Gibson, 2011;
Myers and Andreas, 2004). A summary of calibration
uncertainties of spectroradiometers from different research
institutes is given by Galleano et al. (2014).

2.2. Monte Carlo method for uncertainty propagation

Given a quantity Q, resulting from a measurement
process, the uncertainty associated to Q is defined as the
dispersion of the value that could be attributed to the
measurand (GUM - JCGM 100, 2008). The dispersion of
values for Q is described by a Probability Density Function
(PDF). If the PDF is known, the standard uncertainty of Q
corresponds to its standard deviation. In most cases, the
measurand Q is not measured directly, but is determined
 0
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Fig. 1. Comparison of solar spectrum measured with an EKO MS-710
spectroradiometer at 10:00 (UTC0 time) on April 25th, 2013 at
Kanzelhöhe Observatory site and the solar spectrum simulated with
SDISORT using the reference set of input parameters as in Table 1.
through a measurement model, i.e. Q ¼ MðPÞ, where
P ¼ ðP 1; P 2; . . . ; PNparÞ is a vector of Npar input quantities

that can be themselves measured or dependent from other
quantities. The dispersion of the values of such Npar input
quantities is defined by PDFs. If the model Q ¼ MðPÞ is
linear or nonlinear, but differentiable, the standard uncer-
tainty of Q can be obtained from the law of propagation
of uncertainty (GUM - JCGM 100, 2008). This turns to
be a difficult task when the model is nonlinear and not dif-
ferentiable. In this case, the Monte Carlo method is more
appropriate. This technique consists in approximating the
PDF of the quantity Q in a numerical way, by making ran-
dom draws from the probability distributions of the input
quantities, and evaluating the model at the resulting values.
In a first step, PDFs are assigned to input quantities
P 1; P 2; . . . ; PNpar . Next, a computer algorithm generates an

input vector p1 ¼ ðp1;1; p1;2; . . . ; p1;Npar
Þ, where each element

p1;j of the vector is calculated according to the PDF of the

jth input parameter. The input vector is applied to the
model Q ¼ MðPÞ, in order to generate the output value
q1. The generation of input vectors and corresponding
output values is repeated N times, where N � 1. At the
end of the process, a series of N output values is available,
the frequency distribution of which corresponds to the
PDF of the quantity Q. The standard uncertainty of Q is
finally determined by calculating the standard deviation
of the series of N output values.

The numerically-solved Radiative Transfer Equation
implemented in SDISORT can be assimilated to a model
Q ¼ MðPÞ where P is the vector of input parameters. Being
not linear and not differentiable, the Monte Carlo
approach can be applied to determine model uncertainty.
This requires the knowledge of the PDF of all model input
parameters. Unfortunately, SDISORT input values corre-
spond to meteorological and climatological measurements
that are not possible to perform directly under repeatability
conditions. In other words, it is not possible to assign a
PDF to each input parameter simply from measurements.
A possible approach to follow is the methodology
described by Cordero et al. (2007), that consists in assign-
ing PDFs according to the principle of maximum entropy
(GUM - JCGM 101, 2008). This means to select one of
the most probable PDFs among those that comply with
the restrictions imposed by the available information. In
our case for a single measured value pj of the input quan-

tity Pj, an error bound dj that corresponds to the maxi-
mum error reasonably attributed to pj is chosen based on

experience or from literature. When only the error bound
information is available, the most probable PDF is a rect-
angular distribution over the interval (pj � dj; pj þ dj)

(Cordero et al., 2007), i.e. a distribution that associates
the same probability to all value in the considered interval,
and the standard uncertainty related to pj is:

uðpjÞ ¼
dj
ffiffiffi

3
p ð1Þ



Fig. 3. Schematization of the methodology involving the use of Monte
Carlo technique for the evaluation of SDISORT uncertainty given by the
propagation of the uncertainty of only one specific input parameter (in the
example, input parameter 1).
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Once the PDF shape, the error bound and a single mea-
sured value are known for each input parameter, it is pos-
sible to perform N � 1 draws, i.e. to generate N � 1
values of each input parameter. In our case the free soft-
ware Statistics101 implementing the Monte Carlo algo-
rithm (Grosberg, 2015) is used and a number of N ¼ 500
draws is found to be sufficient for the analysis. The gener-
ated values are combined in N ¼ 500 input vectors and fed
into SDISORT in order to generate N ¼ 500 outputs of
GHI, DiffHI and DirHI spectra. A statistical analysis is
therefore performed, consisting in the calculation of the
standard deviation uG, the mean value IG and the ratio
uG=IG of the pool of N ¼ 500 spectral irradiance values at
each wavelength between 280 nm and 2500 nm. The first
of the mentioned quantities corresponds to the standard
uncertainty (or absolute uncertainty, expressed in W/m2/
nm), the latter to the relative standard uncertainty
(expressed as a percentage). In this work the term relative

standard uncertainty is often substituted with the term
uncertainty for simplification reasons. The same kind of
analysis is performed also on the pool of N ¼ 500 values
of broadband irradiance (corresponding to the integral val-
ues of the spectra), and can be theoretically performed on
any kind of quantity deriving from spectral irradiance.

The application of the methodology is schematized in
Fig. 2. In particular, the described methodology involves
simultaneous draws of all input parameters and is used to
analyze the combined effect of the input parameters uncer-
tainty on SDISORT output uncertainty. Instead, Fig. 3
represents a similar process that involves draws of an input
parameter at a time, while leaving the other input parame-
ters equal to their reference value as in Table 1. This second
option is applied to study the effect of one specific input
parameter uncertainty on SDISORT output uncertainty.

3. Simulation results

3.1. Impact of input parameters uncertainty on SDISORT

uncertainty

In a first instance, we perform a sensitivity analysis of
the uncertainty of SDISORT ascribable to each input
quantity: by assuming different values of error bounds
for each input parameter, we want to investigate how the
Fig. 2. Schematization of the methodology involving the use of Monte
Carlo technique for the evaluation of SDISORT uncertainty given by the
simultaneous propagation of the uncertainties of all input parameters.
uncertainty of the model output varies. Therefore, ten dif-
ferent error bounds are assigned, indicated as percentage:
�0.1%, �0.2%, �0.5%, �1%, �2%, �5%, �10%, �20%,
�50%, �100%. Each percentage corresponds to the maxi-
mum variation of input value with respect to the corre-
sponding reference value listed in Table 1. Note that for
the extraterrestrial spectrum the error bound corresponds
to the same percent shift at all wavelengths with respect
to the reference one. Therefore for this case, by applying
the assigned error bounds, only the integral value of the
input extraterrestrial spectrum changes, while the shape
remains the same.

The methodology described in the previous section and
schematized in Fig. 3 is therefore applied. Table 2 shows
the values of relative standard uncertainty of broadband
irradiance values generated by UVSPEC tool. This is useful
to get a hint on the contribution of each input parameter to
the uncertainty of the model output, once a specific error
bound has been assigned. In particular, the highest values
of uncertainty seem to be related to the diffuse component
of solar spectrum. It is also interesting to see that the effect
of the variability of extraterrestrial spectrum uncertainty
propagates in the same way within GHI, DiffHI and
DirHI. On the other hand, no indication can be inferred
for the combined effect of two or more input parameters
from the calculation of the sum of squares of each contri-
bution, since correlations exist and affect the combined
uncertainty.
3.2. Analysis of SDISORT uncertainty contributors

In the previous section, the relative standard uncertainty
of the model output has been evaluated after assigning sev-
eral levels of error bounds to the different input parame-
ters. In order to deepen our analysis, we now assign a
specific and reasonable set of error bounds to the input
parameters. We therefore focus on a real case to see which
parameters contribute more to the model output uncer-
tainty, and how their effect varies at different spectral
regions, as well as on a broadband level. As mentioned in
Section 2.2, the value of error bound strictly depends upon
the characteristics of the measurement instrument and



Table 2
Relative standard uncertainty (values in percentage) of SDISORT due to the uncertainty of input parameters, at varying error bound, for each component
GHI, DiffHI and DirHI. The results are obtained considering the uncertainty of one input parameter at time applied (as schematized in Fig. 3) to the
corresponding reference value as in Table 1. n.a.: not affected. S: extraterrestrial spectrum, h: solar zenith angle, A: surface albedo, o: ozone column, w:
water vapor, a: �Angström exponent, b: �Angström turbidity coefficient, x: aerosol single scattering albedo, g: aerosol asymmetry factor.

Parameter 0.1% 0.2% 0.5% 1% 2% 5% 10% 20% 50% 100%

Error bound – global horizontal irradiance

S 0.06 0.12 0.29 0.58 1.11 2.95 5.61 11.60 29.17 56.69
h 0.03 0.06 0.15 0.29 0.56 1.47 2.81 5.77 14.64 31.75
A <0.01 <0.01 <0.01 <0.01 0.01 0.03 0.05 0.10 0.25 0.51
o <0.01 <0.01 <0.01 0.01 0.01 0.04 0.07 0.15 0.37 0.80
w <0.01 <0.01 0.01 0.02 0.04 0.09 0.18 0.37 0.96 2.47
a <0.01 <0.01 <0.01 <0.01 <0.01 0.01 0.02 0.04 0.09 0.21
b <0.01 <0.01 <0.01 <0.01 0.01 0.02 0.03 0.06 0.16 0.32
x <0.01 0.01 0.01 0.03 0.05 0.13 0.24 0.46 1.04 1.95
g <0.01 <0.01 <0.01 0.01 0.01 0.04 0.07 0.15 0.36 0.60

Error bound – diffuse horizontal irradiance

S 0.06 0.12 0.29 0.58 1.11 2.95 5.61 11.60 29.17 56.69
h 0.01 0.02 0.05 0.09 0.18 0.47 0.89 1.84 4.88 12.03
A 0.01 0.01 0.03 0.05 0.10 0.27 0.51 1.06 2.66 5.37
o <0.01 <0.01 0.01 0.02 0.03 0.08 0.15 0.32 0.82 2.06
w <0.01 <0.01 <0.01 0.01 0.01 0.03 0.06 0.13 0.34 0.83
a 0.01 0.02 0.06 0.12 0.23 0.60 1.15 2.37 6.01 12.47
b 0.02 0.05 0.12 0.23 0.44 1.16 2.21 4.56 11.47 22.92
x 0.03 0.06 0.15 0.30 0.57 1.40 2.52 4.90 11.45 21.99
g 0.01 0.02 0.04 0.08 0.15 0.41 0.77 1.59 3.85 6.68

Error bound – direct horizontal irradiance

S 0.06 0.12 0.29 0.58 1.11 2.95 5.61 11.60 29.17 56.69
h 0.03 0.06 0.16 0.31 0.60 1.58 3.01 6.17 15.66 33.92
A n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.
o <0.01 <0.01 <0.01 0.01 0.01 0.03 0.06 0.13 0.32 0.68
w <0.01 <0.01 0.01 0.02 0.04 0.10 0.19 0.40 1.03 2.64
a <0.01 <0.01 0.01 0.01 0.03 0.07 0.14 0.29 0.73 1.58
b <0.01 0.01 0.01 0.03 0.05 0.14 0.26 0.54 1.36 2.77
x n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.
g n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.
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method, and can be derived either from previous studies or
from experience. In our case we apply a security factor to
values of uncertainty available in the literature, provided
that the data type, the measurement instruments and the
boundary conditions (for example, some values of uncer-
tainty are valid at specific ranges of solar zenith angle or
are associated to other specific atmospheric conditions)
are ascribable to our case. The set of selected error bounds
and the literature source for input uncertainties are
reported in Table 3.

As before, for each input parameter a series of N ¼ 500
values lying within the error bounds specified in Table 3 is
generated according to a uniform distribution with a
Monte Carlo based computer software. In a first step, the
generated values are fed into SDISORT to generate just
as many GHI, DiffHI and DirHI spectra, in such a way
that only one input parameter at a time varied, while
assigning reference values to the remaining ones (method-
ology as in Fig. 3). Later, all generated values are fed into
SDISORT simultaneously, in order to account for the
simultaneous and interacting effect of the uncertainty of
input parameters (methodology as in Fig. 2). Results are
shown in Fig. 4. Plots on the left show the whole spectral
range 280–2500 nm and is useful to identify the major con-
tributors in the VIS, NIR and SWIR regions, while plots
on the right are scaled in order to focus on the UV-B
and UV-A parts. The values of output uncertainty of
broadband GHI, DiffHI and DirHI, for each considered
spectral region and for the whole range, are reported in
Table 4. First of all, it is verified that the combined uncer-
tainty does not correspond to the sum of squares of each
contributor. This is expected, since some correlation exist
between input parameters within the radiative transfer
equation, and confirms the suitability of a Monte Carlo
based approach for this kind of analysis.

The major contributors of SDISORT output uncer-
tainty for GHI, given the set of error bounds shown in

Table 3, are extraterrestrial spectrum and �Angström tur-
bidity coefficient b. The effect of extraterrestrial spectrum
on uncertainty propagation is constant for the whole spec-

tral range, around 2.95%. The influence of �Angström tur-
bidity coefficient b is more evident in the UV region
(broadband uncertainty of 0.84% at UV-B and 0.65% at
UV-A, with a local spectral uncertainty peak of around
1.4%), while it decreases at increasing wavelengths, with



Table 3
Error bounds associated to the input parameters measured at 10:00 on April 25th, 2013 at Kanzelhöhe
Observatory site, and listed in Table 1.

Parameter Error bound Source

S 5% Gueymard (2004)
h 0.03� NREL (2015)
A 25% Xia et al. (2007)
o 5% Valks et al. (2011)
w 10% Holben et al. (2001), Perez-Ramirez et al. (2014)
a 0.08 Schuster et al. (2006), Toledano et al. (2007)
b 0.025 Holben et al. (1998), Eck et al. (2001)
x 0.05 Dubovik et al. (2000)
g 0.05 Xia et al. (2007), Andrews et al. (2006)
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effect is in black). (right) zoom on the UV part of the spectrum. S: extraterrestrial spectrum, h: solar zenith angle, A: surface albedo, o: ozone column, w:
water vapor, a: �Angström exponent, b: �Angström turbidity coefficient, x: aerosol single scattering albedo, g: aerosol asymmetry factor.
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Table 4
Uncertainty of SDISORT output ascribable to the uncertainty of the different input parameters and to their simultaneous effect (in italics) computed on
the broadband values of GHI, DiffHI and DirHI in several spectral regions, and in the whole considered spectral range. n.a.: not affected.
S: extraterrestrial spectrum, h: solar zenith angle, A: surface albedo, o: ozone column, w: water vapor, a: �Angström exponent, b: �Angström turbidity
coefficient, x: aerosol single scattering albedo, g: aerosol asymmetry factor.

Spectral range S h A o w a b x g Simultaneous effects

Global horizontal irradiance

UV-B (280–315 nm) 2.95 0.05 0.63 3.02 <0.01 0.08 0.84 0.41 0.13 4.42

UV-A (315–380 nm) 2.95 0.03 0.55 0.09 <0.01 0.05 0.65 0.31 0.10 3.13

VIS (380–780 nm) 2.95 0.02 0.16 0.05 0.03 0.02 0.38 0.16 0.07 3.00

NIR (780–1400 nm) 2.95 0.02 0.03 <0.01 0.34 0.00 0.20 0.08 0.04 2.98

SWIR (1400–2500 nm) 2.95 0.03 0.01 <0.01 0.62 0.01 0.11 0.04 0.02 3.02

all spectrum (280–2500 nm) 2.95 0.02 0.12 0.04 0.18 0.01 0.31 0.13 0.06 2.99

Diffuse horizontal irradiance

UV-B (280–315 nm) 2.95 0.04 1.24 3.17 <0.01 0.42 4.61 0.81 0.25 6.69

UV-A (315–380 nm) 2.95 0.01 1.42 0.12 <0.01 0.61 7.28 0.81 0.26 8.19

VIS (380–780 nm) 2.95 0.01 1.35 0.05 0.02 1.06 21.81 1.34 0.57 22.11

NIR (780–1400 nm) 2.95 0.01 0.82 <0.01 0.35 0.13 45.28 2.35 1.16 44.83

SWIR (1400–2500 nm) 2.95 0.01 0.56 <0.01 0.68 2.35 54.05 2.81 1.47 53.19

all spectrum (280–2500 nm) 2.95 0.01 1.29 0.08 0.06 0.82 22.20 1.37 0.59 22.47

Direct horizontal irradiance

UV-B (280–315 nm) 2.95 0.07 n.a. 2.86 <0.01 0.61 6.46 n.a. n.a. 7.80

UV-A (315–380 nm) 2.95 0.04 n.a. 0.07 <0.01 0.47 5.60 n.a. n.a. 6.42

VIS (380–780 nm) 2.95 0.03 n.a. 0.05 0.03 0.16 3.35 n.a. n.a. 4.51

NIR (780–1400 nm) 2.95 0.02 n.a. <0.01 0.34 0.00 1.76 n.a. n.a. 3.46

SWIR (1400–2500 nm) 2.95 0.03 n.a. <0.01 0.62 0.04 0.92 n.a. n.a. 3.15

all spectrum (280–2500 nm) 2.95 0.03 n.a. 0.03 0.20 0.10 2.62 n.a. n.a. 3.98

G. Belluardo et al. / Solar Energy 132 (2016) 558–569 565
local peaks at water absorption bands. Focusing on the
short-wavelength region, the influence of ozone on uncer-
tainty propagation affects only the UV-B region (3.02%
broadband uncertainty), while it can vary locally from
around 110% to 4%. Nevertheless, the effect of the uncer-
tainty of this atmospheric gas on the whole spectral range
is negligible. Water vapor is an important source of uncer-
tainty at water absorption bands, especially in the range
1350–1425 nm and 1800–1950 nm, where the value of spec-
tral uncertainty can be higher than 10%.

The relative uncertainty of DirHI presents similarities

with that of GHI, with the only exceptions of �Angström

turbidity coefficient b and �Angström exponent a. The first
is responsible for a broadband uncertainty of 6% in the
UV region, which decreases but still remain considerable
also in the VIS, NIR and SWIR regions with, respectively,
3.35%, 1.76% and 0.92% broadband uncertainty. The sec-
ond has a lower influence than b, with more effects on
the UV region of the spectrum.

The simultaneous uncertainty propagation of input
parameters to the model output in DiffHI presents different
characteristics for wavelengths higher than 315 nm than
the previous cases, with increasing values reaching local
peaks of spectral uncertainty of around 60% in the water
absorption region 1800–1950 nm. On the whole spectral
range, the uncertainty of broadband DiffHI is 22.37%. This

behavior is almost completely attributable to �Angström
turbidity coefficient b. The reason for these high values of
uncertainty due to b is mostly explained by the high uncer-
tainty associated to the AERONET source (100%, being
the reference value equal to 0.025 and the associated error
bound equal to 0.025), which derives by the temperature-
sensitivity of CIMEL sensor at wavelength 1020 nm where
AOD is measured and from which b is derived. In the
Version 3 of AERONET database, which will be released
in 2016 (Eck, 2015), some corrections will be applied in
order to reduce the effects of extreme temperature on
AOD (and therefore b) accuracy, thus improving the asso-
ciated uncertainty (Holben, 2013). The influence of the
uncertainty of parameters representing aerosol properties
is in general higher for DiffHI than for other cases, and

is therefore not negligible: �Angström exponent a effect is
higher in SWIR region (2.35% broadband uncertainty),
while the effect of single scattering albedo and asymmetry
factor is higher in NIR and SWIR regions (broadband
uncertainties around 2.6% for x and around 1.3% for g).
The latter presents local peaks of spectral uncertainty at
water absorption bands 1350–1425 nm and 1800–1950 nm
(not visible in Fig. 4, for clarity reasons).

It is important to underline that this analysis is per-
formed at specific values of input parameters referring to
reference conditions of Table 1, and uncertainty values
cannot therefore be generalized. However, the effect of
deviation of input parameters from the reference set will
be investigated in Section 3.3 in order to define a validity
area within a minimum and maximum uncertainty limits,
representing all possible combinations of input parameters.
3.3. Influence of variability of input parameters

In this section we analyze the effect of deviation of input
parameters from the reference set on SDISORT output,
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supposing that the set of error bounds remain the same as
in Table 3. This way, it is possible to define an uncertainty
area delimited by a minimum and maximum uncertainty
boundaries, and satisfying all possible combinations of
input parameters. Different values are assigned to each
input parameter based on a specific step and within defined
physical limits, and simulations are run in which one input
parameter at a time varies according to the error bounds
assigned in Table 3, while assigning reference values to
the remaining ones (methodology as in Fig. 3). Results
are summarized only for broadband GHI in Table 5 that
shows, in addition to the selected steps and variability
ranges used for the simulations, the values of input param-
eters that correspond respectively to the minimum and to
the maximum output calculated uncertainty, and the values
of uncertainties themselves. For example, values within the
physical range from 0 nm to 50 mm are assigned to water
vapor with a 5 mm step. The associated minimum output
uncertainty is at 0 nm, while the maximum output uncer-
tainty is at 50 nm and corresponds to 0.32%. In the case
of extraterrestrial spectrum, no variability range and no
step can be assigned since it is not possible to let a reference
spectrum (in this case, the one by Gueymard (2004)) vary
from a minimum to a maximum physical value. For this
case, only an uncertainty value of 2.95% is assigned, as
calculated in Section 3.2 and corresponding to an error
bound of 5%.

In general the uncertainty of the model output depends
on the value of the input parameter. When error bounds
are defined as percentage, the output uncertainty tends to
increase at increasing values of input parameter. The only
exception is represented by surface albedo, which shows a
peak of uncertainty at values around 0.75. As for error
bounds defined as absolute value, the uncertainty of the
model output can either increase (as in the case of solar

zenith angle, �Angström exponent and �Angström turbidity
coefficient), or decrease (as in the case of aerosol single
scattering albedo and aerosol asymmetry factor) at increas-
ing values of input parameters. Surface albedo and total
precipitable water parameter variation affect the output
uncertainty most, with a total variation of output uncer-
tainty of, respectively, 0.86% and 0.32%. On the other
hand, solar zenith angle does not seem to significantly
Table 5
Series of input parameters values selected to run UVSPEC tool, and va
uncertainty for broadband GHI, respectively. Corresponding output

Parameter Min–max value, step

S Gueymard (2004)
h 10�-70�, 10�
A 0.05–0.95, 0.10
o 250-500DU, 25DU
w 0–50 mm, 5 mm
a 0.5–2.5, 0.25
b 0–0.5, 0.05
x 0.6–1, 0.05
g 0.5–0.9, 0.05
affect SDISORT output uncertainty. The latter result
confirms the outcome of the work by Cordero et al.
(2007) and extends it to wavelengths higher than 400 nm.

In addition, under the same set of error bounds as in
Table 3, two additional simulations are run:

� one with a set of input parameters corresponding to the
lowest output uncertainties of broadband GHI (column
3 of Table 5);

� one other with a set of input parameter values corre-
sponding to the highest output uncertainties of broad-
band GHI (column 4 of Table 5).

This way, it is possible to identify a sort of uncertainty
area within which all possible combinations of input
parameters with error bounds as in Table 3 are likely to
lie. This is reported in Fig. 5 (left), together with the spec-
tral uncertainty due to simultaneous effect of reference
input parameters, calculated in Section 3.2. Fig. 5 (right)
shows the corresponding values of broadband uncertainty
for GHI, for each spectral region. A high variability of
SDISORT uncertainty occurs in the UV-B, UV-A and
VIS regions, while the maximum and minimum output
broadband uncertainties are comparable in the NIR and
SWIR regions.

SDISORT uncertainty of broadband GHI in the inves-
tigated range 280–2500 nm ranges between a minimum of
2.9% and a maximum of 5.9%. It is interesting to notice
that the latter value is higher that the value obtained from
a simple sum of squares of the single uncertainties ascrib-
able to each input parameter (equal to 3.1%), thus confirm-
ing once more the suitability of Monte Carlo to such a kind
of analysis.

The obtained range of uncertainty can be compared
with the uncertainty of spectra measured with spectrora-
diometers. As mentioned in Section 2.1, the latter is a com-
bination of instrument calibration uncertainty and of
repeatability of measurements performed outdoor. For
example, Vasiliki et al. (2013) calculate a combined stan-
dard uncertainty of 2.5% (k = 1) for outdoor spectral mea-
surements of the global normal irradiance (GNI). This
value is lower but still comparable with the uncertainty
calculated in this study. Furthermore, the gradual improve-
lues corresponding to maximum and minimum output broadband
uncertainty is displayed into brackets.

Min value (unc.) Max value (unc.)

– (2.95%) – (2.95%)
10� (0.01%) 70� (0.10%)
0.05 (0.05%) 0.75 (0.91%)
250DU (0.03%) 500DU (0.05%)
0 (0.00%) 50 (0.32%)
0.5 (0.01%) 2.5 (0.04%)
0 (0.16%) 0.5 (0.36%)
1 (0.12%) 0.6 (0.14%)
0.9 (0.04%) 0.5 (0.06%)
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ment of instruments and procedures for the retrieval of
RTM input parameters looks promising and will push
towards a reduction of uncertainty levels.

4. Conclusions

An analysis of uncertainty of SDISORT radiative trans-
fer model implemented in the UVSPEC tool is presented in
this paper. A Monte Carlo technique is used to investigate
the propagation of the uncertainty of nine different input
parameters into the model output. The uncertainty contri-
bution of every single input parameter as well as of their
combination to the uncertainty of spectral and broadband
modelled irradiance is evaluated. The analysis is performed
on the global horizontal irradiance (GHI), the diffuse
horizontal irradiance (DiffHI), and the direct horizontal
irradiance (DirHI). Results show that DiffHI is generally
more affected by uncertainty than DirHI and GHI, both
on the spectral and broadband level.

Considering a reference set of input parameters repre-
senting the atmospheric state at Kanzelhöhe Observatory
(Austria) site at 10:00 on April 25th, 2013, and a set of

associated error bounds, it is found that �Angström turbid-
ity coefficient b explains most of the uncertainty in the
broadband DiffHI (22.47% in the range 280–2500 nm),
with increasing values at increasing wavelength. The effect
of the uncertainty of this parameter is also evident in the
broadband DirHI. The prominent role of b is mostly
explained by the high value of error bound associated to
AERONET source (100%, being the reference value equal
to 0.025 and the associated error bound equal to 0.025).
The uncertainty of this parameter must be therefore prop-
erly taken into consideration especially when dealing with
DiffHI. On the other hand, in a new version of AERONET
database that will be soon released (Eck, 2015) some cor-
rections should be applied in order to reduce the associated
uncertainty of this parameter.

As for the other input parameters, ozone column is an
important source of uncertainty for all irradiance compo-
nents at UV-B regions (280–315 nm), with values of output
spectral uncertainty of around 3%, and local peaks reaching
also 110%. Extraterrestrial spectrum contributes for 2.95%
of output uncertainty on the whole spectral range. How-
ever, efforts done in the last years in synthesizing less uncer-
tain extraterrestrial spectra look promising (Gueymard,

2004). Minor contributions come from �Angström exponent
a, evident in the SWIR region of DiffHI (2.35% broadband
uncertainty) and aerosol single scattering albedo in the NIR
and SWIR regions of DiffHI (2.35% and 2.81% broadband
uncertainty, respectively). Finally, water vapor seems not to
contribute significantly to the broadband output uncer-
tainty (less than 0.70% on all spectral regions and for all
broadband irradiance components), but can result in local
peaks higher than 10% at water absorption bands, espe-
cially between 1350–1425 nm and 1800–1950 nm.

By studying the effect of deviation of input parameters
from the above mentioned reference set, it is possible to
conclude that the maximum uncertainty of broadband
GHI calculated with SDISORT in the spectral regions
included in the range 280–2500 nm is significantly high in
UV-B, UV-A and VIS regions (49.0%, 33.9% and 11.6%
respectively), while it tends to be closer to the correspond-
ing minimum levels at NIR and SWIR (5.3% and 3.5%
respectively). On the whole considered spectral range
280–2500 nm, the broadband uncertainty of GHI can vary
between a minimum of 2.9% and a maximum of 5.9%. This
range is higher, but still comparable to typical uncertainty
values of global irradiance measurements performed with
spectroradiometers. However, the gradual improvement
of instruments and methodology for the derivation of
RTM input quantities is bound to decrease the associated
levels of uncertainty. The gradual reduction in model
uncertainties must go in parallel with a reduction of uncer-
tainty in spectral irradiance calibration and measurement.
In fact, a low value of uncertainty of simulated spectrum
is useful and valuable only when the model is used to sim-
ulate a measured spectrum that is close to the true value.
Considering a model uncertainty of around 3–6% as found
by this study, and a current state of the art spectral irradi-
ance measurement uncertainty of 3–5%, combined values
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of 6–11% actually represent a real estimate of the state of
the art limit of error uncertainty in terrestrial solar spectral
radiation estimates.

In general this study proves that, provided that the
uncertainty of every single input parameter is known, the
derivation of the output combined uncertainty with a
classical propagation of error always underestimates the
more realistic values obtained with a more appropriate
technique like Monte Carlo, taking the correlation of input
parameters into account.
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