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 Editorial 
Message from Editorial Board 

It is our great pleasure to present the May 2021 issue (Volume 19 Number 5) of the 
International Journal of Computer Science and Information Security (IJCSIS). High quality 
research, survey & review articles are proposed from experts in the field, promoting insight and 
understanding of the state of the art, and trends in computer science and technology. It especially 
provides a platform for high-caliber academics, practitioners and PhD/Doctoral graduates to 
publish completed work and latest research outcomes. According to Google Scholar, up to now 
papers published in IJCSIS have been cited over 19313 times and this journal is experiencing 
steady and healthy growth. Google statistics shows that IJCSIS has established the first step to 
be an international and prestigious journal in the field of Computer Science and Information 
Security. There have been many improvements to the processing of papers; we have also 
witnessed a significant growth in interest through a higher number of submissions as well as 
through the breadth and quality of those submissions. IJCSIS is indexed in major 
academic/scientific databases and important repositories, such as: Google Scholar, Thomson 
Reuters, ArXiv, CiteSeerX, Cornell’s University Library, Ei Compendex, ISI Scopus, DBLP, DOAJ, 
ProQuest, ResearchGate, LinkedIn, Academia.edu and EBSCO among others.  

A great journal cannot be made great without a dedicated editorial team of editors and reviewers. 
On behalf of IJCSIS community and the sponsors, we congratulate the authors and thank the 
reviewers for their outstanding efforts to review and recommend high quality papers for 
publication. In particular, we would like to thank the international academia and researchers for 
continued support by citing papers published in IJCSIS. Without their sustained and unselfish 
commitments, IJCSIS would not have achieved its current premier status, making sure we deliver 
high-quality content to our readers in a timely fashion. 

“We support researchers to succeed by providing high visibility & impact value, prestige and 
excellence in research publication.”  We would like to thank you, the authors and readers, the 
content providers and consumers, who have made this journal the best possible.  

For further questions or other suggestions please do not hesitate to contact us at 
ijcsiseditor@gmail.com.   
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Abstract: With the exploitation of BIG DATA this article focuses, from a technical point of view, on the optimization of 

algorithms for pre-processing and classification of Big Data. Indeed, the massive amount of data produced in the world 

reaches such large volumes that it is undeniably impossible to analyze them manually without the help of adequate 

technology and statistical tools. As a result, we have chosen to exploit the open-source softwares HADOOP and SPARK. 

This work is interested in the Arabic language because we wanted to give our language even more interest in the world of 

scientific research in the face of the universal English language. This work created the optimizations of powerful algorithms 

for the preprocessing and classification of data in Arabic, as well as a comparative study to choose the best Big Data 

technological tools according to one’s need. 

Key words: BIG DATA, Preprocessing, classification, Stemming, HADOOP, SPARK 

I.   INTRODUCTION 

Arabic is the mother tongue of more than 400 million people and ranks seventh among Internet users in 2010 [1]. 

Arabic content on the Web has increased in volume, especially after the advent of social media. There are more than 

6.5 million Arab Internet users generating 10.8 million tweets per day [2]. As a result, information-seeking systems 

for Arabic languages are becoming increasingly sophisticated and their evaluation is an important guide in the field 

of scientific research. 

The challenge remains that the Arabic language is perceived as difficult. Indeed, derivative forms are sometimes 

irregular and flexed, spelling is different for certain words, writing differs from certain combinations of characters, 

short and long vowels and the richness of affixes in words [3] [4]. In addition, it is also necessary to consider many 

specification points of Arabic words, such as unstructured forms, words that spell differently depending on the context 

and specification of diacritics [6], which have led to the emergence of many approaches to overcome its challenges 

and address the Arabic language [7] [8], and not missing to mention the different dialects. 

In this work, we address the challenge of big data for analytics, which require an efficient system that can manage the 

elasticity and scalability of data, especially the speed and efficiency that the MapReduce model offers. Indeed, it is 

considered one of the wisest choices for the analysis of large data [5]. 

We have reproduced and optimized Khoja Stemmer with the Apache Hadoop Framework for word manipulation, 

storage and derivation. Yahoo developed Hadoop, an open source framework of the MapReduce system, to process 

several terabytes of data on as many as 10,000 cores. Hadoop is a distributed and scalable computing framework, as 

well as a powerful distributed storage and computer hardware tool for a much less expensive system [9]. 

Stemming Algorithm optimization using big 
data analytics tools 

 

https://doi.org/10.5281/zenodo.4898091
International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 19, No. 5, May 2021

https://doi.org/10.5281/zenodo.4898091 1 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500



The aim of this work is to analyze the results obtained using Spark on Hadoop, and to expose all possible synergies 

between the two Framework and their respective benefits. This completes our Stemmer Khoja optimization process 

and keeps the results provided by the essential algorithm in terms of the accuracy of the basic words output. This 

minimizes the running time and use of the hardware by implementing the clustering approach. 

Towards the end of this two-part work, one dedicated to the comparison of the two Frameworks and another part for 

the implementation of Spark on Hadoop, a clear perception is designed to benefit from the characteristics and 

performance of both Frameworks. The results of our work also include renditions on the consumption aspect of CPU 

and memory, as well as the logical side of parallelism minimizing the execution time parameter. 

The aim of this research is to propose an optimized algorithm based on the Khoja Stemmer, implementing existing 

storage principles and computational models to improve the performance and accuracy of classified outputs of the 

roots of Arabic words inputted into this mechanism. Several Stemmers have been selected to enter into this research 

work such as Khoja based on the roots of words, and the Light Stemmers. 

Our algorithms can be applied to natural language processing areas and error detection for large volumes of data for 

specific analysis or classification purposes. 

II. STEMMING ALGORITHMS: 

Stemming's algorithm, or the "Stemmer," has three main objectives: 

The first is to group words according to their subject. Many words are derivatives of the same root and we consider 

them to belong to the same concept. For example: investigation, investigation, investigator. These derivations are 

generated by affixes (prefixes, infixes, suffixes). In general, and more specifically in English, only suffixes are 

considered, because prefixes and infixes change the meaning of the word, which leads to errors of poor determination 

of the subject. 

Some exceptions to this rule occur in very bending languages such as German and Dutch, or in documents belonging 

to specific themes, such as medicine or chemistry, where prefixes and suffixes retain the concept of the word. Of these 

suffixes, two types of diversions can be considered. In the first case, inflection derivations reflect grammatical 

information related to sex, number, or time. These derivations do not cause a change in the part of the speech of the 

original word, that is, the linguistic category of the word (name, verb or adjective), nor in its meaning. On the contrary, 

derivative suffixes create new words based on an existing word, with which it shares meaning or not (for example, 

words ending with -IZE, -ATION, -SHIP). By eliminating these suffixes from a derived word, we get its stem, which 

is almost its morphological root, and then we can identify thematically related words by matching their stems. 

The second objective of a stem is directly related to the information-finding process, because having the words rods 

improves certain phases of this process. These include the possibility of indexing documents according to their themes, 

since their terms are grouped by rods (which are similar to concepts), or the widening of a query to obtain more and 

more accurate results. 
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Extending the query allows you to refine it by replacing the terms it contains with their related topics that are also 

present in the collection, or by adding these topics to the original query. This can be done automatically and 

transparently for users, or the system can offer users one or more improved query formulations, allowing them to 

decide whether one of them is more specific and better defines their needs. Even if the extension of the interactive 

query is better in principle, because the user has better feedback on what is happening, it generally can not be done 

directly with the result of the stem, because the stems are only incomprehensible by humans. 

The confusion of words sharing the same rod results in a reduction of the dictionary to be taken into account in the 

process, because the entire vocabulary contained in the collection of untreated input documents can be reduced to a 

set of subjects or rods. This leads to a reduction in the space needed to store the structures used by an information 

search system (such as the document terms index). This also reduces the system's computational load. 

III. WHY IS ARABIC A CHALLENGE? 

Arabic is a Semitic language, a linguistic family that also includes Hebrew, Aramaic and Amharic. It is estimated that 

there are about four hundred million first-language speakers of Arabic [11] [12]. It is their mother tongue or their 

second language. As this is the language of the religious teaching of Islam, many other speakers from different nations 

have a passive knowledge of the language. Arabic is also one of the six official languages of the United Nations and 

the fifth most used language in the world [10] [ 36]. 

Phrases in Arabic are delineated by dots, dashes and commas, while words are separated by spaces and other 

punctuation marks. Arabic writing is written from right to left, while Arabic numerals are written and read from left 

to right. Arabic writing consists of two types of symbols [11] [14]: letters and diacritics (also known as short vowels), 

which are certain spelling symbols, usually added to disambiguate Arabic words. Al-Salamah [10] stated that the 

Arabic alphabet has 28 letters and that, unlike English, there are no capital letters and lower case for Arabic letters. 

An additional character, which is the HAMZA(ء),has also been added, but it is generally not classified as the 29th  

letter. 

Arabic words are divided into three parts: names including adjectives and adverbs, then verbs, and particles. In Arabic, 

particles are attached to verbs and names. The words in Arabic are either masculine or feminine. The feminine is often 

formed differently from the masculine, for example ُ and  l, which means respectively: unique (female) mistress, 

unique (male) teacher. 

The same characteristic also appears in the names and verbs in literary Arabic to indicate the number (singular, double 

to describe two entities, and the plural) as in   معلمة  et معلم. 

Arabic has a complex morphology. Its diversion system is based on 10,000 independent roots[ 38]. The roots in Arabic 

are usually built from 3 consonants (triliterals) and it is possible that 4 consonants (quad-literal) or 5 consonants (pent-

literal) are used. Of the 10,000 roots, only about 1,200 are still used in modern Arabic vocabulary [15]. 

Words are formed by widening the root with affixes using well-known morphological patterns (sometimes called 

measurements) [10] [16]. 
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Words and morphological variations are derived from roots using patterns. Grammatically, the main motif, which 

corresponds to the triliteral root, is the pattern. More regular patterns, adhering to well-known morphological rules, 

may be derived from the main motif. 

Different types of affixes can be added to derived pattern words to build a more complex structure. Defined articles, 

such as conjunctions, particles and other prefixes can be added at the beginning of the word, while suffixes can be 

added at the end. For example, the word لنعلمهم - which means: we will teach them, can be broken down as follows: 

(antefix: ل   , prefix: ن ,  root: علم     , and postfix:  ھم).  Kadri and Nie [17] have identified an important research that 

amply explains the affixes used in the Arabic language. 

Unconstitutionals, whether separated or not, are usually prepositions added at the beginning of words before prefixes. 

Prefixes are attached to illustrate forms of verbs in future time and imperative, and usually consist of one, two or three 

letters. The suffixes are added to indicate sex and number, for example in the female double and the male plural. 

Postfixes are used to indicate pronouns and to represent the object. Usually, this morphology is used to create verbal 

and nominal sentences.  

Arabic affixes may also include clitics, which have been used in the proposed stems and can be proclitic or enclitic 

depending on their location in the words. These are morphemas that have the syntactic characteristics of one word but 

are morphologically related to others [18]. Thus, the clicks are attached to the beginning or end of the words. These 

clitics include certain prepositions, defined articles, conjunctions, possessive pronouns, particles and pronouns. 

Examples of clitics are the letters pronounced as (KAF) and pronounced as (FAA), which mean respectively as and 

then. 

Arabic adjectives are considered names. Thus, the different forms that can be derived from the adjective (مزارع) 

meaning"farmer" according to their two grammatical forms may include words such as: (مزارعة) for the singular 

feminine in nominative cases, (مزارعان)for the double male in the nominative case, (مزارعین) for the male, (مزارعتان)for 

the female double in the nominative case, (مزارعتین) for the female double etc.… 

Morphology adds a degree of ambiguity and difficulty, making the exact keyword matching mechanism insufficient 

to extract words. Morphological ambiguity may appear in several cases. For example, clitics may accidentally produce 

homogeneous form (the same word with two or more different meanings) with another complete word [10] [11] 

[19][29]. For example, the word (علم) can be attached to the clitic ي (to construct the word علمي) which is 

homographic with the word "scientific." 

In addition, Arabic grammar contributes to morphological ambiguity. According to some arabic grammar rules, 

vowels may be removed from the roots. The letter of the vowels in Arabic consists of three letters: ALIF, YAA and 

WAW (و ، ي، أ). These letters have different rules, which do not follow the system derived from Arabic, and make 
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Figure 1    KHOJA algorithm 

them very variable. For example, the last letter YAA is deleted in a word such as ( امشي)   meaning "goes," which 

gives(امش), if that verb appears in an imperative form. 

In addition to its complex morphology, Arabic also has an overly complex type of plural called "broken plural." Plurals 

in Arabic do not obey morphological rules. 

Broken plurals make up 10% of Arabic texts and 41% of plurals [10] [20]. The plural in Arabic indicates any number 

greater than two; for two, it's double. 

The term "broken" means that the plural form does not resemble the original singular form. For example, the plural of 

the word(نھر)meaning "river" is(أنھار)"rivers." In simple cases of broken plurals, the new inflected plural contains some 

letters common to the singular form, as in the previous example. But in many cases, the plural is totally different from 

the original word, for example, the plural of the word (إمراة) is (نساء), keeping no letter from the root. 

Another challenge, which are simply caused by the Arabic letters ALIF with its various forms ( أ, إ , آ )  .  In most cases, 

one of this letter is modified or abandoned [21]. 

A. Focus on the Khoja Stemmer algorithm 

Khoja Stemmer has been used by numerous researches to analyze the Arabic text, at the pre-processing and filtering 

stage of the text, in particular to remove a stop word. Khoja Stemmer eliminates diacritics and the longest prefix. The 

Stemmer manages punctuation characters, diacritic characters, a large number of stop words and a defined article. The 

Khoja Stemmer proceeds as shown in Figure 1. 

Khoja's Stemming algorithm removes the longest suffix and prefix. Then, the remaining word is compared to verbal 

and nominative models. To extract the root, it is based on a list of all diacritic signs, punctuation marks, defined articles 

and keywords. 

KHOJA algorithm 

 

 

 

 

 

 

 

 

 

 

1. remove diacritic signs 

2. Delete: empty word, punctuation and numbers.  

3. Delete the article defined by  

4. Remove the separable conjunction 

5. remove suffixes  

6. remove the prefix 

7. Match the results with a list of patterns: if the match is found, extract the 

characters from the pattern that the root represents. Compare the extracted 

root with a list of known valid roots.  

8. Replace the letters of the week with.  

9. Replace all hamza instances with a.  

10. The roots of two letters are checked to see if they should contain a double 

sign. If this is the case, the sign is added to the root 
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B. Conclusion 

While not all researchers agree on the pros and cons of using Stemming as a process for seeking information in general 

terms, many agree on its benefits in specific contexts, when language is highly inflected, when documents are short 

or when data storage space is limited. Some researchers also argue that the nature of the documents can influence the 

performance and accuracy of the Stemmer. 

Despite the fact that many researchers have studied this field for many years, a few questions remain open: how to 

evaluate a Stemming independently of the information-seeking process; how a Stemming improves the search for 

information in terms of speed. For these reasons, we have decided to try to answer these unknowns. 

IV. LES BIG DATA: 

A. Big data analytics tools 

In the following, we have two ways of processing data. The first is to use the Mapreduce Framework Hadoop batch 

mode, the second is the streaming mode, it is a real-time processing, using Spark for data processing. 

 Hadoop 

Apache HADOOP is a framework used to develop data processing applications that are run in a distributed computing 

environment. Similar to data residing in a local file system of a personal computer system, in Hadoop, the data resides 

in a distributed file system that is called Hadoop distributed file system. The processing model is based on the concept 

of "Data Locality," in which the calculation logic is sent to a group of nodes (servers) containing data. 

This logic of calculation is nothing more than a compiled version of a program written in a high-level language, such 

as Java. Such a program processes data stored in Hadoop HDFS. Applications built with HADOOP are run on large 

datasets in widely available core computer groups. They are mainly useful for getting greater computing power at low 

cost. The computational cluster consists of a set of multiple processing units (storage disk - processor) that are 

connected to each other and act as a single system. 
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Figure 2: Clusters HADOOP2 

Apache Hadoop consists of two sub-projects [23]: 

1. Hadoop MapReduce: MapReduce (Figure 2) is a computational model and writing software 

framework that is performed on Hadoop. These MapReduce programs are capable of processing 

massive data in parallel on large clusters of computational nodes. 

2. HDFS (Hadoop Distributed File System): HDFS(Figure 2)  handles the storage part of Hadoop 

applications. MapReduce applications consume HDFS data. HDFS creates multiple replicas of data 

blocks and distributes them on cluster computing nodes [30]. This distribution allows for a reliable 

and extremely fast data management system in calculations. 

HADOOP installation 

To install HADOOP [80] we used the version (2.6) in "SINGLE NODE INSTALLATION" mode on UBUNTU 14.04 

LTS (32 bit). 

Below we describe the various stages of installation and implementation of this architecture- 

Step 1: Open the terminal using the next keyboard key combination (ctrl-alt-t), then write the next command 

marie@localhost sudo apt-get update  

Step 2: $marie@localhost sudo apt-get upgrade  

Étape 3 : marie@localhost$ sudo apt-get install openssh-server  

Step 4: First check whether the jdk (java set up) is installed on the machine or not. To open the terminal we use (ctrl 

at-t) and then write the following command: marie@localhost$java-version (If Java is already installed do not run 

step 5). 
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Step 5: to install java you must write the following command: marie@localhost$sudo-get install openjdk-7-jdk 

marie@localhost$ java -version NOTER THAT: you will have a message that JAVA 1.7 VERSION is successfully 

installed, the jdk will be installed in the file /usr/lib/jvm/java-7-openjdk-i386  

Step 6: Download Hadoop with the following command marie@localhost$wget 

http://mirrors.sonic.net/apache/Hadoop/common/Hadoop-2.6.0/Hadoop-2.6.0.tar.gz (then put the downloaded folder 

in the following folder:/usr/local file (this means that Hadoop is installed in the directory /usr/local) NOTE: you can 

install Hadoop wherever you want. marie@localhost$sudo tar -zxvf /Downloads/Hadoop-2.6.0.tar.gz -C /usr/local; 

Note: to extract Hadoop Hadoop-2.6.0.tar.gz from the repertoire: /usr/local;marie@localhost$sudo mv 

/usr/local/Hadoop-2.6.0 /usr/local/Hadoop; Note: to rename the f file: marie@localhost$sudo chown -R marie 

/usr/local/Hadoop; 

Step 7: Add a group and a Hadoop user: $marie@localhost$sudo addgroup Hadoop; marie@localhost$sudo adduser 

--ingroup Hadoop marie;(marie is our user name Hadoop) marie@localhost$sudo adduser marie sudo;  

Step 8: Run the SSH certificate and generate your keys: marie@localhost$ssh-keygen -t rsa -P'' 

marie@localhost$cat .ssh/id_rsa.pub .ssh/authorized_keys 

Step 9: Get your IP address marie@localhost ifconfig marie@localhost$ sudo gedit /etc/hosts; marie@localhost$ 

sudo gedit /etc/hostname; marie@localhost$ssh localhost; Note: restart computer ($marie@localhost sudo reboot)  

Step 10: Open the bashrc file and write the following code for Hadoop marie@localhost$sudo nano -/.bashrc 

marie@localhost$ source -..bashrc: 

 

export JAVA_HOME=/usr/lib/jvm/java-7-openjdk-i386 export HADOOP_INSTALL=/usr/local/Hadoop export 

PATH=marie@localhost$PATH:marie@localhost$HADOOP_INSTALL/bin export 

PATH=marie@localhost$PATH:marie@localhost$HADOOP_INSTALL/sbin export 

HADOOP_MAPRED_HOME=marie@localhost$HADOOP_INSTALL export 

HADOOP_COMMON_HOME=marie@localhost$HADOOP_INSTALL export 

HADOOP_HDFS_HOME=marie@localhost$HADOOP_INSTALL export 

YARN_HOME=marie@localhost$HADOOP_INSTALL export 

HADOOP_COMMON_LIB_NATIVE_DIR=marie@localhost$HADOOP_HOME/lib/native export 

JAVA_LIBRARY_PATH=marie@localhost$HADOOP_HOME/lib/native export HADOOP_OPTS="-

Djava.library.path"=marie@localhost$HADOOP_INSTALL/lib 

 

(Finally note that JAVA_HOME contains the path of my jdk and /usr/lib/jvm/java-7-openjdk-i386 

HADOOP_INSTALL is the path where Hadoop is installed on my computer, Hadoop is installed in /usr/loca/Hadoop)  

Step 10: set up the following xml files: marie@localhost$cd /usr/local/Hadoop/etc/Hadoop Edit core-site.xml: 

marie@localhost$ sudo gedit core-site.xml write: fs.default.name hdfs://localhost:9000  
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Step 10.1: set up hdfs-site.xml marie@localhost sudo gedit hdfs-site.xml write on the following lines: dfs.replication 

1 dfs.permissions false  

Step 10.2: set up mapred-site.xml NOTE: currently in the folder: /usr/local/Hadoop/etc/Hadoop , the mapred-site 

file.xml is not present. On the other hand the mapred site.templete file is available, so you have to convert this file 

from mapred-site.templet to mapred-site.xml using the command CONVERT mapred-site.templete at mapred-

site.xml marie@localhost$ mv mapred-site.xml.mapred-mapred-site.xml  

Étape 10.3 : change mapred-site.xml file marie@localhost$sudo nano mapred-site.xml write down following lines 

mapred.job.tracker localhost:9001  

Step 10.4: set up the file Hadoop-env.sh marie@localhost$sudo nano Hadoop-env.sh /usr/lib/jvm/java-7-openjdk-i386 

(just write this path in JAVA_HOME) my jdk is installed in /usr/lib/jvm/java-7-openjdk-i386)  

Step 11: FORMATER NAMENODE using the following command on the terminal: cd /usr/local/Hadoop/bin then 

type the command: marie@localhost$Hadoop namenode -format 

Step 12: Restart all DEMONS $marie@localhost start-all.sh  

Step 13: Check that all DEMONS are in RUNNING status to write the following command: marie@localhost$ jps (if 

all the demons are present you have successfully installed your Hadoop) 

 

 

Figure 3: The MAPREDUCE Model3 

Inputs and outputs 

The MapReduce model (Figure 3) works exclusively on key, value pairs, i.e. they are seen at the entrance to the Job 

as a set of 'key', value-for-money' pairs and produces a set of key, valueable pairs like job exit, possibly of different 

types. 

Key and value classes must be seable by the model and must therefore implement an inscriptible interface. In addition, 

key classes must implement the WritableComparable interface to make it easier for the model to sort. 

Types of entry and exit of a MapReduce job: 

(Entry) - v1, v1 - map - 'lt'k2, v2 - combine - -k2, v2 - reduce --t'3, v3 
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execution 

To run the java code: 

• Copy the code into a java file. Execute the following commands. 

• Configure environment variables: export JAVA_HOME=/usr/java/default export 

PATH=marie@localhost${JAVA_HOME}/bin:marie@localhost${PATH} export 

HADOOP_CLASSPATH=marie@localhost${JAVA_HOME}/lib/tools.jar  

• Compile Name.java and create jar: $marie@localhost bin/Hadoop com.sun.tools.javac.Main Name.java 

marie@localhost$ jar cf wc.jar Nom-.class 

Make sure that: 

• /user/marie/Name/input - the input path exists in HDFS 

• /user/marie/wordcount/output - output path exists in HDFS 

• To run any code or test: marie@localhost$ bin/Hadoop jar file.jar 

/user/marie/contact/user/user/marie/name/output  

The MapReduce programming model includes two functions, map () and reduce (). Users can implement their own 

processing logic by providing a custom map () and reduce () function. The map function takes a key/entry value pair 

and creates a list of key/intermediate pairs. MapReduce's execution system groups all intermediate pairs according to 

intermediate keys and transmits them to the reduce function () to obtain the final results [86]. 

Map Reduce can be divided into two steps:  

a) The mapped key/entry value pairs to a set of key/intermediate-value pairs. Maps are the individual tasks that 

turn input records into intermediate records. Processed intermediate records do not need to be the same type 

as input records. A given input pair can map on zero or several output pairs. 

b) Reducator Steps: The gearbox has three main steps: mix, sort and shrink. 

1. Random play: Random playback is a step on intermediate data, used to combine all values in the key 

associated set. After that, there will be no more duplicate keys in the intermediate data. 

2. Sorting: All intermediate keys on a single node will be automatically sorted before being presented to 

the gearbox. The sorting is done thanks to the Box class. Random reading and sorting phase at the same 

time; When extracting the exit of the card, they must be merged. 

3. Streamline: Provide shuffle output data and sort the maapper. Reduce at this stage for each pair to value 

list as long as a group entry. 

https://doi.org/10.5281/zenodo.4898091
International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 19, No. 5, May 2021

https://doi.org/10.5281/zenodo.4898091 10 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500



 Apache Spark Perspective 

Apache Spark is a general-purpose cluster computing engine, very fast and reliable. This system provides application 

programming interfaces in various programming languages such as Java, Python, Scala.  

Spark is an Apache cluster computing system with incubator status. This tool specializes in making data analysis 

faster, both for running programs and for writing data. Spark supports memory computing, allowing it to query data 

much faster than disk-based engines like Hadoop. It also offers a general execution model that can optimize an 

arbitrary operator graph. Initially, the system was developed at Berkeley University as a research project and acquired 

incubator status in Apache in June 2013 [5]. 

In general, Spark is an advanced and high-performance Upgrade from Hadoop to improve Hadoop's advanced 

analytics capability. The functions of the Spark engine are very advanced and different from those of Hadoop. The 

Spark engine is developed for memory processing as well as disk processing. This memory processing capability 

makes it much faster than any traditional data processing engine. For example, the project's sensors report that logistic 

regression in Spark is 100 times faster than in Hadoop MapReduce [25].  

This system also provides many impressive high-level tools such as the MLib machine learning tool, structured data 

processing, Spark SQL, graphics processing taken GraphX, the flow processing engine called Spark Streaming, and 

Shark for the quick interactive question device [26]. This is shown in Figure 8. 

Spark Components 

The following illustration shows the different components of Spark. 

 

Figure 4: SPARK Framework4 

• Spark Core is the underlying general performance of the engine for the Sparks platform that all other features 

benefit from it It provides in memory the calculation and referencing of data sets in storage systems. 

• Spark SQL is a component that is added to Spark Core. It introduces a new data abstraction called 

SchemaRDD, which provides support for structured and semi-structured data. 

• Spark Streaming leverages Spark Core's speed and programming capability to stream analysis. It ingests data 

in mini batches and performs RDD (Resilient Distributed Datasets) transformations on these mini-batches of 

data. 
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• MLlib is a machine learning bookstore distributed on Spark because of spark's distributed memory-based 

architecture. According to benchmarks, between MLlib developments with ALS (ALS: Alternating Least 

Squares) implementations,Spark MLlib is nine times faster than Hadoop's Apache Mahout-based version. 

GraphX 

• GraphX is a graphics processing distributed above Spark. It provides an API expressing graphic calculations 

to model user-defined graphs using Pregel abstraction. It also provides an optimized execution time for this 

abstraction. 

 Spark built on Hadoop 

There are three ways to deploy Spark [32], explained below and illustrated in Figure 13. 

• Standalone: Spark's stand-alone deployment means that Spark occupies HDFS [9] (Hadoop Distributed File 

System) and space is allocated for HDFS, explicitly. Here, Spark and MapReduce work side by side to cover 

all of Spark's jobs on the cluster. This mode is used when resources are allocated statically on the cluster or 

on a subset of machines in a Hadoop cluster. Spark can be run in parallel with Hadoop MapReduce, so the 

user can perform arbitrary tasks on his HDFS data. This deployment makes it simple for many Hadoop 1.x 

users. 

• Hadoop Yarn: The deployment of Hadoop Yarn [111] [28] means that Spark operates on Yarn without pre-

installation or access to the required root. This allows Spark to be integrated into the Hadoop or Hadoop 

Battery ecosystem.  This mode makes it easy for Hadoop users to integrate Spark. It allows you to take full 

advantage of Spark, as well as other components running on Spark. Hadoop users have the option to run 

Sparks on their Hadoop wire. Even users who already use the Hadoop wire easily integrate Spark. There are 

no requirements such as pre-installation or administrator access. 

• Spark in MapReduce (SIMR): Spark in MapReduce is used to launch Spark work on stand-alone deployment. 

With SIMR, the user can launch Spark and use his shell without any administrative access. In addition to 

stand-alone deployment, Hadoop users who do not yet use YARN can switch to SIMR. We can use this mode 

to start work in MapReduce. 
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Figure 5: Sparks cluster architecture.5 

 Comparison of Mapreduce and Spark 

Below is a summary of comparative studies based on the parameters of Big Data's analytics tools [24] [27] [31]. We 

try to understand and reproduce this comparison in order to construct a succinct comparison and allow the reader to 

make a first decision on the choice of tool, and for this proposed topic, we facilitate applications for the algorithm of 

Stemming in parallel. 

Table 1: Comparison Spark vs Hadoop1 

Mapreduce  Spark 

MapReduce is ineffective for multi-pass 

applications  

Need to share over multiple low-latency data  

Parallel operation. 

Spark allows large amounts of data to be 

processed in input. 

Use for online machines and enable real-time 

analysis 

Intermediate data/results are stored 

more slowly on the hard drive 

Compared to Hadoop, the speed can be 

increased up to 100 times for iterative 

operations, as the data/intermediate 

results are preserved in the memory. 

Mainly a batch processing engine Spark as a batch processing engine also 

includes Spark Streaming for 

streaming data processing, MLLIb 

GraphX for machine learning. 

Less memory needs Memory requirements are higher. This 

degrades performance when data 

doesn't fit in memory 

Each mapping task generates data in a 

Key, value union. The output is stored 

in the Buffer Cache instead of writing 

on the disk. 

The exit from the mapping side was written in the 

buffer cache. It is up to the operating system to 

decide whether the data can be stored in the 

buffer cache or should be stored. 
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Figure 6: Extract of the data (coran) input from our algorithms.6 

 

V. OUR ALGORITHMS: RESULTS, AND MODEL 

A. Study of the existing algorithm 

1) KHOJA Algorithm 

The KHOJA Stemmer algorithm is developed in javaand available 

online:[http://zeus.cs.pacificu.edu/shereen/research.htm],as well as other versions taken up by researchers. 

We had in our disposal: 

• The MAIN class ARABICStemmer in java (Main Class). 

• The Stemmer Class in java: containing the feature that treats the entire Khoja Stemmer process 

• Gui Classes, containing the development of the graphical interface (Figure 7) 

• The folder Stemmer Files building the data dictionary necessary for the conversion of characters and words, 

Khoja is based on the dictionary approach. 
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Figure 7 : Graphic interface of Khoja Stemmer 

This interface contains several functions, mainly cited: 

• Open: Button to load the desired document. 

• Stem: Button to start Stemming treatment, 

• Statistics: Button to view results measuring the accuracy of the roots extracted from the words provided on 

the basis 

• Save as: Button to download and save the results of the stemming. 

 

Figure 8: Khoja Stemmer's Approach7 

2) Preliminary results 

Examples of results are presented in Table 2, which presents different information: word, radical, type, prefix, affix 

and suffix. Its elements are important for identifying words, here is some type of information provided by the 

algorithm. 
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Table 2: Results provided by the Stemmer Khoja Algorithm.2 

Word Stem Type Pattern Préfix  affix suffix 

from from Stop WORD Null Null Null Null 

U,000 Uterus Root make the Null nun 

owner  possess Root make Null alif Null 

 

For a unit test performed on a word set that reaches 82624 words, the result displayed is 98.87%. 

 

3) Lucene light Stemmer 

In Figure 8.1 we present Lucene's algorithm [22] which is an Apache Arab Stemmer. 

 

Figure 8.1: Light Stemmer Lucene algorithm8 

4) Advantage of a Light Stemmer's process 

The main idea of using light Stemmer is that many word variants do not have similar meanings or semantics. However, 

these word variants are generated from the same root. 

Thus, root-based Stemming algorithms affect the meaning of words. The Light Stemming aims to improve 

classification performance while maintaining the true meaning of words. It certainly removes the prefixes and suffixes 
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of the word instead of seeking to extract the original root, for example the Arabic words (المكتبة الكاتب الكتاب)which mean 

(the library, the book, the writer) respectively, belong to the same root (كتب)  although they have not  the same meaning. 

Thus, the Lucene's approach is to keep the original meaning of the word. As a result of Lucerne, the new results will 

match the word(الكتاب) which means (the book) to (كتاب)(which means (the book).  

 The Mapreduce Computing Model 

Map() is the first step in the MapReduce algorithm. It takes input tasks and divides them into smaller sub-tasks. The 

release of this Mapping function is a set of pairs of keys and values (key, value). 

The reduction step takes a list of outputs from the Mapping function and performs these two sub-steps on each key-

value pair. 

Hadoop's Framework MapReduce uses a distributed file system to read and write its data. Hadoop MapReduce uses 

the Hadoop Distributed File System (HDFS), as well as file system. Therefore, the entry/exit performance of a Hadoop 

MapReduce job is closely dependent on HDFS. 

The idea of our PSA algorithm and to use this model properly and admit that the key and the word is referred to in the 

same way and this in order to keep track of the original word to be milled in the Stemmer that will be highlighted in 

the output. Thus a stage pair of Mapping is defined for example as follows ( الرحمٰن  ,الرحمٰن ), then at the intermediate 

phase called shuffling() sets of pairs will be assembled by common key finally in the stage of the reduce function() or 

the algorithm Khoja will be applied to get out the roots of the corresponding words out a file of pairs (original word, 

word after stemming) is built. 

 

 

Figure 9:9  MapReduce model applied to Khoja algorithm. 
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 PSA algorithm 

 

 Result and discussion 

This program takes as an entry a heavy text document of the Koran. The output is the original word, its root with the 

type of belonging. All results, as shown in the figures and tables below, are directed to a web page. Then we calculate 

the run time with parallel processing by implementing our method and without parallel treatment, the comparison with 

other Root-based Stemmer or light Stemmer shows an improvement in workload.  

The application allows the user to view the algorithm classification from the fastest, the dashboard shows the size of 

the derivative document and gives permission to download the Word derived document.  

 

 

Figure10: Parallel Stemming Algorithm (PSA) 

Figure11: DASHBOARD web comparative PSA, Lucene, Khoja. 
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Figure 12 shows that PSA's run time increases linearly in volume, but for other algorithms, the graph grows 

exponentially, like Khoja's algorithm. 

In conclusion, the new version of Stemmer's algorithm based on distributed treatment MapReduce, shows a 

remarkable improvement, especially when the volume increases, the PSA acts linearly instead of other algorithms that 

are parabolic or even exponential. 

 Implementation of Spark solutions 

Clustering en Spark 

It's always a misrepresentation that Spark replaces Hadoop, but it affects Hadoop's functionality. From the beginning, 

Spark reads data from HDFS (Hadoop Distributed File System) and writes data. Therefore, apache Spark is a Data 

Processing Engine based on Hadoop. It can support batch processing and data streaming. Therefore, running Spark 

on Hadoop can provide improved features and more features. 

Apache Spark is a framework for a computation distributed in memory, flexible in terms of writing the Spark 

application and deploying it to clusters. Writing applications on Spark allows calculations to evolve by adding 

machines and running them in cluster mode (Figure 13). You can then expand your app locally and then deploy it to 

multiple clusters without changing the lines of code. 

Figure 13: STANDLONE mode: Setting up Master/Slave architecture 

Resilient Distributed Data Set (RDD) 

Figure 12:10  Evolution PSA run time versus another Stemming algorithm. 
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Spark RDD (API-RDD) stands for Elastic Distributed Data Set. It is a collection of recording scores in playback alone. 

RDD is Spark's core data structure. It allows programmers to perform memory calculations on large clusters in a way 

that is tolerant of failures. As a result, the task is accelerated. 

Spark made RDD available to users via an API developed in Scala (basic language), Java or Python. The datasets in 

the RDDs are represented as objects (class instances) and the transformations that are called to support the methods 

of these objects. 

RDDs are collections of objects - basic elements of Spark that allow a calculation tolerant to failures and which are 

characterized by two main operations:  transformations (map, reduce, filter ...) and actions (collect, count....) using 

filter and reduceByKey on RDD. 

A RDD collection uses the cache to store RAM data for reuse, thus avoiding the disk data replication needed in Hadoop 

to ensure cluster availability. It is through this mechanism that you can provide high availability and tolerance to 

cluster failures. 

In our implementation of the PSA algorithm with RDD (Figure 14), each line of the file (Holly Quran/Arabic Text) is 

read as an entire chain in RDD. Then the current line is divided into words that are put into a table generated by the 

"split" command. At the end of processing all lines. The order flatMap produces a table that includes all the tables 

generated in the division result. The final table is filtered to get only separate words. Each word is matched with a 

key/value pair. Finally, the operation reduceByKey is used on the key/value pair to apply the function Stemming on 

the value of the words in order to generate the root out. 

Figure 14:11  PSA algorithm improved in  Spark  RDD context 
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Not to mention that we specify in our Spark level code the URL of our Master Node implementation that we get via 

the address localhost:8080, in that same page also we can recover several information including the number of workers 

or Slavs we created and the number of Jobs executed. 

 

 Results and discussion 

In this section we set out our results in terms of the accuracy of the root words, the time it takes to complete the various 

implementations chosen during the study phase, the consumption in terms of memory and finally the use of theCPU. 

 

Figure 15: Evolution in time execution by file size12 

As figure 15 shows, our algorithm using Spark makes our temporal function virtually nil. 

The results obtained for the Standalone implementation mode (HDFS for file system) where our optimization of the 

PSA algorithm with the RDD design, and are represented by tables later. 

The stick graph in (Figure 16) allows you to visualize the execution time achieved by deploying the two frames 

separately, so our architecture (Standlone mode) used for Spark gives important results in terms of reducing execution 

time. 

Figure 16: Time run by 13HADOOP vs.   SPARKfile. 
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Both Hadoop and Spark require high memory consumption (Figure 17), however Spark is performed to save the use 

of CPU (Figure 17), these results are explained by the fact that Hadoop rewrites the value of the key on the disk, while 

Spark's storage is in memory. 

 

 

 

 

The consumption rates of resources memory are carefully recovered using the usual commands: free -m for 

globality, ps for the detail of processes. 

Figure 17:14Consumption of SPARK vs.  HADOOP Memory and CPU 
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In addition, the use of the CPU is supervised thanks to the "top" surveillance command, standard for most systems, 

and which was of great use to us. Normally, the "top" command is used dynamically. At the start, a table appears with 

values that change dynamically depending on the activities of each process, we also trace the time of the release of 

the Stemming process allowed us to align the results at a specific moment T. 

We chose to track our results in terms of execution time and stemming results through a web application (Figure 18) 

for form and facilitate analysis as we tackle a lot of tests, hence the mastery of managing the history in visual result 

capture and output file loading for consultation. 

Table 4: Result 1- Time Performance Spark vs Hadoop3 

Framework File size  Number of words Results in seconds 

Hadoop 112 bytes 6 1.156  

Spark 112 bytes 6 0,262955  

Table 5: Result 2 -Time Execution Spark vs Hadoop4 

Framework File size  Number of words Results in seconds 

Hadoop 1.3 Mo 82624 2.747 sec  

Spark 1.3 Mo 82624 1.425979 sec 

Table 6: Result 3- Time Execution Spark vs Hadoop5 

Framework File size  Number of words Results in seconds 

Hadoop 3 Mo 165248 2.9 sec  

Spark 3 Mo 165248 1.5 sec 

 

Table 7: Result 4-time execution Spark vs Hadoop6 

Framework File size  Number of words Results in seconds 

Hadoop 6 Mo 415173 10 sec 

Spark 6 Mo 415173 8 sec  

 

Figure 18:15Return of PSA exit results (Hadoop/Spark) 

https://doi.org/10.5281/zenodo.4898091
International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 19, No. 5, May 2021

https://doi.org/10.5281/zenodo.4898091 23 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500



The tables from 4 to 7, just consolidates the graph (figure 15) is shows in detail the number of words the size of the 

file and the number of seconds manifest at the end of the execution and the layout of the Output file. The running time 

is managed in the algorithms. 

 

Figure 19: file example of algorithm OUTPUT 

16 

VI. CONCLUSION 

The research carried out during this thesis has optimized data pre-processing algorithms and classified them as 

classification techniques, applied to the classical Arabic language, as we found in the early parts of this manuscript. 

Several factors give a major concern of researchers for the classification of the Arabic text.  

We have detailed throughout the chapters of this report what has been done in the literature to help improve the 

performance of data pre-processing and analysis and to fully exploit high-performing tools in the context of high 

volume data processing. 

Indeed, in the first chapter, after defining the problem and the need to improve the algorithms of "Stemming" in the 

research, we synthesized the solutions already used and the algorithms applied to meet this criterion and defined the 

main pillars. Then we will focus on the KHOJA algorithm, and add our contributions in this regard in the sense, where 

the goal was to improve the algorithm on the one hand under the framework of Hadoop and Spark and make very fluid 

the use of these two Framework for their algorithms likely to use large volume of input data.  

The first contribution is an algorithm based on Hadoop capable of processing very large data that is Arabic text taking 

into account its processing complexity. We proposed the Qur'an in Corpus of Data which represents a rich source of 
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any usual or specific morphological aspect. In a second step, we expanded the perimeter by working on specific 

domain data from Corpus Nada having several properties. This data is organized in a data warehouse. 

The second part of our Contribution in this work and shed light on the usefulness of working with Spark and Hadoop 

not as much as competitor but as accompanying to have better results in result accuracy and material convenience in 

the air of Big Data, so we proposed an improvement based on both Framework to make further optimizations on the 

algorithm of root removal of words and classification of its latest for analysis and decision-making in several areas. 
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Abstract— The focus on this work is on classifying phishing 
emails using deep neural networks. Since phishing emails have no 
specific characteristic, they are difficult to detect and classify, 
and little research has been done on the detection of phishing 
emails. In this work, two deep neural networks, Long Short Term 
Memory (LSTM), a form of Recurrent Neural Networks (RNN), 
and Convolutional Neural Networks (CNN), were compared and 
used for classification of phishing emails. RNN is the most used 
neural network for text classification. CNNs have also shown to 
be effective in text classification. In addition to tuning 
hyperparameters, different activation functions and optimizers 
are used for comparing the performance of CNN and LSTM on 
the basis of accuracy and the ROC-score. LSTM achieved a 
higher accuracy than CNN, and overall the Adam Optimizer 
performed better than the SGD optimizer. The best parameters 
for higher accuracy and ROC-score are also presented. 

Keywords: Phishing Email Classification; Convolutional 
Neural Networks; Long Short Term Memory; Hyperparameters; 
Recurrent Neural Networks; Deep Learning 

I.  INTRODUCTION 
Phishing is a cleverly crafted social engineering attack that 

is characterized by an attacker imitating a trustworthy source 
to gain confidential and private information from a user for 
malicious purposes [1, 2]. Phishing attacks, primarily carried 
out via email [3] or other electronic communication channels 
[4], affect both businesses and private individuals [2], and 
since emails are widely used in both personal and professional 
contexts, phishing has become a rising threat [5]. In 2019 
alone, more than 114,000 private individuals in the US lost in 
total more than $57.8 million through phishing [6]. In the 
same year, 90% of all organizations experienced targeted 
phishing attacks [7].  

Phishing attackers also exploit any crisis, and the 
coronavirus outbreak has been no different [8]. Google’s 
Threat Analysis Group reported that they blocked 18 million 
COVID-19 phishing emails per day in mid-April of 2020 [8]. 
Amidst the spike in remote work tied to the COVID-19 
pandemic, phishing campaigns have even been targeting 
remote working software like Skype and Zoom [9]. Attackers 
sent phishing emails looking eerily similar to legitimate 
pending notifications coming from Skype or Zoom, with a 
sender’s address that appears very legitimate at first and a very 
convincing landing page [9].  

The focus on this work is on classifying phishing emails. 
Since phishing emails have no specific characteristic, they are 
difficult to detect and classify, and little research has been 
done on the detection of phishing emails. In this work, two 
different deep neural networks, Long Short Term Memory 
(LSTM), a form of Recurrent Neural Networks (RNN), and 
Convolutional Neural Networks (CNN), were compared and 
used for classification of phishing emails. RNN is the most 
used neural network for text classification. CNNs have also 
shown to be effective in text classification. In this work, in 
addition to tuning hyperparameters, different activation 
functions and optimizers are used for comparing the 
performance of CNN and LSTM on the basis of accuracy and 
the ROC-score.  

The rest of this paper is organized as follows. Section 2 
presents the related works. Section 3 presents the data and 
preprocessing technique used. Section 4 presents the 
algorithms, CNN, RNN and LSTM. Section 5 presents the 
experimental design and parameters and section 6 presents the 
results and discussion. The last section, Section 7, is the 
conclusion. 

II. RELATED WORKS 
Several papers have shown that the CNN shows good 

performance for text classification. [10] applied CNN for 
sentence classification and achieved good results by using 
hyperparameter tuning. [10] included a dropout on the last 
layer and found the best hyperparameters by applying a grid 
search on one of the development data sets. In this work, six 
data sets were used to train and evaluate the performance of 
CNN for text classification. Several variations of the CNN 
were implemented and compared. The result was that even the 
simple CNN-model performed pretty well, but improvements 
can be made by fine-tuning (e.g. multi-channel for static CNN). 

[11] performed an empirical exploration on the user of 
character-level CNN (ConvNets) for text classification, and 
showed how CNN can achieve competitive results. In this 
work, One-Hot Encoding was applied on characters and 
compared to traditional models such as bag of words, n-grams 
and their TFIDIF variants. This work compared CNN with 
LSTM. 

Another work that made use of the One-Hot Encoding for 
text classification was [12]. This work analyzed the use of 
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discrete-time RNN and it’s capability for predicting the next 
symbol in a sequence in order to implement a model. This 
study, however, focused more on online prediction.  

[13] used RNN to classify textual data. In this work, on the 
basis of RNNs, three different architectures are implemented 
and compared. All showed good performance in classification 
of textual data. 

[14] focused on extracting and analyzing features of emails, 
and using the most important features for a multi-classifier 
prediction model. J48, SVM and IB1 were used in the multi-
classifier prediction model. The dataset used in this study was a 
publicly accessible dataset. These results showed that a single 
classifier would not be enough to classify phishing emails, and 
they were able to achieve almost perfect accuracy with their 
multi-classifier model (a low false positive rate). 

[15] also covered the classification of phishing. Features 
that were used in this work were, age of the domain name, IP 
address, number of domains or key words. 

III. THE DATA AND PREPROCESSING 

A. The Data 
The dataset was provided by AppRiver, a company 

headquartered in Pensacola, Florida, USA, that offers secure 
cloud-based cybersecurity solutions. The dataset contains 
18,365 emails, of which 3,416 are phishing emails.  

B. Preprocessing: One-Hot Encoding 
Phishing data, rather, phishing email data, is mostly text 

data. One-Hot Encoding was applied to transform this textual 
data into numerical vectors. One-Hot Encoding works as 
follows: It takes a word and assigns a vector containing only 
zeros and ones to that word. This vector then represents the 
specific word. To avoid the assignment of different outcomes 
of the same word to different vectors, tokenizing and 
lemmatizing methods are applied. Tokenizing refers to 
splitting the text into tokens, in our case words, where each 
token will be preprocessed separately. Lemmatizing is the 
transformation of words back to their stem using 
morphological techniques [16]. 

After lemmatizing, the vocabulary size needs to be set for 
the one-hot encoding. The vocabulary size describes how 
many different words should be assumed in the data. There are 
different approximations possible based on the size of the data. 
In this work the vocabulary size was set to 100. After setting 
the vocabulary size, each word will be one-hot encoded until 
all unit vectors are assigned to words. The remaining words 
will be assigned to a PAD vector, a vector only containing 
zeros.  

Also, the maximum document length and the vocabulary 
size needs to be specified. The vocabulary size was set to 100 
and the maximum document length to 70. 

IV. ALGORITHMS  

A. Convolutional Neural Networks 
Studies have shown that CNN has performed well with text 

classification [10, 11]. CNN consists of several layers of 
convolutions. Activation functions are applied to the results of 
the layers of convolutions. CNN tries to find features that best 
characterize the data by using filters throughout the 
convolutional layers. Each layer applies different filters. The 
filter and its values are learned by the network during the 
training phase. For each filter (each text) the output of the 
convolutional layer is a vector. This vector contains values that 
are the sum of the component wise multiplication when 
applying the filter on each region of the matrix containing the 
text [17]. 

In the pooling layer, the results of the convolutional layer 
will be pooled. There are different ways of pooling, e.g. max-
pooling or average-pooling. Max-pooling takes the maximum 
value of each vector while average-pooling calculates the 
average of each vector. The last layer of CNN is the fully 
connected layer. This layer combines the results from the prior 
layers, i.e. the extracted features with the classification of the 
data. It finds the features that best characterize the data in order 
to classify the data correctly [17]. 

B. Recurrent Neural Networks 
Studies have also shown that RNN has been successful in 

text classification [11, 13]. RNNs are a neural network in 
which each neuron receives input from a prior neuron, 
produces an output for the next neuron and sends an output 
back to itself. This means the input a neuron gets at the time 
step t is the input corresponding to this time step and its output 
from the previous time step. Each input is weighted. Taking 
into account not only the previous time step, but all the time 
steps before the output of a neuron, is a function of all the 
inputs from the previous time steps. There are different ways of 
implementing RNN. The RNN of interest for phishing email 
classification feeds the network with a sequence of inputs and 
ignores all outputs except for the last one, i.e. sequence-to-
vector network. This work focuses on the recurrent neural 
network, Long Short Term Memory (LSTM).  

1) Long Short Term Memory 
LSTM has been successfully used in text classification by 

[11]. The LSTM cell can be considered a black box, like a 
basic cell but with better performance. The training converges 
faster and it detects long-term dependencies in the data. The 
state of the LSTM is split in two vectors: h(t) and c(t) where 
h(t) describes the short-term state and c(t) the long-term state. 
The long-term state c(t–1) goes through the network, passes a 
forget gate (where some memories can be dropped) and the 
addition operation to add new memory. The current input 
vector x(t) and the previous short-term state h(t–1) are fed to 
four different fully connected layers:  The main layer is the one 
that outputs g(t). The other layers are gate controllers: the 
forget gate, the input gate and the output gate. This means that, 
in general, an LSTM cell can learn to recognize an important 
input, store it in the long-term state, learn to keep it and learn to 
extract it whenever it is needed [18]. 
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C. Activation Functions 
In order to process the data through the different layers, 

activation functions are used. These functions are used to 
transform the activation level of a unit into an output signal. 
This specifies how much information of a unit should be 
transported to the next layer. In this work, the Sigmoid and 
ReLU activation functions were used. Figure 1 illustrates the 
Sigmoid and ReLU activation functions respectively. 

 
Figure 1. Sigmoid and ReLU Activation Functions [25] 

 

1) The Sigmoid Activation Function  
The sigmoid activation function assigns a positive number 

between 0 and 1 to every input. The sigmoid activation 
function, one of the most used is most activation functions [19], 
is useful for training data that is between 0 and 1. 

2) The Rectified Linear Unit 
ReLU, the rectified linear unit, is conventionally applied as 

an activation function for hidden layers in a deep neural 
network but it can also be used to learn the weight parameters 
of the ReLU classification layer through backpropagation. It is 
defined as a maximum of zero and a specific input. This means 
that it always assigns a value greater or equal to zero [20]. 

V. EXPERIMENTATION 
This section describes the parameters used for CNN and 

LSTM experimentations respectively. 

A. Convolutional Neural Networks 
 First, the parameters that are used for CNN are 

described, and the next section describes how these parameters 
have been used. 

1) Parameters Used for Convolutional Neural Networks 
The experimental parameters that were used for CNN were: 

Number of channels, pooling method, dropout, Kernel size and 
the optimizer. Next the experimental parameters are explained. 

Number of channels. The number of channels was kept at 
three.  

Pooling method. Max-pooling takes the maximum value of 
each resulting vector of the convolutional layer while Average-
pooling uses the average value of all entries of that vector [21]. 
Both Max-pooling and Average-pooling were used in this 
work. 

Dropout. Dropouts are included in neural networks in order 
to avoid overfitting by dropping units when they exceed a 
specific value. Dropping a unit means excluding this unit and 
all connections of that unit in the neural network. A common 
value for the dropout rate is 0.5 [22]. The dropout rate was set 
to 0.5 in this work. 

Kernel size. The kernel size is the size of the filters in the 
convolutional layer. Since it is necessary to use the same 
number of columns for the filter as the one-hot encoded matrix, 
a variation can be included in the number of rows of the filter. 
Commonly used numbers of rows, i.e. kernel sizes, are used in 
this work. The kernel size or the length of the 1d convolution 
window was set to 4, 6 and 8 (three different sizes for the three 
channels respectively). 

Optimizer. Optimizer methods try to reduce the error of the 
model which can be measured by a loss function. Optimizing 
minimizes the loss function. The first optimizing method used 
was the stochastic gradient descent (SGD). This is a vector of 
partial derivatives. From this, the settings for minimal error can 
be calculated and the weights adjusted by using 
backpropagation [23]. The Adam Optimizer is generally better 
for working with high-dimensional parameter spaces. It 
combines the advantages of the AdaGrad (good performance 
with sparse gradients) and RMSProp (good performance for 
non-stationary settings) [26]. The Adam Optimizer and the 
Stochastic Gradient Descent were used in this work. 

2) Experimental Design for CNN 
Figure 2 presents the architecture for the design of 

experiments for CNN. For the filter sizes of 16, 32, 48 and 64, 
the following eight different settings were used. For Setting 1, 
the Sigmoid Activation Function, Max-pooling and Adam 
Optimizer were used. For setting 2, the Sigmoid Activation 
Function, Max-pooling and SGD optimizer were used, and so 
on. 
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Figure 2. Experimental Design for CNN 

 

B. Experimental Parameters for Long Short Term Memory 
The experimental parameters that were used for LSTM 

were, the optimizer, the maximum email length, the batch size 
and the number of epochs. 

Optimizer. The Adam Optimizer and the Stochastic 
Gradient Descent were used. 

Maximum Email Length. This was set to 500.  

Batch size. Since the whole dataset should not be processed 
through the network at once, the dataset was split into batches, 
i.e. into smaller datasets. These were then fed to the neural 
network. The batch size was set to the commonly used batch 
size of 64. 

The number of epochs. One epoch is when the whole 
dataset is passed forward and backward through the neural 
network only one time. Since optimizing a neural network is an 
iterative process, it is more efficient to not pass the whole 
dataset through the network at once. Low number for epochs 
can lead to underfitting (e.g. if the number of epochs is set to 
one), while a high number of epochs can lead to overfitting. 
Therefore, a balance has to be achieved to find the optimal 
balance between over- and underfitting [24]. In this work, the 
number of epochs was varied from 1 to 3.  

1) Experimental Design for LSTM 
Figure 3 presents the architecture for the design of 

experiments for LSTM. For Setting 1, the maximum email 
length was set to 500, batch size to 64, using one epoch, the 
Adam Optimizer, and the Sigmoid Activation Function. For 
setting 2, the maximum email length was set to 500, batch size 

to 64, using one epoch, the Adam Optimizer, and the ReLU 
Activation Function, and so on. 

 
 

Figure 3. Experimental Design for LSTM 

VI. RESULTS AND DISCUSSION 
In this section, first the measures of performance are 

presented, then the CNN and LSTM results are presented.  

A. Measures of Performance 
For a measure of performance, the accuracy, true/false 

positive rates and ROC-Score were used to measure the 
performance of the neural networks.  

1) Accuracy 
Accuracy is the ratio of correctly classified data. 

2) True / False Positives 
The false positive rate (FPR) is the ratio of non-phishing 

emails that were incorrectly classified as phishing emails. It can 
also be calculated by subtracting the ratio of correctly classified 
non-phishing emails from one. The true positive rate is the ratio 
of phishing emails that were correctly classified as phishing 
emails. The better a model, the higher the true positive rate, and 
the lower the false positive rate. The ROC curve plots TPR 
against FPR. 

True and False Positive rates give a better impression of the 
fit of a model than accuracy, especially for data where the ratio 
of the classes is not equal. In this study, less than 20% of the 
total dataset were phishing emails. Hence, using only accuracy 
as a measure of the model fit can give an unusually high 
accuracy, which might not be correct.   
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3) The ROC-Curve 
The ROC-curve shows the tradeoff between the true 

positive rates and the false positive rates (any increase in the 
true positive rates will be accompanied by a decrease in the 
false positive rates). The closer the curve follows the left 
border and the top border of the ROC space, the more accurate 
the test.  

B. CNN Results 
Figure 4 graphs each of the settings from Figure 2 by the 

number of filters and accuracy. Figure 4 shows that the number 
of filters did not have much of an effect on the accuracy of 
CNN. The settings, however, have an effect on the accuracy of 
CNN, hence this was further analyzed in Figures 5-8.  

 

 
Figure 4. CNN Accuracy by Setting by Number of Filters 

 

Figures 5-8 graph CNN accuracy by activation function for 
16, 32, 48 and 64 filters respectively. In each of these figures, 
the first four bars of represent the usage of the sigmoid 
activation function and the second four bars represent the usage 
of the ReLU activation function. 

 

 
Figure 5. CNN Accuracy by Activation Function for 16 Filters 

 
Figure 6. CNN Accuracy by Activation Function for 32 Filters 

 

 
Figure 7. CNN Accuracy by Activation Function for 48 Filters 

  Figure 1. CNN Accuracy by Activation Function for 64 Filters  

Figures 5 – 8 show that: 

• Overall, the ReLU Activation function performed 
better than the Sigmoid Activation function. 

• The Adam Optimizer performed better than the SGD 
Optimizer, both for Average-pooling as well as Max-
pooling, for both the Sigmoid as well as the ReLU 
activation functions.  
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Detailed results for the various runs, as per settings 
presented in Figure 2, are presented in Tables 1-8.  Table 1 
presents the results of the runs for Setting 1, Table 2 are the 
results of the runs for Setting 2, and so forth. 

 

Number of Filters Accuracy ROC-Score

16 92.82 % 95.15 %

32 93.15 % 95.67 %

48 93.84 % 94.11 %

64 93.07 % 93.92 %

Table 1. Setting 1: Kernel size 4,6,8, Sigmoid activation 
function, 3 channels, Max-pooling, Adam optimizer 

 

Number of Filters Accuracy ROC-Score
16 81.36 % 50.00 %

32 81.30 % 50.00 %

48 81.23 % 50.00 %

64 81.31 % 50.00 %

Table 2.  Setting 2: Kernel size 4,6,8, Sigmoid activation 
function, 3 channels, Max-pooling, SGD optimizer 

 

Number of Filters Accuracy ROC-Score
16 93.48 % 95.55 %

32 93.30 % 95.08 %

48 81.01 % 50.00 %

64 91.25 % 94.89 %

Table 3. Setting 3: Kernel size 4,6,8, Sigmoid activation 
function, 3 channels, Average-pooling, Adam optimizer 

 

Number of Filters Accuracy ROC-Score

16 81.28 % 50.00 %

32 81.35 % 50.00 %

48 81.28 % 50.00 %

64 81.29 % 50.00 %

Table 4.  Setting 4: Kernel size 4,6,8, Sigmoid activation 
function, 3 channels, Average-pooling, SGD optimizer 

 

 

 

 

Number of Filters Accuracy ROC-Score

16 96.25 % 94.10%

32 96.10 % 96.28%

48 96.52% 96.16%

64 96.36% 96.16%

Table 5. Setting 5: Kernel size 4,6,8, ReLU activation function, 
3 channels, Max-pooling, Adam optimizer 

 

Number of Filters Accuracy ROC-Score
16 81.25 % 50.00 %

32 81.36 % 50.00 %

48 81.29 % 50.00 %

64 81.34 % 51.59 %

Table 6. Setting 6: Kernel size 4,6,8, ReLU activation function, 
3 channels, Max-pooling, SGD optimizer 

 

Number of Filters Accuracy ROC-Score

16 96.04 % 96.05 %

32 95.27 % 94.95 %

48 95.57 % 96.15 %

64 95.86 % 95.91 %

Table 7. Setting 7: Kernel size 4,6,8, ReLU activation function, 
3 channels, Average-pooling, Adam optimizer 

 

Number of Filters Accuracy ROC-Score
16 81.20 % 50.00 %

32 81.35 % 50.00 %

48 81.24 % 50.00 %

64 81.32 % 50.00 %

Table 8. Setting 8: Kernel size 4,6,8, ReLU activation function, 
3 channels, Average-pooling, SGD optimizer 

From Tables 1-8, it can be observed that: 

• The highest accuracy (96.52%) as well as highest 
ROC-Score (96.16%) was obtained with Setting 5: 
Kernel size 4, 6, 8, ReLU activation function, 3 
channels, Max-pooling, Adam optimizer, with 48 
filters. The other filter sizes for this Setting, Setting 5, 
also had higher accuracy and ROC-scores than any 
other settings. 

• The second highest accuracy as well as second highest 
ROC-score group can be considered as Setting 7: 
Kernel size 4, 6, 8, ReLU activation function, 3 
channels, Average-pooling, Adam optimizer, with 16 
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filters, though the performance of the other filters (for 
this setting) were close. 

• The Adam optimizer performed better than the SGD 
optimizer. 

• Both the Sigmoid and ReLU Activation functions 
performed better with the Adam Optimizer. 

• Both Max-pooling as well as Average-Pooling 
performed better with the Adam Optimizer. 

• For CNN accuracy, it is difficult to say if the Sigmoid 
Activation performed better or the ReLU Activation 
function performed better. For the Sigmoid Activation 
function, Settings 1 and 3 gave good results, and for 
the ReLU Activation function, Settings 5 and 7 gave 
good results. Hence, other factors have to be 
considered besides the Activation function. 

1) ROC-Curves 
Figures 9 and 10 show the ROC-Curves for the ReLU and 

Sigmoid Activation functions respectively, for the best 
performing settings. The closer the curve follows the left 
border and the top border of the ROC space, the more accurate 
the test. For both of the graphs, Figures 9 and 10, we can 
observe that both activation functions had high results in terms 
of correctly classified data. 

 
Figure 9. ROC Curve for CNN using the ReLU Activation 
function (the best performing settings) 

 

 
Figure 10. ROC Curve for CNN using the Sigmoid Activation 
function (the best performing settings) 

 

C. Long Short Term Memory Results 
Figure 11 presents the LSTM accuracy by Activation 

function by each setting as per Figure 3 (the color codings are 
matched up to the color coding used in Figure 3 for the 
different settings, hence the legends are omitted in the 
following Figures). 

 

 
Figure 11. LSTM Accuracy by Activation Function by Settings 

Comparing the performance of LSTM for the two 
activation functions, Sigmoid and ReLU, from Figure 11 it can 
be observed that the sigmoid activation function performed 
better than the ReLU activation function for the LSTM model. 
In some cases, for the ReLU activation function, the LSTM 
model even had an accuracy of 0%. 
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Figure 12. LSTM Accuracy by Optimizer by Settings 

 

Figure 12 compares the performance of LSTM for the two 
optimization methods used, for the different settings. As per 
Figure 12, the Adam optimizer performed better than the SGD 
Optimizer. The SGD optimizer had 0% accuracy for some runs. 

The accuracy and ROC-score for the various runs as per the 
settings in Figure 3 are presented in Tables 9 – 14. The highest 
accuracy was obtained by the Setting 9: the Adam optimizer, 
max email length= 500, batch size= 64, 3 epochs, with the 
Sigmoid Activation function. This was an accuracy of 98.32% 
and the ROC-Score was 96.57%. The second highest accuracy 
was obtained using Setting 5: Adam optimizer, max email 
length= 500, batch size= 64, 2 epochs, with the Sigmoid 
Activation function. The second highest accuracy was 98.02% 
and the ROC-Score was 95.71%. And, the third highest 
accuracy was obtained using Setting 1: Adam optimizer, max 
email length= 500, batch size= 64, 1 epoch, with the Sigmoid 
Activation Function. The third highest accuracy was 97.85% 
and ROC-Score was 95.83%. All three highest accuracy scores 
obtained by LSTM were higher than the CNN accuracy scores. 

 

Activation Function Accuracy ROC-Score

Sigmoid  97.85 % 95.38 %

ReLU 81.88 % 94.95 %

Table 9. Setting 1 & 2: Adam optimizer, max email length= 
500, batch size= 64, 1 epoch 

 

Activation Function Accuracy ROC-Score
Sigmoid  81.28 % 50.00 %

ReLU 0.00 % 50.00 %

Table 9. Setting 3 & 4: SGD optimizer, max email length= 500, 
batch size= 64, 1 epoch 

 

 

 

Activation Function Accuracy ROC-Score

Sigmoid 98.02 % 95.71 %

ReLU 83.56 % 95.18 %

Table 10. Setting 5 & 6: Adam optimizer, max email length= 
500, batch size= 64, 2 epochs 

 

Activation Function Accuracy ROC-Score
Sigmoid 81.28 % 50.00 %

ReLU 81.28 % 50.00 %

Table 11. Setting 7 & 8: SGD optimizer, max email length= 
500, batch size= 64, 2 epochs 

 

Activation Function Accuracy ROC-Score
Sigmoid 98.32 % 96.57 %

ReLU 79.79 % 57.28 %

Table 12. Setting 9 & 10: Adam optimizer, max email length= 
500, batch size= 64, 3 epochs 

 

Activation Function Accuracy ROC-Score
Sigmoid 81.28 % 50.00 %

ReLU 0.00 % 50.00 %

Table 13. – Setting 11 & 12: SGD optimizer, max email 
length= 500, batch size= 64, 3 epochs 

VII. CONCLUSION  
The highest accuracy was achieved with the LSTM model, 

with an accuracy of 98.32% and a ROC-Score of 96.57%. This 
conforms with previous studies that have shown that RNNs are 
a reasonable method of classifying textual data. Nevertheless, 
CNN’s highest accuracy of 96.52% and ROC-Score of 96.16% 
was pretty close. The histograms will show, for both CNN and 
LSTM, that the Adam Optimizer always performs better than 
the SGD optimizer. These results are not surprising since the 
Adam Optimizer makes use of the characteristics of the SGD 
and also includes features of another optimizer. For the 
activation function, however, there is not a clear answer. The 
ReLU activation function performed better with CNN, but on 
the average, the Sigmoid activation function performed with 
LSTM. 
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Abstract—Mobile Ad-hoc Networks can be easily targeted by 
different attacks such as Denial of Service, Wormhole and Man-
in-the-Middle. A packet authentication is required in wireless 
communication to combat such attacks from outsider nodes. We  
have found out the parameters by which security of different 
protocols like  HEAP, LHAP, TESLA, and Lu and Pooch's can 
be assessed. Also vulnerabilities of these protocols for different 
attacks have been discussed. To grade the performance of these 
authentication protocols, different parameters such as 
throughput, latency and  packet delivery ratio have been used. 

 
Index Terms—HEAP, Authentication, Security, MANETs 

I. INTRODUCTION 
 Mobile Ad-hoc Networks (MANETs) are getting 

noteworthy attention from industry and research area due to its 
versatile applications and security challenges.  For example, in 
military applications, for infrastructure-less networks,  
MANETs are able to exchange strategic information and 
perform with high mobility. MANETs are also suitable for 
mobile conferencing in a big group of people. It can be quickly 
installed in emergencies like disaster management situations 
[1].  

MANETs have to offer different levels of security in 
various applications for their successful utilization. However, 
due to absence of central authority and wireless links among 
nodes, they have much greater security issues than wired 
networks. An attacker can easily join or leave and snoop a 
network, as physical link is not required. Their aim is to disrupt 
the network, drop packets or inject fake packets. As a result, it 
is easy to launch Denial of Service (DoS) attack, Man-in-the-
Middle attack and Wormhole attacks or imitate another node. 

To improve MANET’s security, different schemes such as 
secure routing using symmetric and asymmetric cryptography 
for key establishment and distribution have been proposed [2]. 
But, all these protocols are able to authenticate only control 
packets. If these are used for authentication of data packets, 
network overhead would increase. On the other hand, 

unauthenticated data packets make protocols vulnerable for 
different routing attacks, as it is essential to authenticate control 
and data packets both to provide guard against different attacks. 
Many authentication protocol like Hop-by-Hop Efficient 
Authentication Protocol (HEAP), Lightweight Hop-by-Hop 
Authentication Protocol (LHAP), Timed Efficient Stream Loss-
tolerant Authentication (TESLA) and Lu and Pooch's algorithm 
have been designed to authenticate both types of packets. 

II. AUTHENTICATION IN MANETS  
In this process, an authentication protocol is used by 

authenticator to verify credentials presented by a supplicant. In 
this way supplicant’s access privileges are established by the 
authenticator. Such an authentication protocol may also use a 
Trusted Third Party (TTP) during such a process. Here an 
supplicant is defined as an entity seeking access of protected 
resources through an authenticator, which is an entity that 
controls access to some resources. Further, it makes 
authentication decisions during the authentication process. A 
sequence of messages are exchanged between entities to 
identify each other. Here either supplicant or authenticator 
distribute secrets or allow secrets to be recognized. Further, an 
identifier that is used to authenticate a supplicant with high 
confidence is called a credential. Also, an entity trusted by 
both, supplicant and authenticator, is called TTP.   

III. NEED OF AUTHENTICATION PROTOCOLS  
Communication links in MANETs, in contrast to fixed 

networks, are open shared medium. As a result, communication 
between neighboring nodes is more vulnerable to attacks. In 
MANETs, due to constrained resources; limited battery power, 
small computational capacity and rapid changes in topography; 
both data packet delivery and authentication protocol used for 
routing need to be scalable and light weight. In MANETs, 
techniques such as asymmetric cryptography, being very 
intensive, are prohibitively insufficient due to associated 
computational complexity and message overhead. 
Contrastingly, symmetric cryptographic algorithms are fast; yet 
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complex in key maintenance, thus it creates difficulty in 
authentication of multicast and broadcast communication.  

Need for efficient and large-scale data dissemination is 
driving popularity of broadcast communication. Ability of 
broadcast networks to distribute packets to multitude of 
receivers also frequently facilitates malicious users to 
impersonate as a sender and inject packets in a broadcast 
network. This gives rise to need for authentication protocol 
which will enable receivers to verify that a given received 
packet was indeed sent by the claimed sender.  

Appending a Message Authentication Code (MAC); 
generated by use of a shared secret key; as usually deployed in 
point-to-point authentication mechanism; is actually 
insufficient to provide secure broadcast authentication. This is 
because any receiver with a secret key can forge data and 
function as a sender. To prevent such attacks, asymmetric 
cryptographic protocol becomes a natural choice. While its 
action of signing each data packet indeed provides secured 
broadcast authentication, it is associated with high overhead, 
time required to sign and verify as well as the consequent use 
of bandwidth.  

There are many techniques which gradually reduce this 
overhead by using single signature over several packets; yet 
none of those offer complete satisfaction about their bandwidth 
deployed, scalability and processing time in network. And as 
against this, serious vulnerabilities against attacks; like DoS, 
replay attack, Man-in-the-Middle attack and Wormhole attack 
are possible  If data packets are unauthenticated,  loss of 
robustness to packets loss are observed.  Serious attacks like 
DoS are possible If an attacker floods the receiver with bogus 
packets supposedly containing a signature while authentication 
deploying schemes amortize a digital signature over multiple 
data packets. The receiver gets overwhelmed while verifying 
bogus signatures as the signature verification being 
computationally costly. 

Researchers have recognized that to protect against such 
attacks, it is important to authenticate both data as well as 
control packets; and have accordingly designed requisite 
authentication protocols.  

IV. AUTHENTICATION PROTOCOLS  
In TESLA [3], packets are not authenticated at every Hop; 

instead it uses end-to-end authentication in which packets are 
authenticated by final receiver, that too after a delay of several 
seconds. As a result, TESLA’s throughput for mobile nodes is 
mediocre and suffers from long latency. Moreover, it also 
requires loose time synchronization between sender and 
receiver.  

LHAP is built on principles of TESLA and it makes an 
attempt to overcome its drawbacks. Actually, LHAP was 

designed for MANETs and makes use of Hop-by-Hop 
authentication [4].  

It deploys twin techniques of lightweight packet authentication 
and lightweight trust management and is consequently more 
efficient compared to traditional authentication algorithms. It is 
characterized by reduced number of public key operations as it 
makes use of TESLA for trust bootstrapping and maintaining 
trust relationships among a set of nodes.  LHAP employs one-
way hash chains in packet authentication technique.  

Lu and Pooch’s algorithm is based on LHAP. Even this 
algorithm uses Hop-by-Hop authentication and is known to be 
efficient like LHAP[5][6]. Yet, it uses only one key at every 
node instead of two as used by LHAP. Lu and Pooch’s 
algorithm makes use of ‘delayed key disclosure’ like TESLA; 
resulting in network latency. 

HEAP is independent of routing protocol used. It is suited 
for most applications, whether unicast, multicast or broadcast. 
It is very efficient protocol as it uses two keys and is based on 
modified HMAC algorithm [7]. 

 In HEAP; as and when due to mobility, a given node’s 
neighborhood alters; the said node shares the Ikey and a new 
Okey with each new neighbor. Even TESLA, LHAP and Lu 
function on similar lines. These keys need to expire after a 
certain amount of time and new keys should be generated, e.g. 
after every few hours is another requirement. This is one way 
to guard against crypt-analysis attacks by an adversary. 

V. SECURITY ATTACKS ON AUTHENTICATION PROTOCOLS 
Authentication Protocols in MANETs are prone to different 

types of attacks on their mechanism. Such attacks are mainly 
divided into two groups [4]; Outsider attack and Insider attack.  

A. Outsider Attacks 
Outsider attacks are defined as attacks from nodes which do 

not hold a valid certificate. Such attacks are further classified 
into two types.  

1) Single Outsider Attack: This type of attack is possible 
when a valid node moves out of the range of other nodes for a 
period of time; and this transmitting node is not aware of the 
absence of node. Further, transmitting node happens to have 
disclosed its TESLA and TRAFFIC keys for the said time 
period and a malicious node now obtains these keys and uses 
the same to pretend a node from the network. 

2) Collaborative Outsider Attack : Wormhole attack [8] is 
a type of collaborative outsider attack. It is launched by 
multiple attackers. These attackers form a private tunnel by 
which they communicate directly.  For example, node A wants 
to send packets to node E but node P1 eavesdropped key 
messages and traffic packets of node A and forwards to P2 via 
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a wormhole tunnel. Then P2 can alter and rebroadcast to 
node E.  

B. Insider attack 
 These attacks are launched by one or more nodes which are 

compromised and hold legal certificates. Insider attacks can be 
classified in to two types. 

1)  Single / Multiple Insider Attack : To increase the traffic 
inside the networks a compromised node may try to flood 
many traffic packets into the network. These attacks can be 
initiated by many compromised nodes which were legitimate 
previously.  
   2)   Insider Clone Attack : When a compromised legitimate 
node shares its identity or private key with an outsider attacker 
node and both holding the same identity. It is less likely to 
detect an outsider node. The cloned nodes are mostly spread in 
different network areas. The collaborative attack by these 
nodes is called clone attack.  

A few important attacks that affect authentication protocols 
are: Man-In-The Middle attack and DoS attack. In case of 
Man-In-The Middle, the attacker impersonates both sender as 
well as the receiver with respect to each other and without their 
knowledge of attack. In this attack, which is also called Bucket 
Brigade attack, the attacker is actively eavesdropping upon the 
link between the verifier and the prover and thereby 
intercepting all authentication messages being exchanged by 
the sender and the receiver in the network under attack [9]. 

 In DoS attack, an attacker causes unnecessary 
communication delay in data reaching its destination or 
network traffic is dropped altogether or even redirected to 
another destination.  

TABLE I. ATTACKS ON PROTOCOLS 

Name of 
Protocol 

Attack 

Man in Middle Wormhole DoS 

Lu and Pooch’s No No Yes 

TESLA No Yes Yes 

LHAP Yes Yes Yes 

HEAP No No No 

 

Source authentication schemes like TESLA having a upper 
bound limit on traffic rate but it can prevent some attacks on 
MANETs.  In case of Hop-by-Hop authentication every node 
authenticates only neighborhood nodes in place of the sources 
of original traffic, compromised node is able to pretending 
itself as a valid forwarding node and transmits malicious traffic 

inside the network. It does not offer strong source 
authentication, 

 TESLA, LHAP and Lu and Pooch’s algorithm refer Table 
I are vulnerable to DoS attack and requires that all the nodes 
should be synchronized in time [7]. To prevent TESLA, LHAP 
and Lu algorithm from certain attacks, it is required that when a 
node moves from the range, one or two keys should be 
exchanged with all new neighbor nodes. The keys should be 
valid for fix time and after that it should expire and a new key 
should be generated for same time period. 

To prevent “Man in-the-Middle” attacks from the TESLA it 
uses delayed key disclosure. LHAP is vulnerable to Wormhole 
and Man-in-the-Middle attacks refer Table I because periodic 
delayed key disclosure is not used in these algorithms [4].    

HEAP offers some level of protection against insiders who 
try to forge packets and impersonate other insiders in order to 
incriminate them. Any packet transmitted by an outsider node 
should be immediately dropped by the receiving insider node at 
the first hop with a very high probability. 

HEAP successfully guards against many outsider attacks 
refer Table I , such as DoS attack that attempt to flood the 
network, Wormhole attack, Man-in-the-Middle attack, and 
Flooding etc. [7]. 

VI. SECURITY PARAMETERS 
Security of any protocol can be assesed by following   

parameters-   

• Protocol is based on source authentication or hop by hop 
authentication. 

• Technique used for message broadcasting, weather 
protocol is multicast or unicast. 

• Algorithm used for trust maintenance in authentication.  

• No. of Keys used in trust bootstrapping. 

• Condition of trust termination between two nodes. 

• Use of symmetric cryptography (Digital Signature) in 
trust management. 

• Delayed authentication with indexing in transmission.  

• Delay time of  key disclosure   

• Use of varied delay in key disclosure 

VII. PERFORMANCE   PARAMETERS 
The performance metrics employed to analyze different 

protocols are- Authentication Latency, Throughput, and Packet 
Delivery Ratio (PDR). 
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A. Authentication Latency 
The latency in a packet authentication is due to MAC 

verification and delay key disclosure. The latency of MAC 
verification is less than one millisecond and it is due to 
computing one hash. The latency in packet authentication is 
mainly due to the key disclosure delay. The value of key 
disclosure delay is based on current traffic pattern and it is 
decided by the packet sender.  

B. Throughput 
Mean Throughput can be defined as the ratio of the number 

of packets successfully received by each node and total 
simulation time [10].  

C. PDR 
 PDR is measured as the ratio of number of packets 

successfully received by each node and total number of packets 
sent [10]. 

Authors [7] have performed the simulation on GloMoSim 
v2.03. Following approximate values of Mean latency variation 
(Table II),   PDR variation (Table III) and Throughput variation 
(Table IV) are found by the study of simulation results graph of 
TESLA, LHAP, Lu Pooch’s algorithm and HEAP.  

Mean latency of HEAP is very low as compared to other 
protocols.  

 In case of TESLA, LHAP and HEAP, the peak value of 
PDR (Table III) is reached approximately 85% at packet rate 
20 packets/sec.  Initially PDR remains constant up to 25 
pkts/sec. As can be seen, at higher packet rates, PDR quickly 
reduces and tapers off to around 10%., as the throughput is a 
function of the product of the PDR and packet rate.  

The peak value of throughput (Table IV) is reached at 25 
packets/sec, because throughput is proportional to product of 
the PDR and packet rate. For high packet rate throughput falls 
sharply cutting with PDR but for packet rate more than 50 
packets/sec. throughput is nearly constant and effect of low 
PDR is offset by the high packet rate.  

The performance of Lu’s algorithm is significantly poorer 
than all other algorithms in both PDR and throughput. It is due 
to caches of packets at first forwarding nodes. First forwarding 
node cached packets until it would not receive a key update 
packet.  

 

 

 

 

 

 

TABLE I. VARIATION OF MEAN LATENCY 

S.No. Number of 
Hops 

Protocol 

LHAP HEAP TESLA Lu 
Pooch’s 

1 1 1000 4 20000 2000 

2 2 1000 10 20000 6000 

3 3 1000 12 25000 9000 

4 4 1000 14 30000 10000 

5 5 1000 16 35000 11000 

TABLE II. PDR (%) VARIATION 

S.No. 
Packet 
Rate 

(Pkts / sec) 

Protocol 

LHAP HEAP TESLA Lu 
Pooch’s 

1 20 85 85 85 40 

2 40 36 36 36 19 

3 60 21 20 20 10 

4 80 16 16 15 9 

5 100 15 15 13 9 

TABLE III. VARIATION OF  THROUGHPUT(bytes/s) 

S.No. 
Packet 
Rate 

(Pkts /sec) 

Protocol 

LHAP HEAP TESLA Lu 
Pooch’s 

1 20 8800 8800 8800 4000 

2 40 7200 7200 7200 3700 

3 60 6800 6000 6800 3500 

4 80 6900 6600 6500 3900 

5 100 6900 6600 6300 4700 

VIII. CONCLUSION 

     We compared the performance of HEAP, TESLA, LHAP 
and Lu and Pooch’s algorithms and it is observed that TESLA 
is vulnerable to DoS attack and requires secure time 
synchronization of all the nodes. It introduces very large 
latencies of several seconds making it unsuitable for real time 
or QoS applications. LHAP is vulnerable to Wormhole and 
Man-in-the Middle attack. It also has very large memory 
requirements at every node.  Lu’s scheme has overall poor 
performance. In this scheme, throughput and PDR 
significantly degrade. It has extremely low memory 
requirements. HEAP is resistant to several outsider attacks 
such DoS, Wormhole, Replay. HEAP is suitable for use in 
MANETs for unicast, multicast or broadcast applications. 
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Abstract— Studies have evaluated the use of machine learning to 

support clinical evaluation in cancer patients. Random Forest has 

demonstrated to be a relevant technique in predicting survival 

based on staging, treatment, prognosis, and patient characteristics. 

This study evaluated the performance of Random Forest classifier 

to predict the breast cancer patients’ survival at starting the 

treatment phase in two different classes: up to or over 5 years; and 

evaluated performance by selecting the most relevant 

characteristics of the dataset using ReliefF feature selection 

method. The data were collected from the breast cancer patients’ 

medical records. Altogether, 60 patient records were selected and 

the 10-folds cross-validation technique was used in the execution 

of Random Forest. Random Forest presented a significant result 

to predict the patients’ survival, once its analysis demonstrated an 

accuracy of 91.67%, precision of 91.8%, F-Measure of 91.7%, 

sensitivity of 91.18% and specificity of 92.31%. Using the ReliefF 

method the accuracy was 93.33%, precision 93.3%, F-Measure 

93.3%, sensitivity 94.12% and specificity 92.31%. It was possible 

to observe that the classifier presented excellent results of 

classification prediction. Therefore, this model could be 

recommended as a useful tool to predict the survival rate of breast 

cancer patients and to support medical decisions. 

Keywords- classification; prediction; breast cancer patients; 

Random Forest classifier; ReliefF method. 

I.  INTRODUCTION 

Cancer is a chronic and multifactorial disease, characterized 
by uncontrolled growth of cells that can invade other tissues 
leading to metastasis and can promote severe metabolic, 
immunologic and endocrine alterations in the body, also can 
induce cachexia-anorexia syndrome, which can lead the patient 
to death [1], [2]. The patients can be treated by different types of 
anticancer therapies, such as surgery, chemotherapy, 
radiotherapy and hormone therapy, depending on the cancer 
stage and the patients' clinical condition, as well as, in 
accordance with the therapies available by the medical health 
system [3], [4]. 

Cancer incidence and prevalence have been increasing in an 
alarming rate worldwide and is considered the second leading 
cause of death [5]. Breast cancer is one of the main cancer types 
in Women [5]. In Brazil, breast cancer is the most common 
cancer and is one of the main causes of death in women [6]. In 
accordance with data from the National Cancer Institute (INCA), 
it is estimated that Brazil will have 625,000 new cancer cases in 
2020, of which 66,280 will be new breast cancer cases [6]. 

Recent studies have evaluated the use of machine learning 
techniques to support the clinical assessment performed by the 
physician [7]. These tools assist in the diagnosis and can assist 
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in defining the most appropriate technique to be applied in the 
treatment of the patient. Vibha et al. [8] compared the Random 
Forest classifier and the algorithms Back Propagation and the 
Association Rule Classifier to confirm the diagnosis of tumor in 
breast cancer patients by mammography. Ghongade and Wakde 
[9] proposed to diagnose breast cancer patients using the 
machine learning method based on the Random Forest classifier 
using Fast Correlation-based feature Selection (FCBF) 
technique. Wang, Cheng, and Chiu [10] trained an Artificial 
Neural Network (ANN) to predict the patients’ five-year 
survival rate. Montazeri et al. [11] evaluated seven models of 
machine learning methods for the prediction of breast cancer 
survival in Iranian adult people, and it was observed that the best 
model to predict survival was Random Forest. 

In addition, Wang et al. [12] adopted a tree ensemble 
classification method that took imbalanced data into account to 
evaluate the 5-year survival rate of colorectal cancer patient. It 
was obtained the accuracy, sensitivity and specificity of 70.69%, 
84.52% and 66%, respectively. Shouket et al. [13] evaluated six 
classifiers for the prediction of breast cancer survival. 
Concerning the 5-year survival rate, JRip and Random Forest 
classifiers had better accuracy, 96.25% and 95.83%, 
respectively. 

Moreover, Singh et al. [14] evaluated a system and 
investigated the use of the AdaBoost feature selection method 
for the execution of the Random Forest to detect normal and 
abnormal mammography images. Ahmad and Yusoff [15] 
evaluated the classification of breast cancer lesions using the 
Random Forest classification method into two categories: 
benign and malignant cancer. Ganggayah et al. [3] researched 
machine learning techniques to build models for identifying the 
most important prognostic factors influencing the survival rate 
of breast cancer patients in the Asian setting, at the end, the 
Random Forest algorithm produced better performance using all 
data. Sun et al. [16] proposed a framework to detect cervical 
cancer patients based on Pap smear images using Random Forest 
classifier and  ReliefF feature selection method. 

Thus, this study aims to evaluate the performance of the 
Random Forest classifier to predict the breast cancer patients' 
survival rate at the beginning of the treatment phase into two 
different classes: up to 60 months (five years) or above 60 
months (five years). The data were collected from medical 
records carried out by oncologist doctors of Santo Antônio's 
Hospital in Sinop, Mato Grosso, Brazil. Furthermore, the 
objective was also to evaluate performance by selecting the most 
relevant characteristics of the dataset using the ReliefF feature 
selection method in the Random Forest classifier. 

II. MATERIAL AND METHODS 

The architecture of the article is described in Figure 1. The 
first step was the collection of real data from the patients' 
medical records. During the data preparation phase, some 
instances were removed due to lack of pattern, noises, and when 
they did not address the purpose of this article. Then, the features 
were selected, and the classifier was executed. 

 
Figure 1. Classification architecture of data collected from the patients’ 

medical records with breast cancer. 

A. Data Collection 

The data were collected from handwritten medical records 
carried out by oncologist doctors of Santo Antônio's Hospital in 
Sinop, Mato Grosso, Brazil. In total, 197 patients with breast 
cancer between 2013 and 2018 were analyzed. The research 
targets were female or male patients who were preliminarily 
diagnosed with breast cancer and received their entire treatment 
in the study hospital. The study and data collection were 
approved by the Hospital Ethics Committee and by the Ethics 
Committee for Human Study at Universidade Federal de Mato 
Grosso (protocol n. 2.414.600). In Figure 2 are listed the 
extracted data. 

B. Data Preparation 

Considering that data collection ended in December 2019 
and this paper aims to predict the breast cancer patients' survival 
at the beginning of the treatment phase into two different classes: 
up to 60 months (five years) or above 60 months (five years), the 
data between 2015 and 2018 of alive patients were removed due 
to the impossibility to verify if these patients will survival up to 
or above five years. 

The data between 2013 and 2014 of alive patients where on 
the day of data collection the patient had survived less than 5 
years were removed, due to the impossibility to determine 
whether the survival of these patients was up to or above 5 years. 
The data between 2013 and 2018 of all the dead patients were 
considered. Some instances were removed due to lack of pattern, 
and noises. Thus, 60 patients’ data were considered for 
prediction analysis. 

 
Figure 2. Data collected from the patients’ medical records. 

C. Feature Selection 

The data were organized, and the feature selection was based 
on clinical availability and [10], [11] and [7] studies. In the 
present work, were selected twelve features to predict the five 
years survival rate of the patients: age, sex, body mass index, 
estrogen receptor expression (ER), progesterone receptor 
expression (PR), human epidermal growth factor receptor type 2 
expression (HER-2), tumor staging, hormone therapy, 
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radiotherapy, surgery, metastasis and diabetes. The class target 
was final survival which if higher than or equal to five years, set 
as 0, otherwise, set as 1. In Table I, the attributes of the dataset 
were described in detail. 

To compare the performance of the Random Forest 
classifier, the features were also ranked based on the ReliefF 
algorithm, as seen in Table II. The features with positive weights 
- sex, body mass index, ER, PR, tumor staging, hormone 
therapy, radiotherapy, surgery, metastasis and diabetes - were 
selected and submitted to the classifier. ReliefF algorithm is used 
to identify which attributes are most relevant to the set of 
instances and available data. A weight is linked to each attribute, 
where the most relevant attribute has the highest weight. It is not 
limited to two classes problems, it is a robust algorithm that can 
handle noisy and incomplete data [17]. It was executed by the 
Weka program. 

Sun et al. [16] evaluated the ReliefF algorithm to select the 
features of the dataset of cervical cancer patients and obtained 
significant results. Sangaiah and Kumar [18] proposed to 
combine the ReliefF and entropy-based genetic algorithm to 
select the features. From a total of 24,482, it was reduced to 75 
features for classifying normal breast cancer patients, obtaining 
results with better accuracy. 

D. Random Forest Classification 

The Weka program version 3.8.4 (Waikato Environment for 
Knowledge Analysis) was used in the simulations proposed in 
this article, which has several implementations contemplated 
that facilitates data analysis and simulations. 

The use of machine learning techniques is an important 
methodology for tumor detection and assessment of the survival 
rate of breast cancer patients [19]. The Random Forest classifier 
proved to be one of the most efficient techniques in this process 
as can be seen in [11] and [9]. This classifier is defined in [20] 
and [21]. In this study, it was used the technique 10-folds cross-
validation. In this technique, the data set is divided into 10-folds 
and 10 training iterations are performed, in each iteration 9-folds 
are used for training and one fold for validation, the calculated 
performance is the average performance of the 10 iterations, as 
shown in Figure 3 [16]. 

 
Figure 3. Interactions that occur in the technique 10-folds cross-validation. 

E. Analysis Classifier Performance 

A normal method for evaluating the classifier result is to 
compare the classifier results with the current condition of the 
patients. This paper used the indicators accuracy, sensitivity, 
specificity, precision, and F-Measure to evaluate the results 
classifier using the variables true positive (TP), false positive 
(FP), true negative (TN) and false negative (FN). 

 
 

TABLE I. BREAST CANCER DATASET DESCRIPTION OF ATTRIBUTES. 

Feature 

number 

Feature 

description 
Value Amount 

Proportion 

(%) 

1 Age 

<=30 0 0.00% 

31-40 6 10.00% 

41-50 16 26.67% 

51-60 21 35.00% 

>60 17 28.33% 

2 Sex 
Female 59 98.33% 

Male 1 1.67% 

3 
Body mass 

index 

Normal 

weight 
17 35.42% 

Overweight 14 29.17% 

Obesity 17 35.42% 

4 

Estrogen 

receptor 

expression 

Positive 48 84.21% 

Negative 9 15.79% 

5 

Progesterone 

receptor 

expression 

Positive 45 78.95% 

Negative 12 21.05% 

6 

Human 

epidermal 

growth factor 

receptor type 

2 expression 

Positive 11 20.37% 

Negative 42 77.78% 

Inconclusive 1 1.85% 

7 
Tumor 

staging 

1 16 27.12% 

2 16 27.12% 

3 17 28.81% 

4 10 16.95% 

8 
Hormone 

therapy 

Yes 42 71.19% 

No 17 28.81% 

9 Radiotherapy 
Yes 37 61.67% 

No 23 38.33% 

10 Surgery 
Yes 51 85.00% 

No 9 15.00% 

11 

Metastasis in 

another 

organ 

Yes 22 37.93% 

No 36 62.07% 

12 Diabetes 
Yes 5 9.09% 

No 50 90.91% 

13 

Class target 

(final 

survival) 

0 34 56.67% 

1 26 43.33% 
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TABLE II. LIST OF ATTRIBUTES RANKED USING THE RELIEFF METHOD. 

Ranking Feature Weight 

1 Metastasis 0.66222 

2 Tumor staging 0.2375 

3 PR 0.11056 

4 Hormone therapy 0.07167 

5 Diabetes 0.05167 

6 Surgery 0.02167 

7 Body mass index 0.01958 

8 Radiotherapy 0.01833 

9 ER 0.01722 

10 Sex 0.00667 

11 HER2 -0.02208 

12 Age -0.04833 
PR: progesterone receptor; ER: estrogen receptor; HER2: human epidermal 
growth factor receptor type 2. 

 

• True positive: breast cancer patients' who lived above 
five years and were correctly classified as patients who 
lived above five years; 

• False positive: breast cancer patients' who lived up to 
five years and were incorrectly classified as patients 
who lived above five years; 

• True negative: breast cancer patients' who lived up to 
five years and were correctly classified as patients who 
lived up to five years; 

• False negative: breast cancer patients' who lived above 
five years and were incorrectly classified as patients 
who lived up to five years. 

Based on these variables, the accuracy is defined by the 
proportion of instances correctly classified concerning the total 
number of instances. It can be obtained from Equation 1. 
Precision is the proportion of instances correctly classified 
concerning instances classified as positive, as described in 
Equation 2. Finally, F-Measure is the combined metric of 
precision and recall. This analysis demonstrates how precise and 
robust is the classifier, being described by Equation 3. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

  

𝐹 −𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (3) 

 

Sensitivity or true positive rate (TPR) evaluates the positive 
instances correctly classified concerning the total number of 

positive instances, that is, the proportion of patients who lived 
above five years and were correctly classified. This 
demonstrates the capacity of the algorithm to classify correctly 
the positive cases. It can be obtained from Equation 4. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (4) 

Specificity evaluates negative instances correctly classified 
concerning the total number of negative instances, that is, the 
proportion of people who lived up to five years and were 
correctly classified. This demonstrates the capacity of the 
algorithm to correctly classify the negative cases. It can be 
obtained from Equation 5. The false positive rate (TPR) is equal 
to 1-specificity. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (5) 

 

 
Figure 4. General confusion matrix for two classes. 

Confusion matrix shows how many instances have been 
assigned to each class. In this study, we considered survival over 
5 years as positive and survival up to 5 years as negative. Thus, 
the line "Actual Positive" in Figure 4 represents the number of 
patients who survived over 5 years, according to the data 
collected from medical records. And the "Actual Negative" line 
shows the number of patients who survived up to 5 years. 
However, the "Classified Positive" and "Classified Negative" 
columns represent the classification performed by the classifier. 

III. RESULTS AND DISCUSSION 

This study included data from 60 patients who started 
treatment between 2013 and 2018. In the classification based on 
the patients' survival status, 26 patients died within 5 years, 
which represented 43.33% of the total patients’ population, and 
34 patients survived above 5 years, 56.67% of the patients’ 
population. In the classification based on cancer stage, the 
number of patients diagnosed as in Stage I to Stage IV were 16, 
16, 17, and 10, respectively, accounting for 27.12%, 27.12%, 
28.81%, and 16.95% of the data collected, respectively. 

The 5-year survival rate predicted using the Random Forest 
classifier was compared to the original data as shown in 
Confusion Matrix in Figure 5. The "Survival above 5 years" line 
describes the number of patients who survived over 5 years, 
according to the medical record, which resulted in 34 patients. 
And the line "Survival up to 5 years" shows survivors up to 5 
years old, which totaled 26 patients. However, the "Survival 
above 5 years" column presents the number of records classified 
by the Random Forest classifier as survivors over 5 years, and 
the "Survival up to 5 years" column describes the number of 
subjects classified as survivors up to 5 years. In Figure 5B, the 
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characteristics used in Random Forest were based on the 
selection of characteristics performed by the ReliefF algorithm. 
And in Figure 5A, we submit all the characteristics in the 
execution of the classifier. 

 
Figure 5. Survival prediction results. A) Results using the Random Forest 

classifier. B) Results used the Random Forest classifier based on the selection 
of characteristics performed by the algorithm ReliefF. 

Figure 6 presents the comparison between Random Forest 
classifier performance with or without the use of the ReliefF 
algorithm. It is possible to observe that the Random Forest 
classifier presented a significant result to predict the survival of 
these 60 patients, once its analysis demonstrated an accuracy of 
91.67%, precision of 93.94%, F-Measure of 92.54%, sensitivity 
of 91.18% and specificity of 92.31%. Evaluating twelve features 
to predict the five years survival rate of the Brazilian patients by 
the Random Forest, it is possible to observe that the analysis was 
effective presenting excellent accuracy and sensitivity results. 

 
Figure 6. Comparison between Random Forest performance with or without the 

use of the ReliefF algorithm. 

Similarly, Ganggayah et al. [3] also evaluated machine 
learning techniques to build models for identifying the important 
prognostic factors influencing the survival rate of breast cancer 
patients. They analyzed a large dataset with 8066 data with 
diagnosis information between 1993 and 2016 and selected 24 
variables for the analysis, observing that the Random Forest 
algorithm produced better performance using all data: accuracy 
of 82.70%, sensitivity of 83%, specificity of 81% and precision 
of 93%. Also, the six most important variables identified were 
cancer stage classification, tumor size, number of total auxiliary 
lymph nodes removed, positive lymph nodes, primary treatment 
types, and methods of diagnosis. 

In the present study, to compare the performance of the 
Random Forest classifier, the features were also ranked based on 
the ReliefF algorithm, and it was possible to observe that using 
the ReliefF significant results were obtained, once the data 
demonstrated an accuracy of 93.33%, a precision of 94.12%, an 
F-Measure of 94.12%, sensitivity of 94.12%, and specificity of 
92.31%, as shown in Figure 6. The features used in this analysis 
were: sex, body mass index, ER, PR, tumor staging, hormone 
therapy, radiotherapy, surgery, metastasis and diabetes. 

Tapak et al. [7] evaluating eight models of machine learning 
methods for the prediction of breast cancer survival and 
metastasis in Iranian women, analyzed 9 different risk factors to 
compare the models and presented that the Support Vector 
Machine (SVM) and Linear Discriminant Analysis (LDA) were 

the best models to predict survival, with the sensitivity of 73% 
and accuracy of 93%. However, LDA was the best model to 
predict metastasis, with an accuracy of 86% and precision of 
61%. None of the methods had a sensitivity greater than 50% to 
predict breast cancer metastasis. 

Wang, Cheng, and Chiu [10] also trained an Artificial Neural 
Network (ANN) to predict the patients’ five-year survival rate. 
The authors selected five variables, including age, tumor size, 
condition of tumor metastasizing to lymph nodes, whether the 
tumors had metastasized to other organs and whether breast-
conserving surgery was performed followed by radiotherapy. 
The ANN method had an accuracy of 85.1%, sensitivity of 
94.83% and specificity of 52.86%. Sun et. al [16] evaluated the 
combination of the Random Forest classifier with the ReliefF 
method to generate a reliable classification framework for the 
cervical cell images and compared the results obtained with the 
performance of the Naive Bayes, C4.5 and Logistic Regression 
classifiers. The results based on Random Forest with the top 13 
features selected by the ReliefF method achieved the best 
performance in all the experiments evaluated [16]. 

Moreover, Wang et al. [12] proposed a two-stage model for 
advanced-stage colorectal cancer survival prediction, where the 
first stage was to predict whether a patient can survive more than 
five years. In the first stage adopted a tree ensemble 
classification method that took imbalanced data into account. In 
total, 1568 records with survival over 60 months and 1503 
records with survival less than 60 months, were retained for 
classification experiments. It was 10-fold cross-validation, and 
the accuracy, sensitivity and specificity were 70.69%, 84.52% 
and 66%, respectively. 

In addition, Shouket et al. [13] evaluated six classifiers to 
predict breast cancer survival in Pakistani patients, based on a 
record of 200 breast cancer patients and a data set consisting of 
10 features. Concerning the 5-year survival rate, JRip and 
Random Forest classifiers had better accuracy, 96.25% and 
95.83%, respectively. Montazeri et al. [11] evaluated seven 
models of machine learning methods for the prediction of breast 
cancer survival in Iranian adult people, selecting 9 attributes that 
are associated with the survival of breast cancer patients. The 
dataset included 900 patient records in which 803 patients were 
alive and 97 patients were dead. They compared the models by 
10-fold cross-validation strategy and was used Weka software, 
observing that the best models to predict survival was Tree 
Random Forest with accuracy, true positive rate and precision of 
96% and false positive rate of 24.1%. 

IV. CONCLUSION 

The models presented significant results. At first, twelve 
characteristics were selected to be submitted to the Random 
Forest classifier, where it obtained accuracy of 91.67%, 
precision of 93.94%, F-Measure of 92.54%, sensitivity of 
91.18% and specificity of 92.31%. Then, the features were 
ranked based on the ReliefF algorithm and submitted again in 
the Random Forest classifier, obtaining an accuracy of 93.33%, 
a precision of 94.12%, an F-Measure of 94.12%, sensitivity of 
94.12% and specificity of 92.31%. In this sense, this model 
proved to be a useful tool to predict the survival rate of breast 
cancer patients and to support medical decisions. A limitation of 
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this work is the number of records available, as a suggestion it is 
possible to consider a longer period and perform the 
classification again to evaluate the accuracy of the results. 
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Abstract—The  number  of  individuals  who  develop  Diabetic
Retinopathy (DR)   has increased significantly in recent years. Early
detection  and  diagnosis  is  essential  to  prevent  the  vision  loss.
Ophthalmologist need to analyze mass retinal images to discover the
anomalies, for example, spilling veins, retinal swelling(macular edema),
greasy stores on the retina (exudates), and changes in the veins. Early
detection  of  DR from  retinal  images  is  a  challenging  task.  Medical
image examination is the most effective method for diagnosis  of DR.
Computer  Aided  Diagnosis  (CAD)  systems,  which  can  be  used  in
clinical  environments  assists an  ophthalmologist  in  diagnosing  and
detecting DR. This paper aims to investigate, the state of art regarding
CAD  for  DR.  The  review  focus on  major  techniques  in  image
processing and data mining that are employed for  developing a CAD
system for DR.  This survey also  comes up with a common analysis of
the current CAD system according to the employed modalities for DR
diagnosis or detection. Future research works are discussed to develop
efficient CAD systems for DR diagnosis or detection.

Index  Terms—  Computer  Aided  Detection,  Classification,
Diabetic  Retinopathy,  Feature  Extraction,  Image  Processing,
Preprocessing.

I. INTRODUCTION 
Diabetic Mellitus is a chronic disease caused due to excessive level of

sugar  content  in  the  blood.  It  mainly  affects  kidneys,  nerves,  heart  and
minute blood vessels in the eyes[1]. DR is an eye disease, which can cause
damage to the retina.  A vascular eye disease will eventually cause blindness
in people and can be of two types, Non-Proliferative DR (Early DR)[2] and
Proliferative DR (Advanced DR).  These days DR is a significant reason for
visual  impairment  in  individuals  with  diabetic.  Therefore,  constant eye
check-up and timely treatment is required. However, the dearth of  experts
along with related higher medical prices makes regular check up pricey.  To
fill  this  opening,  development  of  low cost  CAD systems,  which  can  be
employed in clinical environments,  have  gained far more attentiveness in

recent years.  

*Address  correspondence  to  this  author  at  the  Department  of  Computer
Science  and  Engineering,  Federal  Institute  of  Science  and  Technology,
Ernakulam-683577, India; E-mails: amrakmar.mn11@gmail.com

In this period, individuals with diabetic is more and ophthalmologist need to
look  at  mass  retinal  pictures  to  discover  the  irregularities,  for  example,
leakage of blood vessels, deformation of retina(macular edema) and small
deposits known as exudates.Early detection of DR is a challenging task in
ophthalmology. Most of the CAD systems use some computerized feature
extraction and classification algorithms to detect DR. These can be a better
tool or an intelligent diagnostic system for an ophthalmologist in detecting or
diagnosing  the  DR[3].  Many  efforts  has  been  made  to  develop  CAD
systems, which are based on the breakthrough or advances in digital image
processing, data mining techniques and pattern recognition. Development of
a  DR-CAD system[4,  5]  is  a  tough  task  in  the  field  of  ophthalmology.
Automatic detection systems were utilized different advances beginning with
image  processing  technologies  of  retinal  data[6]  and  upgraded  to  AI
approaches  such  as  machine  learning  and  deep  learning[7].  Optical
coherence  tomography  and  fundus image analysis[8]  are  mainly  used as
imaging techniques to draw out the characteristics associated with the retina
in the diagnosis of various retinal diseases. Several methods were employed
to  develop  CAD  system  that  uses  various  datasets,  feature  vectors  and
different methodologies for classification[9-11].  Due to the technological
development, numerous applications were suggested for the development of
DR-CAD system. Earlier  days CAD framework were  employed with the
support  of image processing techniques for the mass screening of retinal
images[1,  12].  Retinal  images  were  segmented  using  segmentation
algorithms,  which  will  identify  optic  disc,  blood  vessels  and  fovea
localization[13,  14]  etc.  Geometric  relationship  of  different  features  and
lesions can be used along with some morphological operations[15] to obtain
a  better  framework  for  analyzing  the  retinal  images.  Image  processing
techniques can  be  effectively  applied on retinal  images  for  the  effective
segmentation[16].  Soft  computing  techniques[17]  employ  as  a  proficient
method for the recognition of blood vessels in digital retinal images.

With the introduction of AI based approaches CAD system acquired
more accuracy than the previous methods. Automatic detection systems for
DR  using  machine-learning  approaches  given  a  new  look  to  the  CAD
system[18]. Era of deep learning approaches[19, 20] provides desirable and
improved results  for the detection of DR. In the field of ophthalmology,
application of deep learning algorithms in retinal imaging is an upcoming
research area[21, 22]. Hybrid solution including image processing and AI
approaches[23] is another versatile method for developing CAD system with
good accuracy. Voets et. al.[24] overcomes the issues of deep neural network
by incorporating new methodologies. .In this paper, we present some of the
important  methods,  which  have  been  employed  in  developing  the  CAD
system for DR. 
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A.List Of Abbreviations

AHE        Adaptive Histogram Equalization  

AI  Artificial Intelligence

BDT        Binary Decision Tree

BPNN      Back Propagation Neural Network

CAD        Computer Aided Diagnosis/Detection

CLAHE  Contrast  Limited  Adaptive  Histogram
Equalization 

CNN  Convolutional Neural Network

CUHK     Chinese University of Hong Kong 

DNN   Deep Neural Network

DR           Diabetic Retinopathy

DWT   Discrete Wavelet Transform

FFT   Fast Fourier Transform

FIRE        Fundus Image Registration  

GLCM  Gray Level Co-occurrence Matrix

HE           Histogram Equalization

LESH  Local Energy-based Shape Histogram

LPBPC    Local Property-Based Pixel Correction 

LFSA      Local Feature Spectrum Analysis

LTP   Local Ternary Pattern

MA   Micro Aneurysm

NPDR      Non-proliferative DR

PDR   Proliferative DR

PNN   Probabilistic Neural Network

SERI        Singapore Eye Research Institute

SIFT   Scale Invariant Feature Transform

SVM   Support Vector Machine

STARE    Structured Analysis of Retina

QDA   Quadratic Discriminant Analysis

II. RELATED WORKS
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Many research works have been  developed  to improve the
diagnostic  accuracy  of  DR screening[30].  Xiao   et.al.[10]
presented an overview of the automatic  screening systems
such  as  Iowa  DR,  Tennessee  Ocular  Telehealth  Network
(OTN)  etc.  Our  paper  attempts  to  elaborate  different  life
cycle stages and the various methodologies involved in each
stage  of  the  CAD system.  [Fig.  1].  shows  the  life  cycle
stages of DR detection.

Fig. (1). Life Cycle Stages of DR Detection

A. Preprocessing of the Retinal Image

Preprocessing eliminates unwanted elements and defects
from  the  images  and  resolves  the  problems  of  lighting,
illumination,  contrast  and  resolution.  Preprocessing  of
images [31]  will improve the quality of retinal  images in
further processing of a CAD system. Both early and modern
CAD system adopted different approaches according to the
requirement  of  the  user.   DR  detection  using  image
processing techniques uses different preprocessing methods
to improve the quality of images. Gray scale conversion was
performed  in most  of  the images and image enhancement
methods such as HE, AHE, and CLAHE were applied to it.
Resizing  the  images  to  different  dimensions  and  applying
morphological  operations  really  improved the performance

of  the  system  by  reducing  the  processing  time.  Green
channel extraction was performed to identify the prominent
blood  vessels  in  the  retinal  images.  Different  filtering
methods including matched filter,  median filter,  Gaussian
filter, sober filter and Gabour filter were used to reduce the
noise. 

Table  1.  Details
of available dataset.

Sl.No Dataset Dimension Remarks

1 CLEOPATRA 
database[13,82]

298 images taken using various cameras. Patients were selected from 15 
National Health Service hospitals in the 
United Kingdom

2 DRIVE [14,21,99]. 8 bits/color plane at 565 × 584 pixels. 40 fundus images with 33  typical 
normal images and 7 DR affected 
images.

3 STARE  
[14,21,45 ,66,79.

700 x 605 pixels. 20 retinal fundus images.

4 SERI, CUHK [22]. It was captured with a CIRRUS SD-OCT 
device.

128 cross-sectional scans with a 
resolution of 512 ×

 1, 024 pixels.

5 A2A SD-OCT (Duke 
dataset) [22].

1, 000 × 512 pixels. 384 SD-OCT volumes: 269 AMD 
and 115 control or normal eyes.

6 Retinopathy Online 
Challenge [25].

768 × 576, 1058 × 1061 and 1389 × 1383 
pixels.

100 color image of the retina.

7 Messidor [26][36]. 440 X960, 2240 X 1488, and 2304 X1536 
pixels.

1200 images.

8 KAGGLE [27,98]. High-resolution fundus images. It contains an aggregate of 35,126 
fundus images.

9 E-Ophtha [28]. NA. 381 compressed images of which 
148 have MAs presents and 233 depict 
healthy.

10 DIARETDB1[6][9]][28]. 1500 x 1152 with 500 field of view (FOV). 28 training and 61 testing images 
captured at 50 ° FOV.

11 FIRE  [29]. Utilizing a Nidek AFC-210 fundus camera 
with resolution of 2912 × 2912 pixels and 45 
° field of view (FOV).

Publicly accessible retinal image 
registration dataset with ground truth 
annotation.

 12 CHASE.[14,79] 1280 X 960 pixels resolution. 28 images.
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In  NPDR  detection,  Zhentao  Gao  et  al.[32]  discussed
different techniques for preprocessing such as normalization,
color  decomposition,  space  conversion  techniques  and
contrast enhancement. To extract the structural features from
the data  sets  Chetoui  Mohamed et  al.[33] used gray scale
conversion  methods.  Khoeun  Ratanak,  et  al.  proposed  a
method to detect  micro aneurysm using modified matched
filtering with an accuracy of 90.7%.  Methodologies in[34]
used  matched  filter  and[35]  used  Gaussian  filter  as  a
preprocessing  methods  for  enhancing  the  images.
Morphological  operation,  binarization  and  histogram
matching were used in[36] to enhance retinal images. Table 2
provides the main themes used in the preprocessing stage.

Table 2. Main themes in preprocessing techniques.

Sl.
No

Techniques  Reference(s)

1 AHE, HE, and CLAHE. [2,  6,15,  17,23,26,31,36  [42-
44],   [47-49],   55,   [59-63],
66,68,  70,  71,  72,74,  77,  80,
81, 86, 88, 94]

2 Resizing. [2, 13,19,21,23,31,39, 51, 54,
55,68, 73, 74, 88,100]

3 Normalization. [2, 13,20,23,32,38,44,98]

4 Top-hat  form  filter.
Matched filtering.

[8,75] [8,48,86]

5 Shaded correction. [8, 15, 47, 77]

6 Spatial  Normalization.
Global  Contrast
Normalisation

[15]
[14]

7 Green  channel
extraction. 

[15-16,28,31,[37-41],  63,67,
68,71, 74, 86,92]

8  Local-phase method [16]

9 Median filtering. [15,  22,25,37,57,43,  47,   62,
66,67, 89, 97]

10 Color Normalization. [25],[32][53, 54]

11 Gray scale conversion. [17,26,44,  [48-52]  ,  62,  70,
71, 80, 81, 89, 93]

12 Morphological
Operation.

[28,36,38, 39,  42, 43, 59, 63,
80, 94]

13 Binarization,  Image
cropping, Erosion.

[36, 38, 59, 64, 81, 94]

14 Fuzzy  filtering(Median
filter), Fuzzy HE, Fuzzy
edge detection.

[40, 93]

15 Canny edge detection. [41, 55]

16 Intensity Inversion. [42, 43]

17 Adaptive  Weiner  filter.
Homomorphic filtering.

[43]  [45]

18 DWT. [44,48]

19 AM-FM Decomposition. [46]

20 Gabor filter. [52, 84]

B. Image Segmentation

Great  efforts  have  been  put  forward  to  perform
segmentation  on  retinal  images.  Segmentation  methods
attempt  to  extract  the  required  part  of  image  for  further
processing. It actually detects the different objects present in
the  retinal  images.  In  the  field  of  medical  imaging  many
segmentation techniques has been developed[56]. Traditional
image processing methods uses some mathematical functions
to perform segmentation. Lesion detection is the necessary
preliminary phase for DR detection. This will provide added
advantage to the later stages of the CAD system. Automatic
segmentation of retinal images is very crucial to find out the
exudates[57], micro aneurysms, optic disc and extraction of
blood vessel, which in turn identifies DR[58]. Classification
accuracy of DR can be improvised with the support of image
segmentation[59].  Different  models  designed  for  the
identification  of  the  characteristics  present  in  the  retinal
image is shown in [Fig.2]. Features used for the segmentation
of DR include micro aneurysms, exudates[60], optic disc and
hemorrhages[61].    

Segmentation models of retinal images include optic disc
extraction[34,  62],  exudate  detection[63],  blood  vessel
extraction[34,  64-65]  hemorrhages  and  micro  aneurysm
detection.   Results of retinal image segmentation is grouped
as shown in the [Fig.3].

Fig. (2). Features of color retinal image
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Fig. (3). Result of retinal segmentation models 
Shyam et. al.[67] used Hough transform to segment optic

disc in the fundus image. Prasad et al.[68] proposed a work
to improve the accuracy of exudate detection. This work used
top hat platform to perform segmentation with an accuracy of
90%. Tanapat et al.[72] discussed localization of optic disc
using morphological operation and convex hull techniques.
Method  performs  localization  of  fovea  and  macula  using
morphological erosion operation, which reported an accuracy
of  97%.  Siva  Sundhara  Raja  and  Vasuki  proposed  an
automatic segment of blood vessels through the elimination
of optic disc[76]. Non linear filter, anisotropic diffusion filter
and  morphological  operations  are  used  for  detecting  the
retinal  blood  vessels.  It  outperforms  other  segmentation
methods with an accuracy of 98.08%.Waleed Al-Nuaimy et
al.[77]  focused  on  the  detection  of  exudate  by  exploiting
characteristics  of  distinct  borders  using  morphological
gradient 

and  rectified  the  unilluminating  defects  by  using  region
based segmentation. Sensitivity of 93.1% is reported in this
method. Zhou et al.[78]  used  LFSA to reconstruct new optic
disc  images  and   a  generated  spectrum  was  used  for
classification.  Classification  accuracy  of  99%  reported  on
Messidor dataset.

Liskowski et al.[79] proposed a supervised segmentation
technique that uses a DNN trained on a huge collection of
preprocessed  images.  It  used  a  supervised  segmentation
technique  using  DNN with  a  sensitivity  of  87%.  It  is  an
effective method for detecting the blood vessels in the retinal
images.  Prasad  et.al.[80]  extracted  blood  vessels  using
morphological  processing and filtering methods. Kabir Md
Ahasan[81] proposed LPBPC algorithm to remove the false
blood  vessels  from  the  segmented  vessels.  Tan  et  al.[82]
proposed  a  10-layer  convolutional  neural  network  to
automatically  segment  and  discriminate  exudates,
hemorrhages and micro-aneurysms. Table 3 provides state of
art related to retinal segmentation techniques.

Table 3. State of art related to retinal segmentation techniques.

Sl.N
o.

Techniques Reference
s 

Dataset Remarks

1. Region growing method. [4][6][30] MESSIDOR,DIARET
DB1 .

Vessel segmentation.

2. Deep Neural Networks.  [14][73] DRIVE, STARE,
and CHASE databases.
DDR.

Vessel segmentation.
Lesion detection .

3. Morphological component analysis. [15][57]
[68]

MESSIDOR. Vessel segmentation.
Exudate sementation.

4.  Adaptive Thresholding [16]  140 images Blood vessel extraction

5. Gaussian mixture model. [27] KAGGLE. Blood vessel extraction.  Exudate detection.

6. Patch based analysis. [35] DIARETDB1 and
e-Ophtha.

Identification of exudates, hemorrhages, and
microaneurysms.

7. Rule  based  and  machine  learning
methods.

[65] DRIVE, STARE. Retinal  vessel  segmentation  techniques
using Rule based:
 Automatic local thresholding techniques.
 Kernel-based techniques(Matched filtering
based).
 Mathematical morphology-based.
 Multi-scale Techniques.
 Model-based.
 Vessel-tracking.

8. Density analysis and bounding box
technique.

[66] 30 images. -blood v Vessel extraction.

9.  Hough  transform,  Top  hat
transform.
Watershed transform.

[36,37,
[67-
69,100]

DIARETDB1, HRF. Blood vessel segmentation.
Optic disc extraction.
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Micro aneurysm extraction.

10. Thresholding [6,12,17,2
5,30,31,38
,40,45,57,
60,68,69,9
9]

DIARETDB1, HRF.
Retinopathy  Online
Challenge dataset and
E-Ophtha-MA dataset.
DRIVE.

 Blood vessel extraction.
 Detection of Microaneurysms.
 Detection of hard exudates.

11. Intensity based properties. [70] DIABETDB1. Exudate.  Blood  vessel  extraction.
Microaneurysms.
Hemorrhages.

12. Canny edge detection. [71, 72] STARE.  and
CHASE_DB1.

Detect  normal and abnormal blood vessels.
Detect MA and Hemorrhage

13. U-net model. [74] DIARETDB1,  HEI-
MED, 
MESSIDOR.

Detection of exudates.

14. Saliency method. [75] DIARETDB1 . Detection of optic disc and exudates.

15. Anisotropic diffusion filter. [76] DRIVE and STARE. Detection  of  optic  disc  from  the  green
channel retinal image. Lesion segmentation.

16.  Fuzzy C-means clustering.  [48] 100  images(Resolution
of 1280 x 1024
or 700 x 605 Pixels).

Detection of blood vessels from the sample
fundus images.

17. Splat segmentation. [91] MESSIDOR.  Detection of  retinal hemorrhages.

C. Feature Extraction

Feature  extraction[83]  is  the  core  phase  in  the
detection process of DR. Classification accuracy of the CAD
system  can  be  improved  by  the  use  of  advanced  feature
extraction methods[84].  It  is  very essential  to identify the
features  that  are  used  for  classification.  This  preliminary
phase is crucial for the later stages of the detection of DR.
Many  features  such  as  blood  vessels,  exudates,  micro
aneurysms  and  location  of  optic  disc  are  extracted  and
analyzed  for  the classification purpose.  Faust  O et  al.[11]
described  detailed  view  of  the  retinal  features.
Chaudhuri[12]  used  two  dimensional  matched  filters  to
extract the blood vessels to differential the severity level of
DR  detection.  Priya  and  Aruna[44]  extracted  statistical
features such as radius, diameter, and area, arc length to find
hemorrhage  or  exudate.  Sarah  Barman  et  al.[47]  applied
region  growing  method  and  mathematical  morphology
techniques  to  extract  image  components.  Multi  scale
correlation coefficients were used to detect bright spot in the

image. In another method Chand et.al.[53] used gray level
co-occurrence matrix to extract the textual features from the
retinal images. Pratt et al.[54] introduced recent CNN based
algorithms  to  pull  out  the  features  accurately  with  an
accuracy of 75%.
Bhargavi R et al.[85] used SIFT algorithm to identify the
key points in an image. SIFT is one of the best among local
invariant feature descriptors. By using the extracted features,
the  system can  categorize  the  severity  of  the  diseases  as
mild, moderate and severe. Deep neural networks extract a
set of retinal features from the training data set. In addition,
it performs feature selection based on deep neural network
model,  repeatedly  removing  features  for  the  classifier
model,  one  by  one,  until  it  reaches  a  stable  performance
measure.  Nisha et al.[87] proposed a method that combines
texture and vessel feature extraction based on Gabor wavelet
methods.  This  work  used  entropy  filter  and  range  filters
which were used to extract the neighborhood features from
retinal  images.  Table  4  provides  state  of  art  feature
extraction techniques.

Table 4. Feature extraction techniques.

Feature extraction 
techniques

Reference
s

Remarks

Matched Fillter [12,66,92] Blood vessel extraction.

Morphological  transform
and Gradient operator.

[16][36]
[40]

Optic disc removal and blood vessel extraction.

Saddle  and  D-saddle
Feature detector

[29] Vessel feature extraction.

Local  Energy  model  and
LESH.

[33] It  gathers  the  attributes  at  points  of  an  image  where  the  local  frequency
components are maximized in term of phase.
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[33]
LTP uses a fixed threshold to make binary patterns extraction more robust.

Local  Ternary  Co-
occurrence Pattern.

Uses a fixed threshold to make binary patterns extraction stronger.

SURF. [18,41, 96] Detector  and a descriptor  for  points  of  interest  in images  where  the image is
transformed into coordinates.

Thresholding. 31,[44] Exudates and optic disc extraction.
A straightforward shape extraction technique. Method of producing regions of
uniformity within an image based on some threshold criterion.

Top hat transform. [37.99] Micro aneurysm and blood vessel extraction.

Circular hough transform.

Region of Interest (ROI)

[40] Optic disc detection.

DWT. [44, 84] Extraction of wavelet  based features such as aspect ratio, eccentricity,  entropy
etc.

GLCM. [49,  53,
68, 84, 88]

Extraction of  texture  and intensity features.

FFT. [51] Transform domain feature extraction.

Principal  Component
Analysis

[27,71, 83] Blood vessel extraction.
Extraction of statistical features.

Local Binary Pattern. [67,80,90] Extraction of texture features sensitive to noise.

Spherical directional local

ternary pattern (SDLTP)

[83] Extraction of statistical features based on direction.

SIFT. [27,85] Local invariant feature descriptor extraction.

Spat  based  feature
extraction

[91] Detection of Hemorrhage .

D. Classification

Main goal of automated classifier is to classify the
images  in  to  a  particular  category  based  on  the  features
extracted from them. Earlier work on DR mainly focused on
image  processing techniques, which were initially used as
the technology for the classification of retinal images.  Other
than these conventional methods, neural  networks provide
promising  result  for  classification  tasks.  New  generation
algorithms  use  statistical,  machine  learning,  visualization,
and other deep learning techniques[89] for the classification
purpose. 

SVM  classifier[2]  is  employed  to  classify  the
images into normal, mild, moderate, severe and proliferative
categories. This system extracted blood vessels and exudates
for the detection of DR.  Accuracy of the system is 96.4%. It
uses  small  data  sets  such  as  DIARETDB0  and
DIARETDB1databases.  Neural  network  multi-layer
perceptron system for classification of retinal images was a
powerful mechanism[38] to extract the lesions. Accuracy of
the    method is  91%. For  good accuracy,  brighter  lesion
identification  algorithms  are  needed.  More  number  of
features  can  be  added  to  improve  the  efficiency  of  the
system.   Preprocessing  techniques  including  image
enhancement will improve the accuracy of the system. Priya
et  al.[44] models  PNN, Bayesian Classification and SVM
and  their  performances  are  compared.  Authors  claimed

SVM outperforms other two methods with an accuracy of
95.3%.  Agurt  et  al.[46]  uses  a  cross  validation approach,
which  classifies  retinal  images  into  different  grades.  K-
means clustering was used for grouping the information and
a linear regression model, Partial Least Square (PLS) was
used  to  identify  the  classes  with  an  accuracy  of  92%.
Velázquez-González et al.[49] classified the severity of DR
into  Normal  DR,  Light  NPDR,  moderate  and  severe  DR
using  BPNN.  Accuracy  of  the  system is  92%.  Accuracy
coukd be increased by employing more retinal images and
strong algorithmic implementations. Exudate detection from
normal  and  abnormal  image  was  scrutinized  using  SVM
classifier[53]  by  Chand  et.al..  Method  always  provided
better results when it used with high dimensional data sets.
Exudates  were  detected  using  SVM  classifier  with  an
accuracy  of  92%.  Prasad  et  al.[55]  proposed  one  rule
classifier and BPNN for the detection of DR. Data set used
is  DIARETDB1  database.  Method  gives  an  accuracy  of
93.8%  for  BPNN  and  97.75%  for  one  rule  classifier.
Ratanak Khoeun et.al.[86] proposed unique approach using
Matched Filters and Area Based Noise Removing to extract
the   micro  aneurysms  in  the  retina  images.  Mahiba  C
et  .al[90]   proposed  a  multi  class  DR  classification
methodology  using  hybrid  color,  texture  features  and
modified CNNs. The overall classification accuracy of the
proposed system is 98.41%.
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In[91]  classification  carried  out  using  QDA  in
which over fitting may occur.  Class labels were identified
Using  K-Nearest  Neighbour.  Accuracy  achieved  by  the
system  is  87%.  Maher  et.al.[92]  described  a  comparison
between  different  classification  methods  and  their
accuracies.  Rahim et al.[93] used decision tree and the k-

nearest  neighbor  classifiers  to  classify  the  images  in  to
different categories.  It classifies data in to two classes with
the  accuracy  of  74%  for  BDT  and  78%  for  k-nearest
neighbor. Table 5provides summary of the detection of DR.
Table  6  provides  Advantages/Disadvantages  of  DR
detection/classification schemes.

Table 5. Summary of the detection of DR.

Ref
. No

Major steps of methodology Features used Dataset used  Performance/Remarks

[16] i)Green channel extraction.
ii)Local-phase method is emloyed .
iii)Morphological operator used for vessel
extraction.
iv)Gradient  operator  used  for   removing
optic disc.
v)ANOVA test for classification

 Blood  vessels,optic
disc

140  images
collected  at
Department  of
Ophthalmology,
Kas-
turba  Medcial
College,  Manipal,
India.

 Accuracy of :91%for normal,
92.7% for PDR, and 87.8% for
NPDR images.
This method outperforms [12]

[26] i) Gray scale conversion is performed.
ii) CLAHE is employed in next phase.
iii) Error-correcting output codes (ECOC)
has been used for classification.

Statistical  features  of
Visibility graph
representation.

MESSIDOR. Accuracy of :92%.
Sensitivity :95.83%.
Specificity : 98.61%.

This  method  can  effectively
applied  for  DR  grading  and
give  better  performance  than
[35,36,40,48]

[33] i) Gray scale conversion is performed.
ii) Local Energy model and Local Energy-
based Shape Histogram (LESH) used for
extracting the point of interests.
iii)  SVM  with  a  Radial  Basis  Function
kernel (SVM-RBF) is employed.

Texture features. MESSIDOR. Accuracy:90.04%.
It gives best  performance due
to LESH features and perform
better than [48,91,93,94,97,99]

[35] i) Contrast enhancement is employed.
ii) Patch preparation and image analysis is
performed.
iii) CNN is applied for DR detection.

Exudates,  hemorrhages
and  micro aneurysms.

DIARETDB1.
e-Ophtha.

Accuracy  :DIARETDB1
97.3%.
86.6% for e-Ophtha.
Patch and image-based  
analysis  gives  better  accuracy
than  other  studies  such  as
[36,37,40,48,54,2,74,84,96,97,
98,99]

[36] i)  Morphological  processed  image  is
binarized.
ii) Noises are reduced.
iii)  SVM  and  decision  tree  is  used  for
classification.

Blood vessel density.
Actual  number  of
micro aneurysms.
Density  of  hard
exudates.
Quantitative features.

MESSIDOR. SVM
Accuracy:92.4%.
Decision-tree
Accuracy:92%.
It provides an optimized better
result  than  [48,68,97]  using
similar classifiers.

[37] i) Median filtering is applied.
ii) Green channel extraction is performed.
iii) K Nearest Neighbor is used in the final
stage.

Micro Aneurysm. 1441images. Sensitivity : 85.4%.
Specificity : 83.1%.
This work detects MA only.

[40] i)  Green  channel  extraction  and  Fuzzy
filtering is performed.
ii)  Fuzzy  Histogram    Equalization  is
employed.
iii)  Classifiers  such  as  k-Nearest
Neighbour,   Polynomial  Kernel  SVM,
RBF  Kernel  SVM  and  Naïve-Bayes  are

Exudates.  Blood
vessels,optic disc.

600  images
collected  at  the
Hospital Melaka,
Malaysia.

K nearest neighbor
Accuracy:93%.
Polynomial Kernel SVM
Accuracy:70%.
RBF Kernel SVM
Accuracy:93%.
Naïve-Bayes
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used for DR detection/classification. Accuracy:75%. 
 This  work out performs [46]
which uses AM-FM features.

[48]  (i)AHE,Matched  Fitering,Gray  scale
conversion is performed.
ii)DWT is employed.
iii)Fuzzy  C-means  clustering  is  used  for
segmentation.
iV)PNN  and  SVM  are  used  for
classification.

Statistical features. 100
images(Resolution
of 1280 x 1024
or  700  x  605
Pixels).

Accuracy:87.68%
Sensitivity : 81.42%
Specificity : 100%.
 DR system using SVM gives 
more accuracy  than PNN 
(70%). It outperforms [97]

[51] i) Image is resized.
ii) Gray scale conversion is done.
iii) Feature vector is formed using FFT.
iv)Multi Layer Perceptron is employed.

Statistical parameters. DIARETDB0. Accuracy:99%.
MLPNN classifier perform
well with 09 hidden PEs,
learning rule momentum,

transfer function tanh and step
size 0.1.FFT based feature

extraction gives best accuracy
than [52,54,70,74,84,88,94-98]

[52] i)  Grayscale  conversion  is  performed  on
image.
ii) Gabor filter is applied.
iii)  Mathematical  morpology  is  used  for
image segmentation.
iv) Probabilistic,geometric,tree  based and
KNN  classification  methods  are  applied
for DR detection/classification.

Statistical  and
geometric features.

MESSIDOR.
DIARETDB.
DRIVE.
VDIS 
HRF
HRIS 
e-ophtha

 Average accuracy: 98.58%. 
 This method is evaluated on 7

data sets .
 DIARETDB gives  an

accuracy of 96.6 for KNN,96.8
%for SVM,96.6 %for
Bayesian and  91.7 for

ensemble classifier.

 

[70] i) Green channel extraction is performed.
ii) HE is employed. 
iii) Morphological operations are applied.
iv) SVM is used for classification.

Number  and  area  of
MA.

DIABETDB1. Sensitivity:96%.
Specificity:92%.
Proposed  method gives  better
sensitivity  and  specificity  for
NPDR detection than [84,97]

[74] i) Image is resized.
ii) Green channel extraction is performed.
iii)  Adaptive  contrast  enhancement
technique is applied. 
iv) Conditional GAN is used in the final
stage of the method developed. 

Exudates. e-Ophtha_EX.
DIARETDB1. 
HEI-MED.
MESSIDOR.

 Accuracy:95.45%.
 With CGAN  Specificity 
92.13%,         
Sensitivity:88.76%, and 
F1score:89.58%, without 
cGAN thhe sores are 86.36%, 
87.64%, 76.33%, 86.42% 
respectively.
 System performance is better 
than [95,98]

 [84
]

 i) Candidate region is extracted.
 ii) Contrast enhancement is performed.
iii)  Morphological  operations are applied
to enhance MAs.
iv)  Multi  layered  feed  forward  neural
network  (FFNN)  and  support  vector
machine classifiers were applied.

Micro aneurysm
Statistical  and  wavelet
features

 DIARETDB1. SVM
Accuracy, Sensitivity, 
Specificity: 95%, 76%, 92% 
respectively. 
Multi layered feed forward 
neural
network (FFNN) classifier 
Accuracy, Sensitivity, 
Specificity:92%, 79%, 90% 
respectively.

[88] i) Image is resized.
ii) CLAHE is applied.
iii) SVM is employed for classification.

Blood vessel area,
Micro  aneurysms area,
Exudates area and 
Texture features

 DIARETDB0.
 DIARETDB1.

Accuracy:96.67%.
 SVM classifier  reports  good
results.

[94] i) HE is employed.
ii) Morphological operations are applied.
iii) Image is binarized.

Area  of  veins,
hemorrhages and micro
aneurysms

124 retinal images. Sensitivity:90%.
High computational cost.
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iv) Back propagation algorithm is used for
DR detection/classification.

[95] i) Data augmentation is performed.
ii) CNN is employed for classification.

Hard  exudates,  red
lesions,    
micro  aneurysms  and
blood vessel

KAGGLE. Accuracy:94.5%.
CNN  gives  better  accuracy
than  [38,91,93,96,9,99].This
method gives   more  accuracy
than [54] on kaggle data set.

[96] i) Green channel extraction is performed.
ii) Image is resized.
iii) AHE and morphological operations are
performed.
iv) SVM is used in the final stage of  DR
detection.

Lesions DRIDB0,DRIDB1
,
MESSIDOR,
STARE and HRF.

Accuracy:94.4%.

This  method  outperforms
[48]  .Adopted   SIFT  for
feature extraction.

[97] i)  Daubechies  Wavelet  transform  is
employed.
ii)  Background  normalization  is
performed.
iii) Median filtering is applied.
iv) SVM classifier is employed in the final
stage.

Micro aneurysm LaTIM
(Laboratoire  de
Traitement  de
lInforma-
tion Médicale).
E-ophtha,ROC
database.

Sensitivity: 62% (LaTIM).

Sensitivity:66% (eophtha).
Sensitivity:32 %. (ROC)
MA  are  detected  easily  by
extracting  laws  texture  based
features from small regions at
a time.

[98] i) Normalization and Data augmentation is
performed.
ii)  Non-Local  Means  Denoising  is
performed
iii) CNN is used for classification.

Automatic  feature
Identification

KAGGLE.  Accuracy:95.68%.
Transfer  learning  and  hyper
parameter-tuning  methods  are
applied  to  improve  the
performance of this system. It
out performs [95] and [54]

[99] i) Discrete Curvelet Transform is applied.
ii) Morphological operations are applied.
iii) Simple thresholding is performed.
iv)  Connected  component  analysis  is
performed.

Blood  vessels  and
statistical features

DRIVE. Accuracy: 94%.
 Contrast of the images can be 
improved by FDCT.

III. RESULT AND DISCUSSIONS

This  study  of  DR  detection  techniques  reveals  the
requirement for numerous preprocessing techniques needed
for the noise reduction. The efficiency of the CAD system
can  be  improved  by  applying  preprocessing  techniques
effectively at  the early stages.   Most of the papers  in this
survey applied contrast enhancement and filtering techniques
for  preprocessing.  Importance  of  various techniques in the
survey is  shown in the [Fig.4].  Various extracted  features
from the  retinal  images  are  the  input  to  the  classification
algorithms. Different authors were used different features of
the retinal images including blood vessels, exudates, micro
aneurysms,  hemorrhages,  optic  disc  and  other  statistical
features.

Among the methods mentioned in this paper,  work[26]
reported    an  accuracy  of  92%,  which  adopted  statistical
features and error correcting output codes. Due to FFT based
feature  extraction  on  DIARETDB  dataset  Bhatkar  et.al.
Method[51]outperforms  other  methods  with  99%  success
rate.    Method[97] exhibited poor accuracy  because  of  its
restricted  use  of  features  extraction  and  preprocessing
techniques . Amin et. al.[52] evaluated the performance on 7
data sets and applied various classification techniques for DR
detection.   Among the classification  techniques  employed,
KNN outperforms other  methods.

Optic  disc  localization  using  morphological  erosion
provided an accuracy of 97%. Blood vessel extraction is the
main segmentation scheme used in most of the papers in this
survey.  This  can  achieve  accuracy  around  98%.
Segmentation of exudates is another technique used with an
accuracy of 93%.  The frequency of segmentation methods
used  in  the  classification  algorithms  are  depicted  in  the
[Fig.5]. According to the survey conducted, machine learning
and deep learning techniques can improve the accuracy of
segmentation techniques.

This  survey  focuses  on  the  different  classification
algorithms  used  in  the  detection  and  prediction  of  retinal
images.  The  study  includes the  various  image  processing
methods used in classification process. With the introduction
of  AI,  classification  process  of  CAD system improves  its
performance.  Image  processing  techniques  along  with
machine  learning  techniques  evolved  as  a  technological
development  in  the  diagnosis  system  for  DR.  SVM  and
Naive Bayes classifiers perform well in the data sets of DR
detection with an accuracy of 92%. Deep learning technique
such as CNN is  the common method used in  the field of
medical imaging. It can provide promising results with larger
data sets. Wan, Shaohua et.al.[98] usesd CNN algorithm on
Kaggle dataset and reported an accuracy of 95.86%. It used
preprocessing  techniques  such  as  augmentation  and
normalization  on  the  datasets  to  improve  the  accuracy.
Requirement of a large dataset is the great challenging task
associated with the DNN. Synthetic images can be generated
using  the  generative  networks  like  GAN.  Application  of
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GAN networks in retinal data sets can be used   to generate
images and can be used for noise reduction. AI techniques
such  as  machine  learning  and  deep  learning  algorithms
effectively classify the retinal images. 

SVM-RBF followed by LESH performed  better  in  the
classification of DR. Method reported an encouraging result.
Fuzzy  Histogram  Equalization  preceded  by  SVM-RBF
reported  an  accuracy  of  93%in  DR  detection.  Multilayer
perceptron  which  uses  features  from  FFT  reported  an
accuracy  above  98%  on  DIARETDB0  data  set.  In  the
detection  of  DR,  KNN  followed  by  the  probabilistic
geometric tree method showed a better performance with an
average accuracy of 98.95% over 7 data sets.

Performance  of  CAD system for  DR detection  can  be
further improved by the application of relevant techniques.
Deep  neural  networks  along  with  transfer  learning  will
improve the accuracy of the systems. Transfer learning can
be  used  for  different  strategies  and  can  be  combined
(hybridized approach) to get better performance for a CAD
system.  In  some  cases,  methods  dealing  with  imbalanced
data classification will improve the performance of the CAD
system.  Application  of  relevant  under  sampling  or
oversampling techniques will  solve the imbalanced dataset
issue and will improve the performance of the CAD system.
Performance  of  blood  vessel  and  lesion  segmentation
methods  can  be  further  improved  by  employing  relevant

dimensionality reduction techniques. It is a challenging task
to compare various methodologies in terms of its accuracy,
because  most  of  the  researchers  have  used  different
techniques and various datasets. Detection of different size,
shape and position of the lesions can be a major   challenge
in  the  classification  of  DR.  Transfer  learning  based  CNN
[50]  can  be  applied  to  improve  the  performance  of  CAD
system.

Fig. (4).Review of various preprocessing techniques used
in the survey.

 

Fig. (5). Review of various segmentation methods

Table 6. Advantages/Disadvantages of some DR detection/classification schemes.

W
or
k

Advantages(A)
/Disadvantages (D)

Wo
rk

Advantages(A)
/Disadvantages (D)

Wo
rk

Advantages(A)  /Disadvantages
(D)

[16
]

(A)  The  proposed  method
uses  local-phase  method,
which  combines  line  and
edge detectors to give better
enhancement  of  retinal
images.

(D) Bio markers  other than
blood vessels were not used
for the severity detection of
DR.

[32] (A)  Novel dataset  with new
labeling scheme is useful  for
clinical practice.

(D)  All  false  negative
diagnoses   graded  as
Moderate severity class.

Data  sets  from  more
equipment were not included.

[33] (A) Use of Local Ternary Pattern
(LTP)  and  Local  Energy-based
Shape Histogram (LESH) captures
the  connection  between
neighboring  pixels  and  features,
which  are  less  sensitive  to
variation in illumination, color and
noise.  It  can  easily  be
differentiated  between  DR  and
non-DR images.

(D)  Suitable  only  for  small  data
sets.

[35
]

(A)  Methodology  analyzed
two  diverse  publicly
available databases with the
training done on one and the
testing on both with similar
outcomes.

(D) Unfit to separate among
hemorrhages  and  micro
aneurysms  if  there  is  an
overlap between these two.

[36] (A) In addition to detection of
DR  it  also  performs  grade
classification.  The  outcome
was additionally optimized by
choosing  the  most  relevant
features  and  classification
parameters.

(D) Correct  number of micro
aneurysms was not identified
for  some  images.  Texture
features  and  soft  exudates
were  not  considered  for
evaluation.

[39] (A) Proposed method is robust to
noise.  Does  not  depend  on  the
specific features of lesions present
in the retinal images.

(D)  Performance  of  blood  vessel
and  lesion  segmentation  methods
are not   satisfactory. 

[46
]

(A)  Eliminate  the  noise
introduced  in  the  retinal
structures  by  AM-FM
features.

(D)  Uneven illumination in
the  background  of  the

[52] (A)  Geometric  and statistical
features  used  for  better
classification.  Multiple  data
sets used for evaluation.

(D) Severity of DR grading is
not  possible  with  only

[53] (A)  SVM  along  with  textual
features  provides  good  results  to
extract the exudates in DR images.

(D)  Utilize  only  optic  disc
segmentation.
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retinal  structures  must  be
removed.  Hence,  strong
preprocessing  methods  are
needed.

exudate segmentation.

[62
]

(A)  Good  performances  on
low quality images.

(D)  Used  as  a  primary
diagnosis  tool,  needs  the
support of ophthalmologist.

[74] (A)  Methodology  applied  a
cGAN framework to solve the
imbalance  data  classification
problem.  It  also  generate
synthetic  images  to  improve
the generalization property of
the network.

(D)  In  the  proposed
methodology  extra  training
phase is required for cGAN.

[80] (A)  Combination  of  neural
network  and  fuzzy  classification
improves  the  accuracy  of  multi
stage DR classification. The main
advantage  of  the  system  is  the
learning  capability  and  its
simplicity.

(D)Efficient  segmentation
methods  not  used  for  detecting
retinal features.

[84
]

(A)  Proposed  system make
use of an optimal feature set
for  accurate  detection  and
classification  of  DR.
Accurate  blood  vessel
extraction  improves  the
accuracy of the system.

(D) Other lesions present in
the  retinal  images  such  as
exudates were not utilized.

[87] (A)  Time  constraints  is
reduced  by  the  proper  usage
of  feature  reduction
techniques.

(D)  Automatic  segmentation
techniques  not  used  in  this
paper.

[88] (A) Apart from the lesion features
of retinal images, proposed system
also  includes  texture  features  for
classification.  This  will  improve
the classification accuracy.

(D)  Only  4  texture  features  and
small set of images considered for
evaluation.

[91
]

(A)  Splat-based  image
representation  provides  an
efficient and optimized way
to  model  uneven  shaped
abnormalities  in  medical
images.  It  also  took  less
time for classification.

(D)  Reference  model  was
used only part of the dataset
and took review only from a
single expert.

[96] (A) This method is a feasible,
efficient, and time saving way
of  DR  detection.  Proposed
method  discriminates  retinal
images  without  earlier
requirement for  segmentation
of  blood  vessels  and  optic
disc. 

(D) Limited number of retinal
images were used.

[97] (A)  Higher-order  statistics
method,  such  as  Laws  masks
combined  with  conventional
methods used to detect MA with a
promising result.

(D) Two trains and two test phases
were  needed.  Still  preprocessing
was not so effective.

[10
0]

(A)  Different  specific
features  and  datasets
combined  for  the  detection
of DR.

(D) Datasets with only 516
images  used  for  the
evaluation.

[101
]

(A) Deep transfer  learning is
an  appropriate  method  for
multi-categorical
classification  of  fundus
images.

(D) Due to the small data sets
deep  learning  technique  for
DR  detection  is  not  so
effective.

[102
]

(A)    Custom morphology based
multi  scale  descriptors  for  lesion
analysis  improved  the
performance of the system.

(D)  Study  only  included  darkly
pigmented  Asian  Indian  patients.
Therefore,  the  result  can’t  be
generalized. 

IV. CONCLUSION

Nowadays,  retinal  imaging  and  its  diagnosis  is  an
emerging field in medical imaging.  This survey presented a
detailed study of  CAD system for DR.  This paper presented
methods that are used for building a CAD system for diabetic
retinopathy  screening.  This  work  will  be  helpful  for  the
researchers  and  technical  persons  who want  to  utilize  the
ongoing research in this area. A researcher to get an insight
in  to  the  various  segmentation,  feature  extraction  and
classification methods can use our paper.  The accuracy  of
various  classification  algorithms  were  compared  by
analyzing their performances. Efficiency of the CAD system
can  be  improved  by  the  development  of  deep  neural
networks on large data sets. New annotated data sets can be

created  for  efficient  clinical  applications.  Synthetic  retinal
images can be created by applying networks like GAN and
can be used for the processing of deep neural networks. DR
detection  systems  still  need  improvements  in  grading  the
severity of the retinal diseases. CAD system for DR can be
further upgraded by adapting new acquisition and optimized
pre-processing methods in retinal data sets. 
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Abstract— Proactive problem prevention in association with 
quick remediation—even automated—can solve issues 
before they impact critical business applications. Systems are 

becoming smarter, using analytics to find out preferences 
and make real-time suggestions for remediation. Today’s 
Performance Management solutions require variety of 

components to support this plethora of systems. SMF records 
of IBM Z systems plays a vital role in analysis of performance 

records from end to end transaction perspective. 

IBM Z, SMF 101, SMF 110, Db2, CICS, Performance Analysis,  

CPU time, authorization ID. Etc., 

I. INTRODUCTION  

Companies need an answer that keeps an eye fixed on critical 
z/OS metrics using intelligent and dynamic thresholds to 
attenuate false positives. Any basic solution must provide 

operators and administrators with real-time visibility into 
mainframe application performance and transaction flows, But 

an efficient solution should also help simplify mainframe 
performance management and increase the effective use of 
mainframe system resources. Proactive problem prevention in 

association with quick remediation—even automated—can solve 
issues before they impact critical business applications. Systems 
are becoming smarter, using analytics to find out preferences and 

make real-time suggestions for remediation. Today’s 
Performance Management solutions require variety of 

components to support this plethora of systems. Transactions are 
often examined as they flow across distributed and mainframe 
environments to ascertain what nodes more easily are the sources 

of any performance impact. Hence, it becomes necessary to 
correlate Performance records from end to end perspective in 
different address spaces to create visibility in application 

performance and transaction flow of mainframe applications. 
 

• System Management Facility (SMF) 

IBM System Management Facility (SMF) is a component of 
IBM's z/OS for mainframe computers, providing a standardised 

method for writing out records of activity to a file (or data set to 
use a z/OS term). SMF provides full "instrumentation" of all 

baseline activities running on that IBM mainframe operating 
system, including I/O, network activity, software usage, error 

conditions, processor utilization, etc., [1] 

The DB2 instrumentation Facility Component provides a 
powerful trace facility that can be used to record DB2 data and 
events. Accounting trace types collects information related to 

application program. Performance trace collects a lot of detailed 
information about any type of DB2 event. It is used to identify 

the causes of performance problems [4]. The DB2 accounting 
trace produces hundreds of valuable metrics that are contained 
within SMF 101 records. It includes Plan name, Authorization id, 

Connection id, Correlation id etc., Plan Deadlocks, timeouts, 
lock escalations suspensions etc., Package name, collection id, 
CPU time, Elapsed time and details of executed SQL. 

 
System Management Facilities (SMF) record type 110 data is 

generated by CICS Transaction server for z/OS for monitoring 
region-wide transaction statistics, transaction-level statistics, and 
storage exceptions [5]. This data highlights potential problems in 

CICS system operation and can help you identify system 
constraints that affect the performance of  online CICS 

transactions. 

II. NEED FOR RELATION  

Transaction from End-to-end perspective flows through various 

address spaces. Starting from Online transaction server (CICS) 
to Database (DB2). Because CICS and Db2 have different 
accounting needs, it is not always easy to match up Db2 

accounting records and CICS performance class records [3]. 

Three issues while trying to correlate the CICS and Db2 

accounting and performance records. 

There is no a one-to-one relationship between the CICS 
performance class records and the Db2 accounting records. A 

Db2 accounting record can contain information about one CICS 
transaction, multiple CICS transactions, or part of a CICS 

transaction. 

The Db2 accounting records do not have a field that matches 

exactly with the corresponding CICS performance records. 

https://doi.org/10.5281/zenodo.4900564 International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 19, No. 5, May 2021

 
https://doi.org/10.5281/zenodo.4900564

64 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500



This article helps to understand the following points 

• Ways to configure DB2 accounting records and CICS 

performance Class records to achieve co-relation for 
better debugging and performance perspective. 

• Strategies for identifying the Key attribute or parameter 

for mapping records between Db2 and CICS in different 

scenarios. 

III. GOVERNING THE RELATION 

Naturally, Db2 puts down its bookkeeping accounts at thread 
end, or at the sign on of another approval ID that is reusing the 

thread. This means that each Db2 accounting record for the 
thread can contain information about multiple CICS transactions. 
In addition, if different types of CICS transactions use the same 

transaction ID to access Db2, the Db2 accounting record can 

contain information about different types of CICS transactions. 

Three ways to influence the relationship between Db2 

accounting records and CICS performance class records, to deal 

with these issues 

Design CICS applications so that each CICS transaction ID 
and Db2 authorization ID always represents the same piece of 
work, that consumes the same resources. This ensures that each 

Db2 accounting record contains either a single piece of work, or 
more than one occurrence of the same piece of work, and it will 
not contain different items. If such a Db2 accounting record 

contains multiple items because the items are identical divide the 
resources used equally between them. The drawback of this 

configuration is need for re-design the application for accounting 

purposes. 

Avoid reusing threads. This ensures that the thread terminates, 

and Db2 writes an accounting record, after each task, so each 
Db2 accounting record represents a single task. However, by 
doing this, the drawback is loss in the significant performance 

advantages of thread reuse. 

Configure Db2 to produce an accounting record each time a 

CICS task finishes using Db2 resources. This is achieved by 
configuration in DB2CONN or DB2ENTRY definition.  Use 
ACCOUNTREC(TASK) option instead of ACCOUNT(UOW). 

It ensures that there is at least one identifiable Db2 accounting 
record for each task. In case of different type of transaction using 
the same transaction ID to access Db2, CICS passes it network 

protocol LU6.2 token id to Db2 to be included in the accounting 
record. Correlation can be done using this token with relevant 
CICS transaction. Using ACCOUNTREC(TASK) is generally 

the most practical and complete solution to control the 
relationship between Db2 accounting records and CICS 

performance class records. It carries an overhead for each 
transaction, but its usefulness for accounting purposes normally 

outweighs this overhead.  

IV. STRATEGIES FOR MAPPING 

There isn't one ideal method of coordinating Db2 bookkeeping 
records and CICS execution class records. In a couple of cases, 

it very well may be difficult to make the coordinating right since 
transactions are being run simultaneously. Much of the time in 

any case, there are strategies that you can use to coordinate the 

two kinds of records with sensible precision. 

The two main factors that determine what strategies to be used  

 

• CICS Transaction ID: Identify if each CICS Transaction ID 
represents only one possible transaction path or different 

transaction paths share the same CICS transaction id. 

• DB2 Accounting ID: Each DB2 Accounting record relates 
to one transaction or part of one transaction or more than 

one transaction. 

These factors combine to create four typical scenarios that helps 
in matching Db2 accounting records and CICS performance 

class records. The Figure.1 represents strategies for matching 

the records in each case. 

Strategy A 
 
In this scenario, each Db2 bookkeeping record contains data 

identifying with a solitary, recognizable CICS transaction. On 
the off chance that the transaction got to Db2 assets more than 
once, Db2 may have made more than one bookkeeping record 

for it.  Map the Db2 accounting records relating to the 

transaction, to the CICS performance record for the transaction. 

CICS Performance record contains the CICS activities related to 
a transaction. Db2 accounting records that apply to this 

transaction can be identified by using any one of the data items. 

The CICS LU6.2 token – Configuring ACCOUNTREC(TASK) 
or ACCOUNTREC(UOW) in the DB2ENTRY or DB2CONN, 
CICS passes its LU6.2 token to Db2 to be included in the Db2 

trace records as in Table 1. (Highlighted in orange colour). 

 

CICS transaction ID 
with Single Path

CICS transaction ID 
with Multiple Path

Single transaction per 
DB2 Accounting record

Multiple transaction per 
DB2 Accounting record

 

Figure 1. Strategies for matching the SMF records 

The authorization ID field. The authorization ID that a CICS 
transaction uses is determined by the AUTHID or AUTHTYPE 

parameter in the DB2CONN or DB2ENTRY as in Table 1 

(Highlighted in Yellow color). 

The timestamp fields. The start and end time for the thread can 

help identify the CICS transactions that the Db2 accounting 

record covers as in Table 1. (Highlighted in blue color). 

TABLE 1  STRATEGY A MAPPING 

 

 
 

 

LPAR SSID TRAN ID PROGRAM NAME AUTH ID CPU TIME ELAPSED TIME START TIME END TIME LU6.2 TOKEN ID

SYS1 CICS3 CRSQ DFHCRQ PFPACSR 0.4389 0.012345 09-02-2020 12:34:50:00 09-02-2020 12:34:51:00 6590876

SYS1 CICS4 SBQE SMM01008 W24AA01 0.5498 0.00234 09-02-2020 17:14:40:00 09-02-2020 17:114:40:309761237

SYS1 CICS4 SBQV SMV01009 W24AB01 0.38546 0.00184 09-02-2020 18:30:30:00 09-02-2020 18:30:30:53 9807123

LPAR SSID AUTH ID ESTIMATED TIME CPU TIME SUSPEND TIME PLAN TIMESTAMP LU6.2 TOKEN ID

SYS1 DBSS1 PFPACSR 0.589501 0.024994 0.0013 DISTSERVER  09-02-2020 12:34:51:00 6590876

SYS1 DBSS1 W24AA01 0.38924 0.0017834 0 DISTSERVER 09-02-2020 17:114:40:309761237

SYS1 DBSS1 W24AB01 0.18527 0.0013612 0 DISTSERVER 09-02-2020 18:30:30:53 9807123

SMF 110 CICS Record Type

SMF 102 Db2 Record Type
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Strategy B 
 

In this scenario, each Db2 accounting record can contain 
information relating to more than one transaction, so matching 
each Db2 accounting record directly to the relevant CICS 

performance record is not possible. However, the types of 
transaction that are present in the Db2 accounting record can be 

identified, because each transaction ID only refers to one type 
of transaction. 
 

If only one type of CICS transaction is present in a 
particular Db2 accounting record, then for accounting purposes, 
the resources consumed in Db2 can be split equally between 

each transaction. This is reasonable because the transactions are 
almost identical. The number of commits and backouts in 

the Db2 accounting record indicates the number of units of work 
covered in this record.  
 

However, units of work in the same transaction might use a 
different thread, and so not be present in the 
same Db2 accounting record.  

 
If two or more different types of CICS transaction are present in 

a particular Db2 accounting record as represented in Table 2 
(Highlighted in Yellow color), the method of distributing the 
resources equally cannot be used. In this case, create model 

transactions by periodically measuring the amount 
of Db2 resources used by each type of CICS transaction. Take 
these measurements by temporarily disallowing thread reuse, 

and looking at the resulting Db2 accounting records, which 
contains information relating to only one transaction. Use these 

model transactions to map the resources to the transaction But 
periodically validate the correctness of the model transactions. 

TABLE 2  STRATEGY B MAPPING 

 
 
Strategy C 

 
In this scenario, each Db2 accounting record contains 
information relating to a single CICS transaction, but because 

several types of transaction use the same transaction ID, 
identifying which type of transaction is shown by a 

particular Db2 accounting record is impossible. 
 
Mapping a set of records for one instance of a transaction and 

then reuse those figures, as in Scenario A is not correct method. 
Mapping all the individual CICS performance records with their 
corresponding Db2 accounting records is mandate. Until then, 

what type of transaction is represented by each Db2 record is not 
predictable. 

 
Map each of the Db2 accounting records to the relevant CICS 
performance record by using the data items  

 

• The CICS LU6.2 token – Configuring 
ACCOUNTREC(TASK) or ACCOUNTREC(UOW) in the 

DB2ENTRY or DB2CONN, CICS passes its LU6.2 token 
to Db2 to be included in the Db2 trace records as in Table 
3. (Highlighted in orange colour). 

• The authorization ID field. The authorization ID that a 
CICS transaction uses is determined by the AUTHID or 

AUTHTYPE parameter in the DB2CONN or DB2ENTRY 
as in Table 3. (Highlighted in yellow colour). 

• The timestamp fields. The start and end time for the thread 

can help identify the CICS transactions that 

the Db2 accounting record covers as in Table 3. 

(Highlighted in blue colour). 

TABLE 3 STRATEGY C MAPPING 

 
 
Strategy D 
 

In this scenario, each Db2 accounting record can contain 
information relating to more than one transaction, and also 

cannot use the transaction IDs to identify which types of 
transaction are present in the accounting record. 
 

The present circumstance is best kept away from because it is 
probably not going to have the option to coordinate records 
precisely. In this situation, the best solution is to create model 

transactions, as described for Scenario B. Next, find a custom 
way to mark the CICS performance records with an identifier 

that is unique to each transaction. For example, the user could 
supply information in a user field in the performance records 
that identifies the transaction being executed. Now this field can 

be used to identify which of the model transactions should be 
used for accounting in this case. 

TABLE 4 STRATEGY D MAPPING 

 
 

V. CONCLUSION 

During Performance analysis, mapping the Db2 accounting 

records and CICS performance class records becomes mandate. 
In case of accounting exact mapping or relating the record types 
are optional. There is no one ideal way of matching Db2 

accounting records and CICS performance class records. In a 
few cases, it might be impossible to make the mapping correct, 
because CICS transaction IDs are being run concurrently. In 

most circumstances the strategies can be applied to map the two 
types of records with reasonable accuracy. But in complex cases 

the approach could be hybrid approach where more than one     

strategy has to be applied.  

 

LPAR SSID TRAN ID PROGRAM NAME AUTH ID CPU TIME ELAPSED TIME START TIME END TIME SERVER CLASS

SYS1 CICS3 CRSQ DFHCRQ W24AA01 0.4389 0.012345 09-02-2020 12:34:50:00 09-02-2020 12:34:51:00 A

SYS1 CICS4 SBQE SMM01008 W24AA01 0.5498 0.00234 09-02-2020 17:14:40:00 09-02-2020 17:114:40:30A

SYS1 CICS4 SBQV SMV01009 W24AA01 0.38546 0.00184 09-02-2020 18:30:30:00 09-02-2020 18:30:30:53 B

LPAR SSID AUTH ID ESTIMATED TIME CPU TIME SUSPEND TIME PLAN TIMESTAMP

SYS1 DBSS1 W24AA01 1.164011 0.458053 0.0013 DISTSERVER 09-02-2020 18:30:30:53

SMF 110 CICS Record Type

SMF 102 Db2 Record Type

LPAR SSID TRAN ID PROGRAM NAME AUTH ID CPU TIME ELAPSED TIME START TIME END TIME LU6.2 TOKEN ID

SYS1 CICS3 SBQE DFHCRQ W24AA01 0.4389 0.012345 09-02-2020 12:34:50:00 09-02-2020 12:34:51:00 6590876

SYS1 CICS4 SBQE SMM01008 W24AA01 0.5498 0.00234 09-02-2020 17:14:40:00 09-02-2020 17:114:40:309761237

SYS1 CICS4 SBQE SMV01009 W24AA01 0.38546 0.00184 09-02-2020 18:30:30:00 09-02-2020 18:30:30:53 9807123

LPAR SSID AUTH ID ESTIMATED TIME CPU TIME SUSPEND TIME PLAN TIMESTAMP LU6.2 TOKEN ID

SYS1 DBSS1 W24AA01 0.589501 0.024994 0.0013 DISTSERVER  09-02-2020 12:34:51:00 6590876

SYS1 DBSS1 W24AA01 0.38924 0.0017834 0 DISTSERVER 09-02-2020 17:114:40:309761237

SYS1 DBSS1 W24AA01 0.18527 0.0013612 0 DISTSERVER 09-02-2020 18:30:30:53 9807123

SMF 110 CICS Record Type

SMF 102 Db2 Record Type

LPAR SSID TRAN ID PROGRAM NAME AUTH ID CPU TIME ELAPSED TIME START TIME END TIME SERVER CLASS

SYS1 CICS3 SBQE DFHCRQ W24AA01 0.4389 0.012345 09-02-2020 12:34:50:00 09-02-2020 12:34:51:00 A

SYS1 CICS4 SBQE SMM01008 W24AA01 0.5498 0.00234 09-02-2020 17:14:40:00 09-02-2020 17:114:40:30B

SYS1 CICS4 SBQV SMV01009 W24AA01 0.38546 0.00184 09-02-2020 18:30:30:00 09-02-2020 18:30:30:53 A

SYS1 CICS4 SBQV SMX01009 W24AA01 0.38546 0.00184 09-02-2020 18:30:30:00 09-02-2020 18:30:30:53 A

 

LPAR SSID AUTH ID ESTIMATED TIME CPU TIME SUSPEND TIME PLAN TIMESTAMP

SYS1 DBSS1 W24AA01 1.164011 0.458053 0.0013 DISTSERVER 09-02-2020 18:30:30:53

SMF 110 CICS Record Type

SMF 102 Db2 Record Type
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ABSTRACT  
In this research paper, we have developed a new cloud-based Enterprise Resource Planning System 
using the Linked Servers technology. Our focus is on Small and Medium Scale Enterprises (SMEs), 
seeking for ways of assisting them enjoy the huge benefits of Enterprise Resource Planning and the 
internet cloud. Our ERP system can integrate key business processes into a single software solution, 
and enables seamless flow of information from heterogeneous data sources across all functional areas 
of the organization and beyond. The new system was developed using the prototyping methodology, 
considered as best suited for a project of this kind due its advantage of active user involvement 
throughout the development process. Using the questionnaire as our major data gathering instrument, 
user requirements were gathered from selected SMEs across the south-east geopolitical region of 
Nigeria to aid our design.  A thorough Requirement Analysis was carried out to ensure proper design of 
the prototype system, and, using the system development life cycle approach, we carried out design of 
the architectural frameworks for the cloud based ERP system, to illustrate basic layout of application 
deployment and the synchronization mechanism for data exchange between vendor servers and the 
central server. Result obtained from our study shows that the new ERP software solution provides 
improved operational efficiency and customer satisfaction. We recommend the creating of enabling 
environment by appropriate government authorities, and a systematic implementation of the findings of 
this research paper by corporate business owners.  

 

Keywords: Internet-cloud, ERP, Vendor servers, SMEs, Data integration. 
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1. INTRODUCTION 

1.1 The Concept of Enterprise Resource Planning (ERP) 

Enterprise Resource Planning (ERP) is an attempt to integrate key business processes of a firm into a 
single software solution, whose aim is to enable easy flow of information throughout the organization. 
Ordinarily, such systems focus more on internal processes, though in some cases, may include 
transactions with customers, business partners, and vendor companies.  
 

Normally, a large business organization will have dissimilar information systems or software 
applications built around different functional areas, organizational levels, and business processes, which 
ordinarily cannot easily exchange information, especially at the point where such information is needed 
for quick decision making.  Most times also, each of the different software application will require a 
fragmentation of data in hundreds of separate databases, and this can equally degrade efficiency and 
business performance. A good example is the problem of a Sales Personnel who may not be able to tell 
(at the time a customer places an order) whether or not the ordered items exist in the inventory store. 
Also, the Manufacturing unit may find it difficult to carry out their duty of planning for new production 
due to their inability to easily access sales information at the time they need it.   
 

A good Enterprise Resource Planning system can solve this problem of integration and seamless data 
exchange across various levels of the organization, and across various functional areas of the business 
corporation. Such a system will receive data from various key business processes in Production and 
Manufacturing, Finance and Accounting, Sales and Marketing, Human Resources, and so on, into a 
central data repository. From the central data repository, information that was previously fragmented in 
different systems can be shared across all parts of the firm. Undoubtedly, an efficient coordination of 
these parts will lower a business’s operational cost, while increasing customer satisfaction.  
 

A seemingly simple process such fulfilling a customer order as mentioned above, will require an 
involvement of several functional areas of the business and a free flow of data across the firm, between 
business partners, and vendors, as well as customers.     
 

There are existing ERP software solutions which are mainly products of such Software Vendors like 
SAP, Oracle, and Microsoft. Some of these software include: SAP’s Business Suite, Oracle’s e-
Business Suite, Microsoft’s Dynamic Suite, and so on. Most of these software solutions however, target 
very large multinational business corporations. Over the years, not much attention has been given to 
Small and Medium scale Enterprises (SMEs) to find ways of helping them enjoy the huge benefits of 
ERP. 
 

In a bid to solve the data exchange and web application integration problem using Enterprise Resource 
Planning software, software vendors have always made use of Web Services and a collection of web 
services popularly known as Service-Oriented Architecture (SOA) to integrate various software systems 
into one. Service-Oriented Architecture is a set of self-contained services that communicate with each 
other to create a working software application. On the other hand, a web service is a collection of open 
protocols and standards used for data exchange between applications or systems. Furthermore, these 
web services are self-contained, modular applications that can be described, published, located and 
invoked over a network, generally the World Wide Web [1].   
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Although the use of web services can provide a near flexible solution to the problem of application 
integration [9], the service architecture is confronted with a number of stubborn problems including the 
issue of data security [7], and the challenge of synchrony of web services [11]. With the use of WSDL 
and UDDI in web services, an attacker can access any publicly available WSDL file and tamper with 
it. Such attacks can be in the form of WSDL Scanning or WSDL tampering. The former scans the 
WSDL file and exposes some operational and even confidential information. According to [1], 
protection against these threats is not easy with typical methods like authentication and authorization. 
 

There is need to design efficacious ERP solution that can enable business owners to streamline and 
automate tedious back office tasks. Apart from streamlining and automating back office tasks, managers 
can equally get real-time visibility into the inner workings of their operations and motivate employees 
to be more productive, focused, and successful towards performing their roles. A focus on cloud-based 
ERP will encourage small and medium scale enterprises to take advantage of cloud computing which 
delivers computing services such as servers, storage, database, networking, software, as well as 
analytical and business intelligence to corporate business owners at a very low cost.  With the internet 
cloud, a small scale company will not have to purchase the software, hardware, servers and facilities 
necessary to run her ERP and there will be no need to train and maintain an IT team that is responsible 
for the software. All that is needed are computers that can access the internet.  Since the cloud 
host/vendor offers the maintenance of infrastructure, there will be reduced operational cost for such 
SMEs. 
 

In this research paper therefore, we shall design a cloud-based Enterprise Resource Planning System 
for efficient data exchange and web application integration using the Linked Servers technology. Our 
focus will be on Small and Medium Scale Enterprises (SMEs) to seek ways of assisting them enjoy the 
huge benefits of such technology-based systems, with very little operational costs. Being on the cloud, 
the system will be directly managed off-site by a third party provider and with the ability to address 
diverse data sources similarly.   
 
 

1.2 Objectives of Study 

In this research paper, the Linked Servers technology is adopted in the design of Cloud-based Enterprise 
Resource Planning which aims to guarantee efficient data exchange and web application integration to 
ensure rapid and sustainable growth of Small and Medium Scale Enterprises (SMEs) in developing 
countries. The study will achieve the following: 

i. Discover major weaknesses of existing ERP systems in meeting business needs of SMEs.   
ii. Propose a Cloud-based ERP model using Linked Severs technique to provide efficient and 

secure data synchronization between heterogeneous vendor database servers.  
iii. Ensure distributed queries, updates, and transactions on dissimilar data sources across the 

enterprise. 
iv. Make recommendations to assist local SMEs enjoy the huge benefits of ERP and the 

competitive business advantages of the internet cloud.  
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2. LITERATURE REVIEW  

This section seeks to review existing literature on concepts, theories and empirical studies that border 
on Enterprise Resource Planning, Executive Support Systems, Cloud Computing, and the Linked 
Servers Technology Architecture. We will begin with a conceptual framework to discuss various 
perceptions relating to our topic of study.  

2.1. Definition of Enterprise Resource Planning  

According to [15], an Enterprise Resource Planning (ERP) a business process management software that enables an 
organization to use a system of integrated applications in managing her business. Normally, such a system will make 
use of tools and applications that cover all areas of the business and enables potential communication from various 
sources.   

The software will also seeks to automate many back-office functions related to technology, services and human 
resources. With ERP Software, all essential business functions such as estimation, finance, human resources, 
production, marketing, sales, purchasing, and others can be collected at a central source. From here, data can be easily 
accessed by the concerned persons and departments. Enterprise resource planning system can also streamline the 
assemblage, storage and usage of an organization’s data in a most unified way. ERP system efficiently intermingles all 
components of business procedures and methods, which consist of development, product planning, manufacturing, 
sales and marketing, and others, in a single database, application and user interface.  Such Enterprise Resource Planning 
system is reckoned to be a type of enterprise application that is created to be used by large-scale businesses and it 
oftentimes requires devoted teams to analyze and customize the data to handle deployment and upgrades of the software 
[15]. 

Today, majority of corporate organizations implement ERP systems for a number of reasons. In fact, a study conducted 
in 2016 by Panorama Consulting Solutions, LLC, reveals some reasons why organizations implement ERP systems. 
Their report shows the following reasons, by percentage: 

• To replace out-of-date ERP software (49%) 
• For replacing accounting software (15%) 
• To replace other non-ERP systems / had no system (20%) 

• To replace homegrown systems (16%) (Panorama Consulting Solutions, 2016). 

According to the report also, organizations that have never implemented ERP System will surely need one for the 
following reasons: 

• To improve internal business processes 
• In order to improve company performance 
• For reducing IT expenses and labor costs 
• To improve interactions between internal employees and external organizations. (Panorama Consulting Solutions, 

2016). 
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However, ERP applications for small-scale businesses can be designed as a lightweight business management software 
which can be customized for particular business industry. With a functioning Enterprise Resource Planning (ERP) in 
place, crucial issues can easily be resolved which could be damaging to the organization if left unchecked. 

2.2. Why ERP is Indispensable for Growth of Small and Medium Scale Enterprises (SMEs) 

Before now, an all-in-one solution software was not in existence which could help organizations in 
managing their business process, but as technology grows, Software Developers has seen the need to 
introduce the ERP technology. ERP solution can be a wonderful management tool when it comes to 
maintaining and managing businesses in a most efficient way, and this ideology can only get better with 
time. A well-designed Enterprise Resource Planning, such as the one being proposed in this research 
project, can perfectly bring key business processes together and allow small and medium scale 
enterprises as well as large business organizations make data-driven decisions, improve collaboration, 
and strengthen business productivity. As a matter of fact, ERP can be made to covers all functional 
areas of a company, which include the following: finance, human resources, customer relationship 
management, manufacturing, and supply chain. 

2.2.1. Finance 

Modern Enterprise Resource Planning systems offer dashboards that give users an overview of their 
current financial status, and with this they can tap into real-time business data anytime, anywhere. For 
small businesses, ERP can assist managers track income and expenses and record transactions and 
account structures. It can also create financial documents like profit and loss statements and balance 
sheets. 

2.2.2. Human Resources (HR) 

Some modern ERP software can enable SMEs to manage company data and help in streamlining 
employee management tasks such as hiring, payroll, and other duties. Small businesses can take 
advantage of ERP to automate payroll processing, track employee attendance to work, and manage 
employee records like performance reviews, payroll benefits, and scheduling. Self-service 
functionalities can equally allow employees to request time off or view their attendance record. One 
good thing about an ERP is that it can help managers to save time, energy, and the risk-factor because 
they could track each employee’s performance and pinpoint HR problems before they start to happen. 

2.2.3. Customer Relationship Management 

A good ERP can help SMEs manage customer contact information, order histories, invoices, and quotes. 

2.2.4. Manufacturing 

A well designed Enterprise Resource Planning solution can optimize project and cost management as 
well as production planning. This feature can improve factors that play prominent part in automating 
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daily processes and business communication. It can offer manufacturers the ability to manage resources 
by accessing real-time data and fulfil customer needs by providing fast and reliable services. 

2.2.5. Supply chain 

ERP is a good manager of the Supply Chain.  It can help manage the flow of goods and services from 
raw material acquisition to delivery of the finished product to the customer. Most SMEs today are still 
in the habit of entering information by hand while striving to track down the inventory present in her 
warehouse. In the case of such SMEs, implementing an ERP is quite indispensable. With such a smart 
solution, business owners can save money and time by automating all its major business processes. 
Modern solutions also offer dashboards and business intelligence to help these SMEs handle most of 
their inventory management problems. 

2.3. Cloud-based ERP Systems for Small Businesses 

Some ERP solutions are marketed as being only for small businesses. These solutions can be on-premise 
or web-based; though, web-based is more common for small businesses due to the generally lower 
upfront cost. ERP software for only small businesses is less complex and has limited functionality to 
cut costs and tailored to meet the needs of smaller companies. 

Research has shown that most ERP solutions represented as free on the WWW are meant to be more of 
a demo than a permanent solution. There are usually some costs associated with these systems to add 
functionality that are required for interested businesses or installation and maintenance fees. According 
to Panorama Consulting Solutions (2016), some examples of free and open source small business ERP 
software include: 

• Odoo: The free plan, Odoo Community, is an open-source ERP software that incorporates the 
following applications: CRM, invoicing, expense tracking, e-Commerce, appointment 
scheduling, and POS. With a special link, this ERP software can equally integrate with heavy 
applications like eBay or USPS.  

• Dolibarr: A free open source ERP system that features CRM, HR management, CMS, inventory 
control, marketing automation, and project management.  

2.4. The Linked Servers Technology 

According to [5], Linked Servers technology makes it possible for an SQL Server to “talk” to another 
ODBC compliant database, such as another SQL Server instance or an Oracle database, with a direct 
T-SQL query. It can enable one to execute distributed queries against tables stored in a Microsoft SQL 
Server instance and another data store. It is easy to use the Microsoft SQL Server Management Studio 
to link a data store to an SQL Server instance and then execute distributed queries against both data 
stores. 
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Linked servers can be created using the SQL Server Management Studio. From the Object Explorer 
pane, expand the "Server Objects" section, right click on "Linked Servers" and choose "New Linked 
Server” from the menu. 

SQL Server can be linked to any server provided it has OLE-DB provider from Microsoft to allow a 
link. Example, Oracle has an OLE-DB provider for oracle that Microsoft provides to add it as linked 
server to SQL Server group. 

 

Figure 1: Basic Linked Servers Configuration Architecture (source: Eric Blinn in Edgewood Solutions 
Guide, 2021).  

2.5. Improving Privacy and Data Security Level in Cloud-Based ERP Systems 

Nowhere is security more of a concern than with cloud-based ERP applications. Many businesses 
assume that after they move their ERP system to cloud, the security is beyond control. But, there are 
proactive steps that businesses can take to help them gain more control over their cyber security. Despite 
the security risks, businesses have good reasons for moving their ERP systems to the cloud. In addition 
to 24 hours cloud-based access to data across multiple departments and geographical locations. 
According to [13], competitiveness is another clear reason. 
 

3. METHODOLOGY AND USER REQUIREMENT ANALYSIS FOR THE NEW SYSTEM 

For this study, the prototyping model was used for early development of our proposed cloud based 
enterprise resource planning. Prototyping is a software development model in which a software 
prototype is developed, evaluated, and re-designed until an acceptable prototype is achieved. The 
accepted prototype is then used as the basis of development of the final system.  
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Software prototyping works best in situations where user requirements are not fully known at the onset. 
User involvement, especially the continuous interaction between system users and system developers 
makes it the most preferred method for the task of this study. 

The figure 2 shows the prototyping model, which allows for quick design of an early system after initial 
requirements gathering from system users. The prototype is then subjected to an evaluation process 
using appropriate test data.  The evaluation aims at allowing users to put the system into use in order to 
identify additional user requirements or any need to improve on existing ones. Evaluation and testing 
continues until all identified user requirements are fully met. 

 

Figure 2: A popular prototyping model (source: www.geeksforgeeks.org) 
 

Finally, the prototyping model will be integrated into the wider system development approach which 
include the different phases of software development life cycle, and will be adopted for this study. The 
major phases of development include the following: System definition, data gathering / analysis, system 
design, implementation, testing, and system maintenance phase. 

3.1 Data Gathering and Requirement Analysis 

The questionnaire method was used to gather data for development of our proposed system. The purpose 
of the data gathering, however, is to generate user requirements to aid our design.  

About 300 copies of questionnaire were administered to Business Entrepreneurs, as well as management 
staff of selected Small and Medium size Enterprises in the south-east geopolitical region of Nigeria. 
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Some of these SMEs include Hotels, grocery stores, garages, etc., that serve a hyper local target 
audience, and operate with less than a certain level of workforce and assets. Our goal was to ensure 
accurate and honest information gathering and user requirements to aid our system design process.  

In order to gather relevant user requirements for our proposed ERP system, structured questions were 
posed to elicit information in the following areas: 

i. Need for accessibility of common company data: Most SMEs in developing countries are 
accustomed to spreadsheet accounting and some manual business processes using outdated data 
sources. Therefore, the following questions were posed:  

- Do you need a system that compiles and stores company common 
data as well as make it readily accessible to you? 

- Do you wish to gain real business insight for informed decision 
making? 

- Would you like to view, manage, and track core business processes 
and resources in real-time using a single data source? 

      ii. Integration of core business functions: The following questions were posed:  
- Do you need a system of shared database to support and connect 

multiple business activities? 
- Do you wish to integrate business functionality for accounting, 

inventory management, order processing, human resources etc.? 
- Do you require integration and collaboration across departments? 
- Do you require improved inventory management? 
- Do you think your company requires standardized business 

processes? 
iii. Cloud-based ERP system: Business owners and top managers were asked the following 

question: Whom will you select as your preferred software partner or vendor, or do you prefer 
a cloud-based system? 

- Do you wish to leverage on global markets? 
iii. ERP components and basic features: The following questions were posed: 

- Which processes of your business do you wish to incorporate into an 
ERP system? 

- What features do you think you will need your ERP to have as a 
start? 

v. Legacy systems: In order to gather user requirements in the area of legacy systems and 
applications, the following questions were asked: 

- Do you wish to replace your legacy systems? 
- Do you wish to reposition your company for sustainable growth and 

development? 
-  Do you require improved customer service and operational 

efficiency? 
vi. Operational cost and business scalability: The following question was asked in the area of 

operational cost and business scalability:  
- Do you want to experience reduced cost of business operations? 
- Do you require an ERP system that scales up as your business grows? 
- What are your projected performance enhancements based on your 

expectations and user preferences? 
 

Ninety five percent (95%) of all questions were answered in the affirmative, showing the need for cloud 
based enterprise resource planning systems for sustainable growth and development of small and 
medium scale enterprises in third world countries.  
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All information and user requirements were gathered from business entrepreneurs, top management 
cadre of country SMEs, directors, section mangers, and supervisors, and from the information gathered 
during this stage, we were able to establish the following:  

a. Cloud-based ERP is required for sustainable growth of SMEs in developing countries.  
b. Existing ERP systems and businesses have major weaknesses in meeting the needs of SMEs.  
c. There is need to ensure data synchronization between heterogeneous vendor database servers 

in order to ensure efficient information exchange.  
d. There is need to implement distributed database that updates data in remote vendor databases 

in an efficient and secure manner.  
e. There is need for automated data back-up in the cloud as safeguard against data loss due to 

vendor services malfunction or crash of central server machine.  
 

4. SYSTEM DESIGN, RESULT AND DISCUSSIONS 

In this section, we present the technical architecture which basically defines layout of layers of 
application deployment between servers and client computers, interfaces, platforms and emerging 
technologies that will provide technical functionality for our proposed cloud based enterprise resource 
planning system. 

4.1. Architecture of the Proposed Cloud based ERP System for Sustainable Growth of SMEs 

The figure 4 depicts the architecture of the proposed cloud based ERP system for sustainable growth of 
SMEs, especially in developing countries. It is a conceptual framework the shows basic layout of 
application deployment and various activities involved in the new system, and illustrates the 
synchronization mechanism for data exchange between vendor servers and the central server. 
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Figure 4. Architecture of the Proposed Cloud based ERP System for SMEs.     
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4.2. Algorithms for Inventory Management Module of the proposed ERP system 
The basic algorithms for inventory management module of our proposed ERP system is shown in 
figure 5. 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Unified Inventory management algorithms for the proposed based ERP system  
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4.3. High Level Model for Accounting Management Subsystem  
 
The High Level Model for Accounting Management subsystem of our proposed ERP system is shown 
in figure 6. 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

Figure 6. Integrated accounting model for the proposed based ERP system 

4.4. System Implementation and Discussions  

Here, we discuss some of the development tools used in the implementation of our new design to 
guarantee efficient and secure data synchronization among vendor databases from remote locations. 
The following sections of the new system were implemented using the under listed programming tools:  

Database Synchronization and Exchange: Linked Servers Technology was used to create 
synchronization mechanism and database connectivity for exchange between vendor servers and the 
central server. 

User Management Module: The ASP.NET was used to create the user management session for 
administering the central server.   

Central server database: My-SQL server technology was adopted for design of the central server 
database. 
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Vendor server 1: My-SQL, an open source database management system, was used to develop a 
relational database to store data for the Inventory management subsystem, which included such 
information as Inventory Management System Report Types such as list of stock items, list of sold 
items, list of returned items, report date filter, category, price, and quantity. 

Vendor server 2: MS-SQL was used to develop a relational database to store data for the Accounting 
management subsystem, which included such information as Account report category and information 
including Account Expenses, Purchases, Sales, Point-of-Sale records, and summary report information. 
Others include dates of transaction, transaction description, transaction receipt number, and sales 
personnel’s remarks. 

Data Migration from various platforms to the remote server: My-SQL workbench, an open source 
development tool was used to export databases from other platforms to the My-SQL-based remote 
server. Another is the My-SQL connector for ODBE, which is a connector tool used to create an 
interface between the central MY-SQL server and all other database platforms that are compatible with 
open database connectivity technology.   

Inventory Management subsystem: Visual Studio 2015 was used to implement the Inventory 
Management System. Some of the tools include: C# for the front end and application logic development, 
and Ado.NET for relational database connectivity.  

Accounting Management Subsystem: VB.NET was used to implement the Accounting Management 
subsystem. 

Web Hosting: The IIS and the APACHE web servers were adopted for hosting our web applications 
built with the .NET technology.  
 

4.4.1. Results 
The output screens in figure 7 and figure 8 show some of the results of the implementation. 

 

 
 

Figure 7. Output screen illustrating the synchronization mechanism for data exchange between vendor 
servers and the central server. 
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Figure 8. Some output screen from the accounting management subsystem and the inventory 
management subsystem.  
 

5. CONCLUSION AND RECOMMENDATIONS 

5.1. Conclusion 

In this research paper, we have developed a cloud-based Enterprise Resource Planning System for 
efficient data exchange and web application integration using the Linked Servers technology. Our focus 
was on Small and Medium Scale Enterprises (SMEs), seeking for ways of assisting them enjoy the 
benefits of Enterprise Resource Planning. With such an integrated system on the cloud, there will be 
very little operational cost on the part of the SMEs because most of the institutional and IT infrastructure 
will be directly managed off-site by a third party provider.  
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Again, the system will encourage small and medium scale enterprises to take advantage of cloud 
computing which delivers such computing services as servers, storage, database, networking, software 
applications, and analytical and business intelligence to corporate business owners at a very low cost.  
Our system can integrate key business processes of a firm into a single software solution, which enables 
seamless flow of information throughout the organization and beyond.  It can solve the problem of 
integration and seamless data exchange across heterogeneous data sources at various levels of 
organization, and across all functional areas of a business corporation. It has the ability to receive data 
from key business processes in Production and Manufacturing, Finance and Accounting, Sales and 
Marketing, Inventory and Human Resources, and so on, into a single central data repository, from where 
information can be shared among various stakeholders as the need arises.   
The new system was developed using the prototyping methodology, considered as best suited for a 
project of this kind due to its iterative nature and user involvement. The questionnaire method was used 
to gather all user requirements from selected SMEs across the south-east geopolitical region of Nigeria 
to aid our design.  A thorough Requirement Analysis was carried out to ensure proper design of the 
prototype system.  
Result obtained from our study shows that the new ERP software solution provides improved 
operational efficiency and customer satisfaction.  
 
5.2. Recommendations 

We recommend the creation of enabling business environment by appropriate government authorities, 
and a systematic implementation of the findings of this research paper by corporate business owners. 
The system is a new attempt to ensure rapid growth and sustainability of our Small and Medium sized 
Enterprises by harnessing the benefits of ERP and the internet cloud.  There is need for a concerted 
effort by all stake holders, government agencies, corporate organizations, and business owners to take 
advantage of the opportunities offered by the emergence of the internet and Information Technology to 
improve the business sector. 
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Abstract— Processing types of data like noise, images and videos, 

which are raw data collected from technological or medical 

devices, is a challenge since numerical representation of them are 

very large datasets. Subtracting valuable information for 

surveillance, detection or biomedical purposes, consists in a pre-

processing phase of the original dataset that includes reducing the 

number of variables without losing any important information or 

properties. Once the dimensionally reduction techniques are 

applied, more complex strategies and methods can be used to 

further process the data. Background subtraction techniques are 

necessary to separate moving objects from the steady ones, using a 

reference background frame.  

This paper describes a collection of popular and effective methods 

used in image/video processing, particularly for background 

estimation. It highlights advantages, limitations, modifications and 

efficiency, starting from the standard approach (PCA) up to 

innovative methods using Krylov subspaces, associated with 

background estimation experiments.  

Keywords— Principal components, Sparse PCA, Block Krylov 

subspace, SVD, Background subtraction. 

I.  INTRODUCTION  

Real modern world problems generate huge amount of data 

every day. These raw data is very hard to manipulate or to get 

valuable information from. Data processing translates raw data 

into meaningful information by performing different techniques. 

Traditional approaches based on using the entire dataset become 

very impractical as the dimensions and number of variables 

increase therefore before applying different methods datasets are 

transformed into a suitable form by reducing dimension or the 

number of variables. Dimension reduction can be applied by 

keeping the most relevant variables only or by transforming the 

real dataset into a smaller dataset of new variables, that contain 

meaningful information and properties of the real dataset.  

Dimensionally reduction can be very useful in many fields 

such as signal processing, image processing or video processing. 

Security and surveillance systems need image/video processing 

in order to detect, define or count people and other moving 

objects. To identify these elements background subtraction is 

applied i.e., separate the static elements called background from 

the other non-static elements referred to as foreground. 

Foreground do not have a significant contribution to the 

background estimation as long as they are small and change 

position at different times.  

One of the most widely used linear dimensionality reduction 

techniques, meaning each new variable being a linear 

combination of real variables, is Principal Component Analysis 

(PCA). This paper gives a detailed description of standard PCA 

(advantages and limitations), some modified versions (SPCA 

and Elastic net) and up to date Krylov subspace methods also 

used for dimensionality reduction and principal components 

approximation. 

We conclude with background estimation experiments on 

different image datasets corresponding to three videos, to 

highlight differences between methods.  

II. STANDARD PCA 

Considering 𝑋 ∈ 𝑅𝑛×𝑝 the real data matrix of dimensions 𝑛 

and 𝑝, where 𝑛 rows represent the number of observations and 

the 𝑝 columns represent the number of features/variables. The 

rows of matrix 𝑋 are referred as 𝑥𝑖 = [𝑥𝑖1 𝑥𝑖2 … 𝑥𝑖𝑝] than 𝑋 can 

be written as 𝑋 = [𝑥1 𝑥2 … 𝑥𝑛]𝑇. 

Before processing the data, the columns of 𝑋 are centered 

meaning from each column it is subtracted its sample mean �̅�𝑗 =

∑ 𝑥𝑖𝑗
𝑛
𝑖=1 /𝑛 for 𝑗 = 1,2, . . , 𝑝. Sometimes it is necessary to scale 

the columns of 𝑋 ,  that means to divide each variable by its 

sample variance, in order that each new variable has a sample 

variance of 1. This process is not always necessary, especially 

when the variables are all measured in the same units.  

The main purpose of the dimensionally reduction techniques 

is to generate a (𝑛 × 𝑘) dimensional representation of the data 

𝑋𝑛×𝑝, where 𝑘 is much smaller than 𝑝, that would preserve the 

information present in the variables space. Linear PCA finds the 

best fit for this 𝑘 -dimensional subspace by generating new 

variables as a linear combination of the original variables, such 

that the new variables capture maximal variance. 

So, the new dimension-reduced data points are stored in the 

𝑧𝑖  rows of matrix 𝑍 = 𝑌𝑉𝑇 ∈ 𝑅𝑛×𝑝  and are called projected 

points. Matrix is 𝑌 = 𝑋𝑉 ∈ 𝑅𝑛×𝑘 , where rows 𝑥𝑖 ∈ 𝑅𝑝, for 𝑖 =
1, . . . , 𝑛 of matrix 𝑋𝑛×𝑝, are transformed into rows 𝑦𝑖 ∈ 𝑅𝑘, for 

𝑖 = 1, . . . , 𝑛  with less variables. Columns of 𝑌𝑛×𝑘  are the 𝑘 
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principal component scores obtained by projecting 𝑋  onto 

orthonormal vectors 𝑣𝑗 ∈  𝑅𝑝 , for 𝑗 = 1, . . . , 𝑘,  which means 

they are orthogonal 𝑣𝑖
𝑇𝑣𝑗 = 0 for 𝑖 ≠ 𝑗 and they are unit vectors 

𝑣𝑇𝑣 = 1.  

Vectors 𝑣1, 𝑣2, … 𝑣𝑘 ∈ 𝑅𝑝 are set as columns of matrix 𝑉𝑝×𝑘, 

they contain the loadings/directions/ coefficients of the 𝑘 

principal components and altogether explain the most variance 

in the data. Generally, the variance explained by the first 𝑘 

principal component directions should be at least 70%-80% of 

the total variance. The variance explained by principal 

component direction 𝑘  is 𝑑𝑘
2 𝑛⁄ =

1

𝑛
𝑣𝑘

𝑇(𝑋𝑇𝑋)𝑣𝑘 , where 𝑑𝑘 =

√𝑣𝑘
𝑇(𝑋𝑇𝑋)𝑣𝑘  and 𝑆𝑛 =

1

𝑛
𝑋𝑇𝑋  the sample covariance. So, in 

order to choose a suitable dimension, values close to one of 

function ∑ dj
2k

j=1 / ∑ dj
2p

j=1  mean the data can be explained by a 

small number of principal components. Sometimes the 

normalized scores of the principal components 𝑢𝑗 are used. 𝑢𝑗 =

(𝑋𝑣𝑗)/𝑑𝑗 ∈  𝑅𝑛  for 𝑗 = 1,2, . . , 𝑘  are also orthonormal vectors 

𝑢𝑇𝑢 = 1. 

One way of computing the first 𝑘  principal component 

directions is by using Singular Value Decomposition (SVD) on 

the centered (standardized) data matrix 𝑋𝑛×𝑝 . In contrast to 

Eigen-decomposition method which can only be applied to 

square metrices (sometimes does not exist even if the matrix is 

square), SVD exists for any type of rectangular matrices and 

does not need the calculation of 𝑝 × 𝑝 covariance or correlation 

matrix in order to evaluate the principal component directions 

𝑣𝑗.  

Matrix 𝑋𝑛×𝑝 can be decomposed as product of three matrices 

𝑋 = 𝑈 ∙ 𝐷 ∙ 𝑉𝑇 where 𝑈𝑛×𝑘 the matrix that contains as columns 

the normalized scores 𝑢𝑗, for for 𝑗 = 1,2, . . , 𝑘; 𝐷𝑘×𝑘 a diagonal 

matrix 𝐷 = 𝑑𝑖𝑎𝑔(𝑑1, 𝑑2, … , 𝑑𝑘)  with 𝑑1 ≥ 𝑑2 ≥ ⋯ ≥ 𝑑𝑘 ≥ 0 

and 𝑉𝑝×𝑘  the loadings matrix. The variance explained by 

principal component direction 𝑘 is 𝐷𝑘𝑘
2 𝑛⁄ .  

SVD provides simultaneously directions, scores and 

variances for the principal components [4]. 𝑉𝑝×𝑘  gives the 

eigenvectors of matrix 𝑋𝑇𝑋  (right singular vectors of 𝑋) and 

𝐷𝑘×𝑘 gives the square roots of the eigenvalues of matrix 𝑋𝑇𝑋 

(singular values of 𝑋), and hence the directions and standard 

deviations of the principal components for the data covariance 

matrix 𝑆𝑛 . The principal component scores are 𝑌 = 𝑈𝐷  and 

𝑈𝑛×𝑘 has as columns the eigenvectors of matrix 𝑋𝑋𝑇 (scaled left 

singular vectors of 𝑋). 

Standard PCA guarantees minimal loss of information 

during transformation since the principal components (PCs) 

sequentially capture the maximum variability among the 

columns of data matrix 𝑋𝑛×𝑝 . Also, one single PC ca be 

addressed without referring to the other PCs since PCs are not 

correlated. 

On the other hand, in standard PCA each principal 

component is a linear combination of all variables, the loadings 

are typically non-zero which make it difficult to interpret the new 

acquired information from the PCs and it is very sensitive to 

highly corrupted observations. Different techniques were 

proposed for sparse loadings/directions of the PCs and rotations 

techniques where the first to be applied as described by I.T 

Jolliffe [5]. Different thresholding techniques like Simple 

Thresholding, Diagonal Thresholding, Iterative Thresholding, 

Covariance Thresholding and Hard Thresholding can help to 

enhance the sparsity of the loadings/directions [6]. Another very 

interesting approach is to write PCA as a regression-type 

optimization problem. 

Furthermore, in high-dimensional problems such as image 

processing and microarray information, where 𝑝 is much greater 

than 𝑛, standard PCA has inconsistent results [7]. Computing all 

pairs of eigenvalues and corresponding eigenvectors (𝜆𝑖 , 𝑣𝑖) for 

𝑖 = 1,2, … , 𝑝  can be challenging. Estimating only the 𝑘  most 

‘important’ eigenpair can be achieved by projecting the original 

eigenvalue space onto a 𝑘-dimensional subspace which includes 

an invariant subspace associated with the ‘important’ 

eigenvectors. Krylov subspace methods as projection schemes 

can be used to generate these low-dimensional subspaces [8]. 

III. SPARSE PCA 

There This paper addresses different modified versions of 

PCA as a regularized regression problem with a weighted 𝐿1 

penalty term added to the traditional least-squares criterion, in 

order to get sparse PC directions. As addressed in SVD, standard 

PCA can be formulated as a least-squares problem, meaning, 

minimizing the sum of squared residual errors between the input 

data and the projected data: 

min
𝐴

‖𝑋 − 𝑋𝐴𝐴𝑇‖𝐹
2   

subject to  𝐴𝑇𝐴 = 𝐼 

The matrix of the right singular vectors 𝑉 meets this least-

squares criterion, hence 𝐴 = 𝑉 has exactly the first 𝑘 loadings of 

the standard PCA.  

Now, considering the linear regression model 𝑌 =
∑ 𝑋𝑗𝛽𝑗

𝑝
𝑗=1 + 𝛽0 with 𝑛 observations and 𝑝 predictors. Let 𝑌 =

(𝑦1, 𝑦2, . . . , 𝑦𝑛)𝑇 be the measurement/response vector and 𝑋𝑗 =

(𝑥1𝑗 , 𝑥2𝑗, . . . , 𝑥𝑛𝑗)𝑇  for 𝑗 = 1,2, … , 𝑝  the predictors, which are 

centered vectors. Let 𝑋𝑛×𝑝  be the matrix containing 𝑋𝑗  as 

columns and 𝛽𝑗  the regression coefficients vectors. The Least 

Absolute Shrinkage and Selection Operator (LASSO) method 

imposes a constraint on the 𝐿1 -norm of 𝛽𝑗  as the sum of the 

absolute values of them. The Lasso sparse coefficients estimates 

are obtained by minimizing the Lasso criterion [9]: 

�̂�𝑙𝑎𝑠𝑠𝑜 = arg min
𝛽

{ ‖𝑌 − ∑ 𝑋𝑗𝛽𝑗
𝑝
𝑗=1 ‖2

2 + ∑ |𝛽𝑗|𝑝
𝑗=1 }   

where λ is a non-negative tuning/penalty parameter. 

The lasso coefficients estimates shrink toward zero and 

depending on the nature of the 𝐿1 penalty, some coefficients will 

be exactly equal to zero if  is large enough. Lasso estimates 

make it easier to select variables but the number of variables 

selected are limited by 𝑛. In case where 𝑝 >> 𝑛, the LASSO 
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method can only select at most 𝑛 features/variables when the 

number of observations is less than a thousand. In order to 

overcome this limitation of LASSO, H. Zou and T. Hastie [10] 

proposed the naïve elastic net model which is a regularized 

regression method that combines the Lasso penalty 𝐿1 and ridge 

penalty 𝐿2 . The sparse coefficients estimates are obtained by 

minimizing the naïve elastic net criterion: 

�̂� = arg min
𝛽

{‖𝑌 − ∑ 𝑋𝑗𝛽𝑗
𝑝
𝑗=1 ‖

2

2
+ 𝜆2 ∑ |𝛽𝑗|

2𝑝
𝑗=1 𝜆1 ∑ |𝛽𝑗|

𝑝
𝑗=1 }   

where 𝜆1  and 𝜆2  are any non-negative tuning/penalty 

parameters. For 1 = 𝜆  and 2 = 0  the lasso estimates �̂�𝑙𝑎𝑠𝑠𝑜 

are obtained. Note that minimizing the naïve elastic net criterion 

is equivalent to a lasso-type optimization problem. For 2 = 𝜆 

and 1 = 0 the ridge estimates �̂�𝑅 are obtained by minimizing 

the ridge criterion: 

min
𝛽

 {‖𝑌 − ∑ 𝑋𝑗𝛽𝑗
𝑝
𝑗=1 ‖2

2 + 𝜆 ∑ |𝛽𝑗|2𝑝
𝑗=1 }   

Penalty 𝐿2 is not used to penalize the regression coefficients 

but it ensures the reconstruction of PCs. The approximations of 

the loading vectors �̂�𝑗  of PCA equal normalized regression 

coefficients �̂�𝑗/‖�̂�𝑗‖ and 𝑋�̂�𝑗 are 𝑗-th approximated PC.  

Viewing naïve elastic net as a regression-type optimization 

problem the function (1 − 𝛼) ∑ |𝛽𝑗|𝑝
𝑗=1 + 𝛼 ∑ |𝛽𝑗|2𝑝

𝑗=1  is 

considered the elastic net penalty, where 𝛼 = 2/(1 + 2) is a 

convex combination of the lasso penalty and the ridge penalty. 

For 0 < 𝛼 < 1 the elastic net has the characteristics of both the 

ridge and lasso regression.  

Since the naïve elastic net finds an estimator with a two-stage 

procedure which includes first finding �̂�𝑅  for each fixed 2, and 

then apply a lasso type shrinkage, it faces over shrinkage. Over 

shrinkage does not help reduce the variances much and leads to 

poor predictions. To avoid this the coefficient estimates of the 

naïve elastic net are scaled by a scaling factor (1 + 2), hence 

the elastic net coefficient estimates are �̂�𝑒𝑛 = (1 + 2) ∙ �̂�  [10].  

Elastic net is an automatic variable selection method and by 

choosing the tuning parameter 2 > 0  it overcomes the 

difficulty appearing in case where 𝑝 ≫ 𝑛. Elastic net can also 

select groups of correlated variables. 

Sparse PCA based on [11] transforms the standard PCA 

problem to a regression-type problem and then uses Lasso or 

Elastic net to produce sparse coefficients/loadings by adding the 

Lasso penalty or the elastic net penalty into the least-squares 

criterion: 

min
𝐴,𝐵 

{∑ ‖x𝑖 − AB𝑇x𝑖‖2
2 + ∑ ‖𝛽𝑗‖2

2𝑘
𝑗=1 + ∑ 1,𝑗‖𝛽𝑗‖1

𝑘
𝑗=1

𝑛
𝑖=1 }   

subject to A𝑇A = 𝐼𝑘×𝑘 

A general alternating algorithm is used to minimize this 

optimization problem [11] and in the case of image processing 

or microarray data, where 𝑝 >> 𝑛 , the computational cost is 

very expensive since it requires a large number of nonzero 

loadings by solving each elastic net problem, for a positive finite 

𝜆. Another special case of the elastic net is when 𝜆 → ∞ [10] and 

it gives a convenient solution when 𝑝 >> 𝑛 . This adapted 

algorithm is given below: 

Step 1 Let 𝐴 start at 𝑉[ ; 1,2, … , 𝑘], the loadings of the first 𝑘 

ordinary principal components. 

Step 2 Given a fixed 𝐴 = [𝛼1, 𝛼2, … , 𝛼𝑘], solve the following 

elastic net problem by applying soft thresholding:  

�̂�𝑗 = arg min {−2𝛼𝑗
𝑇(𝑋𝑇𝑋)𝛽𝑗 + ‖𝛽𝑗‖2

𝐹

2
+1,𝑗‖𝛽𝑗‖1} , for 

𝑗 = 1, 2, . . . , 𝑘  

which has the explicit form solution 

 𝛽𝑗 = (|𝛼𝑗
𝑇X𝑇X| −

1,𝑗

2
)

+
sgn(|𝛼𝑗

𝑇X𝑇X|) for 𝑗 = 1, 2, . . . , 𝑘. 

Step 3 For a fixed 𝐵 = [𝛽1, 𝛽2, … , 𝛽𝑘],  compute the SVD of 

X𝑇XB = UDV𝑇 , then update 𝐴 = UV𝑇 . 

Step 4 Repeat Steps 2–3, until convergence.  

Step 5 Normalization: �̂�𝑗 =
𝛽𝑗

‖𝛽𝑗‖
 for 𝑗 = 1,2, … , 𝑘.   

Some disadvantages of Sparse PCA are that it only 

approximates a single PC at a time and sometimes explains less 

variability in the data than standard PCA. The deflation process 

used after estimating each PC has consequences regarding loss 

of orthogonality and multiple tuning parameters. To pick good 

tuning parameters that give a good compromise between 

variance and sparsity several combinations of 1,𝑗 are tested.  

All the above methods for the sparse analysis can be found 

in R package 𝑒𝑙𝑎𝑠𝑡𝑖𝑐𝑛𝑒𝑡 and Matlab package SpaSM. They can 

be downloaded respectively at the links:  

https://cran.r-project.org/web/packages/elasticnet/ 

https://www.jstatsoft.org/article/view/v084i10. 

IV. PRINCIPAL COMPONENT VIA LIMITED MEMORY 

KRYLOV SUBSPACE OPTIMIZATION 

SVD decomposition was presented as a convenient tool for 

Standard PCA and to accelerate the performance of this method, 

a subspace optimization technique using limited memory block 

Krylov subspace was proposed by X. Liu [3]. This technique is 

based on the Simple Subspace Iteration (SSI), a generalization 

of the power method, and acceleration of SSI is achieved by 

reducing the number of iterations without having additional 

matrix-block multiplications of form 𝑋𝑇𝑋 𝑊. Limited memory 

block Krylov accelerates the computation of the 𝑘-largest 

singular value decomposition of matrix 𝑋𝑛×𝑝, also the 𝑘-largest 

eigenvalues and leading eigenvectors of matrix 𝑋𝑇𝑋  which 

maximize the Rayleigh-Ritz criterion: 

max
𝑊

‖𝑋𝑊‖𝐹
2   

subject to 𝑊𝑇𝑊 = 1, 𝑊 ∈ 𝑅𝑝×𝑘 

First, we apply the usual SSI, starting from an initial point  

𝑊(0)  and compute the next iterate  𝑋(𝑖+1) ∈ 𝑜𝑟𝑡ℎ(𝑋𝑇𝑋𝑊(𝑖)). 

To reduce the number of iterations in the process, the last iterate 
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𝑊(𝑖)  is updated by an intermediate iterate �̂�(𝑖)  and the next 

iterate is computed as 𝑋(𝑖+1) ∈ 𝑜𝑟𝑡ℎ(𝑋𝑇𝑋�̂�(𝑖)). The subspace 

optimization problem is the following: 

�̂�(𝑖) = arg min
𝑊

‖𝑋𝑊‖𝐹
2   

subject to 𝑊𝑇𝑊 = 1, 𝑊 ∈ 𝒮(𝑖) 

for a chosen subspace 𝒮(𝑖)  with a block Krylov subspace 

structure. 𝒮(𝑖) is the subspace spanned by the current 𝑖-th iterate 

and the previous 𝑠  iterates: 𝒮(𝑖) ≔

𝑠𝑝𝑎𝑛{𝑊(𝑖), 𝑊(𝑖−1), ⋯ , 𝑊(𝑖−𝑠)}  with block size 𝑠 ≥ 0 . The 

block size is very important for this technique and usually at each 

iteration it is set a value 𝑠𝑚𝑎𝑥. The greater the value of 𝑠𝑚𝑎𝑥, the 

smaller the number of iterations. On the other hand, by 

increasing 𝑠𝑚𝑎𝑥  the computational costs per iteration also 

increases. Different experiments indicate that 2, 3 and 4 are good 

suitable values for the block size/memory length but there are 

also other strategies adapted for selection (see, [3]).  

The current and 𝑠  iterate blocks obtained are placed into 

matrix 𝑾 = 𝑊𝑠
(𝑖)

∈ 𝑅𝑝×𝑞 where 𝑞 = 𝑘 ∙ (1 + 𝑠) is the number 

of columns in 𝑾𝑠
(𝑖)

. SSI simultaneously computes blocks 𝑋𝑊𝑠
(𝑖)

 

and they are as placed in matrix 𝒀 = 𝑌𝑠
(𝑖)

∈ 𝑅𝑛×𝑞 . Note the 

difference between collection matrix (bold) and its blocks. 

Matrix 𝑊 ∈ 𝒮(𝑖)  if and only if 𝑊 = 𝑾𝑉  for some 𝑉 ∈  𝑅𝑞×𝑘, 
so the subspace optimization problem is transformed into the 

generalized eigenvalue decomposition problem: 

max
𝑉

‖(𝑋𝑾)𝑉‖𝐹
2   

subject to 𝑉𝑇(𝑾𝑇𝑾)𝑉 = 𝐼 

The last problem is transformed into an equivalent and more 

specific decomposition problem since matrix 𝑾𝑇𝑾 can become 

numerically rank deficient: 

max
𝑉

‖𝑹𝑉‖𝐹
2    

subject to 𝑉𝑇𝑉 = 𝐼  

where 𝑹 = 𝑅𝑠
(𝑖)

≔ 𝑋𝑄𝑠
(𝑖)

 and 𝑸 = 𝑄𝑠
(𝑖)

∈ 𝑜𝑟𝑡ℎ(𝑊𝑠
(𝑖)

)  an 

orthonormal basis for 𝒮(𝑖)  such that matrix 𝑊 ∈ 𝒮(𝑖)  is 

expressed as 𝑊 = 𝑸𝑉 for some 𝑉 ∈  𝑅𝑞×𝑘. 

To compute 𝑸  and 𝑹  even when the matrix 𝑾  is 

numerically rank deficient it is used the following procedure. 

The last block 𝑊(𝑖) is kept intact and the rest of the blocks are 

projected onto the null space of 𝑊(𝑖)𝑇
. This way matrix 𝑷𝑊 =

𝑃𝑊
(𝑖)

≔ (𝐼 − 𝑊(𝑖)(𝑊(𝑖))𝑇)[𝑊(𝑖−1), 𝑊(𝑖−2), ⋯ , 𝑊(𝑖−𝑠)]  is 

obtained with dimensions 𝑝 × (𝑘 ∙ 𝑠)  . Next, stabilization is 

performed by deleting the columns of 𝑷𝑊  whose Euclidean 

norms are below a threshold ɛ1 > 0.  

Also, the same columns deleted for 𝑷𝑊  are deleted for 

matrix 𝑷𝑌 = 𝑃𝑌
(𝑖)

≔ [𝑌(𝑖−1), ⋯ , 𝑌(𝑖−𝑠)] −

𝑌(𝑖)(𝑊(𝑖))𝑇)[𝑊(𝑖−1), 𝑊(𝑖−2), ⋯ , 𝑊(𝑖−𝑠)] . Computing the 

eigenvalue decomposition of the Gram matrix for 𝑷𝑊: 

𝑷𝑊
𝑇 𝑷𝑊 = 𝑈𝑊Λ𝑊𝑈𝑊

𝑇 ∈ 𝑅(𝑘∙𝑠)×(𝑘∙𝑠) 

orthogonal matrix 𝑈𝑊  and diagonal matrix Λ𝑊  are obtained. 

Afterwards, a stabilization step is performed by deleting the 

eigenvalues in Λ𝑊, and corresponding columns in 𝑈𝑊, that are 

less than ɛ2 > 0 in order to shrink them. To generate matrix 𝑹 

first we need to stably construct matrix 𝑸  as 𝑸 = 𝑄𝑠
(𝑖)

≔

[𝑊(𝑖), 𝑷𝑊𝑈𝑊Λ𝑤
−1/2

]. Now that 𝑹 is available we can compute 

the 𝑘  leading eigenvectors of matrix 𝑹𝑇𝑹 ∈ 𝑅𝑞×𝑞 , a small 

symmetric positive definite matrix. Let  �̂�  be the solution to the 

generalized eigenvalue decomposition problem max
𝑉

‖𝑹𝑉‖𝐹
2  s.t 

𝑉𝑇𝑉 = 𝐼 , then �̂�(𝑖) = 𝑸�̂�  and �̂�(𝑖) = 𝑹�̂� . To conclude, the 

next iterate of SSI is 𝑊(𝑖+1) ∈ 𝑜𝑟𝑡ℎ(𝑋𝑇�̂�(𝑖))  and 𝑌(𝑖+1) =

𝑋𝑊((𝑖+1).  

This algorithm is called the LMSVD algorithm and it is 

available as a Matlab directory at the the following link: 

https://www.caam.rice.edu/~yzhang/LMSVD/lmsvd.html#dow

nload.  

V. KRYLOV PCA 

This method is used to estimate the dimension of the 

principal/dominant subspace of the covariance matrix and 

approximate this dominant subspace at the same time by using 

Krylov subspace-based methods. As pointed out in the previews 

section Block Krylov methods are very useful and give optimal 

PCs for different types of high dimensional data matrices 𝑋𝑛×𝑝. 

These methods have the advantage to avoid forming the sample 

covariance matrix 𝑆𝑛 =
1

𝑛
𝑋𝑇𝑋  and computation of its full 

eigenvalue decomposition. In order to compute the top 𝑘 

eigenvalues of 𝑆𝑛  and corresponding eigenvectors, the Block 

Lanczos algorithm can be used [2]. 

The criterion proposed by Sh. Ubaru [1] for selecting an 

appropriate dimension 𝑞 of dominant subspace is derived using 

random matrix perturbation theory results and also contains a 

penalty parameter: 

q = arg min
𝑘

{
𝑛

2𝜎2 ∑ (𝜆𝑖 − 𝜎)2𝑝
𝑖=𝑘+1 − 𝐶𝑛

(𝑝−𝑘)(𝑝−𝑘−1)

2
}      

where 𝜆𝑖 for 𝑖 = 1,2, . . , 𝑝 are the eigenvalues of 𝑆𝑛, 𝜎 the noise 

variance related to the remaining (𝑝 − 𝑘 ) non dominant 

eigenvalues and penalty 𝐶𝑛. Different methods can be used to 

estimate 𝜎 such as the thresholding method in image processing 

and techniques for approximating spectral densities of the 

matrix.  

The penalty parameter has the following bound 𝐶𝑛 >

(𝑝+2√𝑛𝑝)
2

𝑛(𝑝−𝑞−1)
.    

Approximations 𝜃𝑖  and 𝑦𝑖  (for 𝑖 = 1: 𝑘) of the 𝑘 dominant 

eigenvalues and corresponding eigenvectors (loadings) of 𝑆𝑛 

are obtained by using 𝑚 steps of the Block Krylov Subspace 

𝕂(𝑚) . We recall that the 𝑚 -th Block Krylov Subspace is 

𝕂(𝑚)(𝐴, 𝑉) = 𝑠𝑝𝑎𝑛{𝑉, 𝐴𝑉, … , 𝐴𝑚−1𝑉} for a symmetric matrix 

𝐴 and 𝑉𝜖𝑅𝑝×𝑘 a random matrix such that 𝑉 ⊈ 𝑛𝑢𝑙𝑙(𝐴). For a 
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given error 𝜖 the number of optimal Block Krylov steps is 𝑚 =

log(𝑝) /√𝜖. The error 𝜖 is related to the spectral gap of 𝑆𝑛 (or 

singular gap of 𝑋𝑛×𝑝) so it can be equal to (𝜆𝑘/𝜆𝑘+1) − 1 and 

selected as the threshold. The detailed algorithm explaining this 

process is called Krylov PCA and it is the following (Sh. Ubaru 

et al., 2018): 

Inputs: Transpose data matrix 𝑋𝑝×𝑛, noise 𝜎, penalty 𝐶𝑛 and 

tolerance 𝜖 

Step 1 Set 𝐼𝐶 = 𝑧𝑒𝑟𝑜𝑠(𝑝, 1), 𝑄 = [ ], 𝑘 = 1 and  

 𝑚 = 𝑙𝑜𝑔(𝑝) /√𝜖 

Step 2 Compute norm ɸ =
1

𝑛2
‖𝑋‖𝐹

4 −
2𝜎

𝑛
‖𝑋‖𝐹

2 + 𝑝𝜎2 

For 𝑘 = 1,2, … , 𝑝 do 

Step 3 Generate a random vector 𝑣𝑘 with ‖𝑣𝑘‖2 = 1. 

Step 4 𝐾 =
1

𝑛
[𝑋𝑣𝑘 , (𝑋𝑋𝑇)𝑋𝑣𝑘 , … (𝑋𝑋𝑇)𝑚−1𝑋𝑣𝑘] 

Step 5 𝑄 = 𝑜𝑟𝑡ℎ([𝑄, 𝐾]), 𝑄 = 𝑄(: , 1: 𝑘).  

Step 6 𝑇 =
1

𝑛
𝑄𝑇𝑋𝑋𝑇𝑄. 

Step 7 Compute eigen decomposition: [𝑉, 𝛳] = 𝑒𝑖𝑔(𝑇). 

Step 8 𝐼𝐶(𝑘) = 𝑛(ɸ − ∑ (𝛳𝑖 − 𝜎)2𝑘
𝑖=1 ) − 𝐶𝑛

(𝑝−𝑘)(𝑝−𝑘−1)

2
 

Step 9 If (𝑘 > 1) && 𝐼𝐶(𝑘) > 𝐼𝐶(𝑘 − 1)) then 

                 break; 

            end if 

End For 

Output: Estimated dimension 𝑞 = 𝑘 − 1  and 𝑌 = 𝑄𝑉 

containing the approximated loadings as columns. 

Steps 4 to 7 can be replaced by a modified version of the 

regular Lanczos algorithm [8], which builds an orthonormal 

basis for the Krylov subspace using only matrix-vector 

multiplications and updates the previous subspace 𝑄  and the 

tridiagonal matrix 𝑇. For the experiments used on image and 

video processing in this paper, Krylov PCA was implemented 

in Matlab Software function [q,Y,lambda]=Krylov_PCA(X, 

sigma, epsilon, penalty, maxit). 

VI. BACKGROUND ESTIMATION 

In PCA analysis the principal components of a video are the 

elements of the matrix representation of 𝑛 frames of size 𝑎 ×  𝑏 

that remain relatively constant over 𝑛 frames i.e., background 

components. This means removing non static elements i.e., 

foreground, which can be seen as a noise added to the ground 

truth (GT) background. GT can be selected from one or a group 

of frames from the video without moving objects. The video 

database for experiments is SBI dataset available at 

https://sbmi2015.na.icar.cnr.it/SBIdataset.html. Three image 

sequences of different scenarios (less or more activity) have 

been selected to use the above methods for background 

estimation and compare them to the corresponding GTs. 

General information about selected datasets is presented in 

Table I. 

TABLE I.  DATASET GENERAL INFORMATION.  

Dataset Resolution 𝒏 𝒑 

CaVignal 136x200 258 27200 

Foliage 144x200 394 28800 

HighwayII 240x320 500 76800 

 

At first, each selected frame (image) of a dataset is 

transformed from three dimensional arrays  𝑎 ×  𝑏 × 𝑐  for 𝑐 =
1, 2, 3  (corresponding to RGB color channels) into three 2-

dimensional arrays 𝑎 ×  𝑏, for a constant 𝑐. Then the elements 

of each two-dimensional array are rearranged as row vectors of 

length 𝑝 = 𝑎 ×  𝑏. For each dataset, using 𝑛 frames from the 

sequence, are consequently formed three 𝑛 ×  𝑝 data matrices. 

All three matrices corresponding to the sequence are centered 

(standardized) before using Krylov PCA and other methods 

include these options as arguments of the algorithms used in R 

or Matlab packages.  

After getting PCs approximation 𝑌𝑖  for 𝑖 = 1: 3  and store 

projected points in matrices 𝑍𝑖 for 𝑖 = 1: 3 for each sequence, 

the projected data go through de-standardization since the input 

matrices were standardized. As a final step, we reconstruct the 

estimated image back to 3D. Background images estimated 

from SPCA, LMSVD and Krylov PCA method are listed below 

beside their GTs. 

 

Figure 1. CaVignal Dataset 
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Figure 2. Foliage Dataset 

 

Figure 3. HighwayII Dataset 

In the first video CaVignal the foreground object is just one 

(a man), that appears in the same location in more than half of 

the frames used and then moves slowly through the frames. 

Even though there is only one object, the persistent presence 

affects the background subtraction, so the object significantly 

appears in all estimations (Fig. 1). The second video (Foliage) 

has more foreground objects (leaves) that obstruct the 

background but are not as firm during the sequence as the object 

in CaVignal video. All three methods in this case give a 

satisfactory result in background estimation (Fig. 2). Whereas 

the last video sequence (HighwayII) as expected, gives a very 

good estimation (Fig. 3). Although there is a lot of activity 

(moving cars), foreground objects change locations very 

quickly and the background is exposed most of the time.  

In order to compare GTs and background images obtained 

from each method, peak signal-to-noise ratio (PSNR) is shown 

in Table II. 

 

TABLE II.  PSNR FOR EACH METHOD OF ALL DATASETS. 

Method 

Data 

SPCA LMSVD Krylov PCA 

CaVignal 20.01 23.64 20.24 

Foliage 12.26 28.05 12.26 

HighwayII 32.45 33.18 32.39 

 

As seen in the pictures and Table II, LMSVD prevails over 

other methods for background estimating regardless of the 

activity in datasets. Meanwhile, SPCA and Krylov PCA have 

close accuracy to one another. When foreground objects 

continually move and the background is very exposed SPCA 

gives better estimations than Krylov PCA. Note that in this case 

(HighwayII) all methods give higher PSNR compared to other 

datasets. When foreground objects are more persistent but do 

not obstruct most of the background Krylov PCA gives better 

results than SPCA. In case where most of the background is not 

exposed during the sequence SPCA and Krylov PCA make no 

difference.  

VII. CONCLUSIONS 

Although Standard PCA is a great tool for PCs estimation, when it comes to high-dimensional applications such as image 

processing where 𝑝 ≫ 𝑛, it has inconsistent results. Also, when increasing the number of variables 𝑝, Standard PCA makes it 

difficult to name and interpret the new groups of variables. Different sparse PCA techniques have been used to resolve deficiencies 

of the standard approach. SPCA introduced by H. Zou [11] shows optimal results (a modified version of LASSO and Elastic Net) 

and only a few slightly-modified algorithms have been proposed using the same approach. On the other hand, these sparse 

techniques depend on multiple sparsity penalties/parameters which require other methods to be evaluated or different experimental 

tests for selection. Krylov subspace-based methods (including Block Krylov subspace) like LMSVD and Krylov PCA are 

contemporary methods and of high interest in data processing. Background estimation using Krylov subspace methods is very 

convenient due to low memory cost and their efficiency in case of high number of foreground elements (noise). 
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Abstract 
Bloodstock shortages and its uncertain demand 

has become a major problem for all countries worldwide. 
Therefore, this study aims to provide solution to the 
issues of blood distribution during the Covid-19 
Pandemic at Bengkulu, Indonesia. The Backpropagation 
algorithm was used to improve the possibility of 
discovering available and potential donors. 
Furthermore, the distances, age, and length of donation 
were measured to obtain the right person to donate blood 
when it needed. The Backpropagation uses three input 
layers to classify eligible donors, namely age, body, 
weight, and bias. In addition, the system through its 
query automatically counts the variables via the Fuzzy 
Tahani and simultaneously access the vast database.  
 
Keywords: Blood Supply Chain, Backpropagation, 
fuzzy tahini. 

I. PRELIMINARY 
  Blood is one of the important tissues in the 
human body that has lots of specific functions. [1][2]. 
An example include transporting oxygen (O2) and 
nutrients and releasing toxins within the body. 
Furthermore, this explains the theory which states that 
the human body contains around 7 to 8% of blood.  

This tissue is made up of three components, 
namely erythrocytes, leukocytes, thrombocytes, and 
plasma[3]. These components has a specific function 
to maintain human health. Furthermore, it can be 
transfused from one person circulatory system to 
another due to certain medical conditions such as 
trauma, surgery and shock. There are eight ABO blood 
types, and it is preferable to transfuse blood between 
patients of the same blood match in order to prevent 
the immune system from attacking the tranfused red 
blood cells.  

The blood supply chain (BSC) manages the flow 
of blood products from donors to patients through five 
echelons, namely donors, mobile collection sites 
(CSS), blood centers (BCs), demand nodes, and 
patients. The demand nodes include hospitals, clinics, 
or other transfusion points. Furthermore, mobile CSS, 
BCs, and demand nodes need to be coordinated in 
other to perform the six main processes associated 
with blood donation. They include collection, testing, 
component processing, storage, distribution, and 
transfusion[4].  

The shortage of bloodstock and its uncertain 
demand has become a significant problem for all 
countries worldwide. A sufficient population of donors 
need to be available in order meet the needs for 
transfusion within a reasonable period of time.. 
Inadequate bloodstock during the Covid-19 pandemic 
was mentioned many times at Bengkulu Province. 
Furthermore, between 2019 to 2020[5], the blood 
unit's realization was around 16.000 blood packs, and 
it was still far enough from the target of 22.000 blood 
units[6]. Moreover,  the Red Cross faced a problematic 
situation in order to arrange a massive donation from 
a donor mobile. It is believed that when this current 
situation extends for a long period of time, Bengkulu 
would face a serious problem with no blood supply in 
their blood bank.  

The Indonesian Red Cross chapter at 
Bengkulu began to collect donors data few years ago 
in order to manage their activities, schedule, and blood 
type. However, the data collected was not able to 
handle inadequate bloodstock during the Covid-19 
Pandemic. Figure 1 [7] displays the current 
distribution scheme, whereby donors (suppliers) 
periodically come to the Indonesian Red Cross center 
(PMI) to donate blood or via the Mobile Collection 
sites (CSS). PMI is the legal organization processing 
the blood from the donor into final products such as 
whole blood, plasma, thrombocyte, and others. 
Furthermore, PMI distributes the final products to 
hospitals or other health facilities.  

 
Fig 1 Blood distribution model 

This problem was solved by developing a blood 
supply management system using Backpropagation 
algorithm and BSC evaluation using Fuzzy Tahani.  
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II. BACKPROPAGATION AND FUZZY 
ALGORITHM 

A. Backpropagation  
This has become the most popular method of 

training neural networks due to the underlying 
simplicity and relative power of the algorithm.  

Backpropagation[8] is a learning algorithm 
used in reducing the error rate by adjusting the weight 
based on the difference in the output and the desired 
target. It is also defined as a Multilayer training 
algorithm because of its three layers, namely input, 
hidden, and output. Backpropagation involves 
developing a single-layer network with two layers, 
namely the input and output. Fig one shows the 
schematic diagram of a two-layered feed-forward 
network employing full connectivity between adjacent 
layers. 

 
Fig. 2 Backpropagation network layer Full 

connection 

Based on the to figure above, the 'input layer' performs 
no processing on its inputs and mainly distribute them 
to the first processing layer. While the hidden layer, 
receives no input and produces no output. Finally, the 
'output layer' produces the output results of the 
network for the user. The number of input nodes is 
fixed by the number of input variables provided for the 
task. While the number of output nodes is fixed by the 
number of values that are desired. 

  

B. Fuzzy Tahani 
Fuzzy logic is the best way of mapping an input into 
an output area for any complicated issue. Its basic 
concept is to perform a calculation on input variables 
based on its disguised value.  

 
Fig 3. Fuzzification process 

The figure above shows all data related to 
parameters and alternatives from blood donor 

attraction and preparedness. Furthermore, the 
membership function is a curve that shows the use of 
data and has an interval between 0 and 1 in its 
membership value. It is also present in a fuzzy 
system which has a combination membership degree 
between the left shoulder, triangle, and right 
shoulder curves. Each function's domain starts from 
0 to ∞ (infinite), in order for the procedure's domain 
to become more flexible. 

Fuzzification is the conversion of crisp values to 
that of fuzzy. Furthermore, a fuzzy Inference System 
(FIS) is in charge of making conclusions from a set 
of rules. Therefore,, the FIS results in this study 
would be used to determine the value of 
recommendations from age, distance, and time 
attractions. Query fuzzification is assumed to be a 
conventional query database management system 
that creates and implements a basic system of fuzzy 
query logic.  
 

III. RESULT AND ANALYSIS 
In order to overcome the issues explained in section 

1, The backpropagation algorithm that evaluates 
donation possibility was used in solving the issues in 
section 1. The donor were initialized 𝑂 and 𝑂 for 
possible and impossible donors. Furthermore, two 
types of input combined with cross-validation from the 
table below were used. 

 
 

Table 1. cross-validation 
Attribute Value 
Fold number 10 
Training cycle 100 
Learning rate 0.001 
Hidden layer 1 
Neuron 3 
Momentum 0.9 
Error epsilon 0.001 
Activation Sigmoid (0-1) 

 
The results from the above table is described in the 

figure below.. 
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Fig 4. Backpropagation evaluation 

 
Using this equation: ℎ = 𝑖 × 𝑤𝑖 + 𝑖 × 𝑤𝑖 + 𝑏  

 (1) 
Initiation from Figure above we have: 𝐼𝑛𝑝𝑢𝑡:  𝑈𝑠𝑖𝑎 = 𝑖 = 0,827; 𝐵𝐵 = 𝑖 = 1 

Bias :  𝐵 = −2.557; 𝐵 = −2.436; 𝐵 = −1.608 𝐵 = −3.690; 𝐵 = 3.7 
Weight : 
 𝑊 = 2.646;  𝑊 = 2.530; 𝑊 =1.785;  𝑊 = 2.581; 𝑊 = 2.462; 𝑊 =1.676; 𝑊𝐻 = 3.360; 𝑊𝐻 =−3.327; 𝑊𝐻 = 3.093; 𝑊𝐻 =−3.066; 𝑊𝐻 = 1.580; 𝑊𝐻 = −1.658; 
And,  𝐻 = (0,827 × 2.646) + (1 × 2.581) − 2.557 𝑜𝑢𝑡 ℎ = 11 + 𝑒 = 11 + 𝑒 .= 0.593269992 𝑜𝑢𝑡 ℎ = 0.596884378 𝑜 = 𝑜𝑢𝑡 ℎ × 𝑤𝑜 + 𝑜𝑢𝑡 ℎ × 𝑤𝑜 + 𝑏  𝑜 = 0.3775 × 0.40 + 0.596884378 × 0.45+ 0.16 = 1.105905967 𝑜𝑢𝑡 𝑜 = = . =0.75136507  𝑜𝑢𝑡 𝑜 = 0.772928465 𝑂 = 3,4606 

𝑂𝑢𝑡(𝑂 ) = 1(1 + 𝑒 ) = 1(1 + 𝑒 . ) = 0.9663 

𝑂 = 𝐻 × 𝑊𝐻 + 𝐻 × 𝑊𝐻 + 𝐻 × 𝑊𝐻+ 𝐵  

𝑂 = 0.9012 × −3.327 + 0,8926 × −3.066+ 0.8239 × −1.658 + 3.7 

𝑂 = −3.517 𝑂𝑢𝑡(𝑂 ) = 1(1 + 𝑒 ) = 1(1 + 𝑒 . ) = 0.0338 

Based on the calculation above, the result of 
confident 𝑂  was 0.9663 and confident 𝑂 = 0.0338. 
In Tahani databases, initially, a fuzzy set formed with 
its membership function. In order to access the 
available donor, several categories were constructed, 
namely ages, distance, and time. 

The database and its sturucture used in this 
study was Tahani, and relational. Furthermore, the 
selected data was processed using the Fuzzy Tahani 
method with the parameters desired by the donor. Each 
variable fuzzy membership function used a left 
shoulder, triangle, and right shoulder curves for three 
fuzzy sets. 

A. Age 
Figure 4 presents the membership parameter in 

the domain of functions 1 (Age) which is divided into 
three parts, namely Muda (young) which is between 0 
to 33, Paruh baya (middle age) which is between 17 
to 60, and Tua (elderly) which is between 33 to 60.  

 
Fig 5. Set of age 

The age parameter stated that the higher value was 1 
when the age was at 60.  

Therefore, the calculation from the existing 
formula for age parameter is presented below. 

𝜇 𝑋 = 0; ;1; 𝑥 ≤ 𝑎𝑎 ≤ 𝑥 ≤ 𝑏𝑥 ≥ 𝑏  

 (2)     

𝜇 𝑈𝑠𝑖𝑎 = 0;𝑥 − 3360 − 33 ;1;
𝑥 ≤ 3333 ≤ 𝑥 ≤ 60𝑥 ≥ 60  
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Table 2. age data set 

Donor age 
(y) 

Derajat Keanggotaan 
Muda Baya Tua 

Person 1 38 0 0.815 0.182 
Person 2 42 0 0.667 0.333 
Person 3 37 0 0.852 0.148 

 

B. Distance 
Figure 5 present the membership parameter in 

the domain of functions 2 (distance) which is divided 
into three parts, namely jauh (far) 0 to 10000m, dekat 
(near) 5000m, agak jauh (a bit far)  

 
Fig 6. Set of distance 

The distance parameter stated the higher value was 1 
when the distance was at 10000 

The fuzzy Tahani equation used in calculating 
the prior distance is shown below. 𝜇 𝑋
= 0;𝑥 − 100010000 − 1000 ;1;

𝑥 ≤ 10001000 ≤ 𝑥 ≤ 10000𝑥 ≥ 10000  

Furthermore, the result of the distance parameter 

calculation is shown in table 3.  

Table 3. distance data set 

Name Distance Degree membership 
Near A bit 

Far 
Far 

Person 
1 

1302 0.966 0.076 0.034 

Person 
2 

4835 0.574 0.959 0.433 

Person 
3 

8109 0.210 0.378 0.7899 

 

C. Donor Time 
The membership parameter in the domain of 

function three (donor time) is presented in Figure 6, 
and is divided into two parts, namely lama (old) 0-90 
days, baru (recent time), agak lama (short-term) 

 
Figure 7. set of donor time 

The distance parameter stated the higher value 
was 1 when the donor time was at 300 days or less than 
90 

 
 

Table 4. time data set 
Name Time Degree membership 

Recent 
time 

Short-
term 

Old 

Person 
1 

270 0.143 0.286 0.857 

Person 
2 

158 0.676 0.648 0.324 

Person 
3 

320 0 0 1 

 
All the data set formed and calculated are 

shown in table 2, 3, and 4. Furthermore, Tahani was 
able to perform the evaluation process using the query 
from the database: 

Select * From Data Pendonor Where (Jarak = 
“Dekat”) And (Usia = “Baya”) And (Waktu Donor 
= “Lama”) 

Furthermore, the results in the table below 
were obtained using these parameters and query. 
 

Table 5. Evaluation using Tahani and 
Backpropagation 

Nama 
Pendonor Dekat Baya Lama Prioritas 
Erikson 0.966 0.815 0.857 0.857 
Deddy 
dinpansyah 0.574 0.667 0.324 0.324 

Yetti 
Sukmawati 0.210 0.852 1 0.210 
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IV. CONCLUSION 
This study described the whole process of 

implementing Backpropagation in order to specify 
eligible donors. Based on Backpropagation's three 
input layers, the donor was identified by its blood type, 
age, and weight. The selection criteria was for ages 
between 17 to 60 years, and body weight above 40 kg. 
Outside these category donors were automatically 
eliminated by the system.  

The Fuzzy Tahani algorithm classified the potential 
donors based on age, distance, and time to last 
donation. Furthermore, in order to support mobility of 
blood supply chain management this algorithm was 
embedded directly into the system using a specific 
query to access the database. The effectiveness of 
using the Backpropagation and Fuzzy Tahani 
produced 99.5% accuracy when selecting eligible and 
potential donors.  
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Abstract:  Nowadays integration of health information is facing many challenges. There is a need 
in different sectors or departments at the hospital to exchange information in order to offer 
better healthcare for the patient. This paper describes the integration process of radiology 
diagnoses and findings according to the neurological examination of the patient. Also, this 
ontology can be used in facilitating, exchanging knowledge, offering interoperability between 
these sectors and it is designed in a manner that can help in the decision-making process.  

Key Words: ontology, neurology, radiology, mapping, integration, interoperability. 

 
I.   INTRODUCTION 

 

There is a need for exchanging information between medical sectors in the hospital 

in order to provide better healthcare for the patients. University Hospital Center "Mother 

Teresa" is the biggest hospital in Albania. For instance, in the neurology and radiology 

department, there is a need to facilitate, exchange patient information and knowledge 

between them. Neurologic patients may need to be imagery diagnostification in order for the 

doctor/physician to understand their health situation. The patient may take different 

neurological examinations, such as EEG, Long Term Video Monitoring (LTVM) or 

medication. After certain situations the patients may be sent to the radiology department in 

order to take resonance or scanner according to the health situation of each of them.  
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All the information about the patient is very important and it is needed in a very 

short time because of the situation of the patient. The neurology doctor first makes the 

neurologic examination of the patient and then may be needed for example the resonance 

from the radiology department in order to identify the exact diagnosis, treatment and provide 

better healthcare services for the patient. So, neurology and radiology are very connected to 

each other aiming at identifying the diagnoses of the patient in the hospital. 

This research paper gives the solution to these problems by offering an ontology that will 

integrate neurological examination with the radiology diagnosis. This ontology can be used 

in:  

• the decision-making process in order to provide better healthcare for the patients; 

• writing health reports; 

• as a dictionary providing synonyms for different diseases, symptoms, etc.; 

• providing interoperability using SNOMED CT; 

 In this ontology we will reuse existing ontologies like NEO Ontology, GAMUTS Ontology 

and SNOMED CT.  

This research paper is organized in 5 sections. Section 2 presents the state of the art. Section 

3 analyses the methodology, section 4 presents the Ontology and in section 5 are the 

conclusions and our future work. 

 

II. STATE OF THE ART 

 

Using ontology in the medical domain offers the opportunity to efficiently manage 

various sources in this domain [1]. In this research, we were focusing on ontologies used in 

neurology, radiology, their application and their use in these fields.  

Radiology Gamuts Ontology (RGO) is a knowledge model of differential diagnoses in 

radiology, diseases, interventions and imaging findings [2]. In [3] it is constructed as a 

decision support system for potential radiological diagnoses in response to one or more user-

specified imaging observations. The GAMUTS ontology has been integrated with other 

ontologies like Orphaned Rare Disease Ontology [4], Disease Ontology and Human 

Phenotype Ontology [5], RadLex, SNOMED CT and ICD-10-CM [6]. 
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TRIES ontology is the most important component of the TRIES system that is a system 

for information extraction that is designed to process free texts radiology reports in order to 

extract and convert the available information into a structured information model [7]. 

RadiO is a prototype application ontology for radiology reporting tasks, which aligns a 

controlled imaging vocabulary (RadLex) to a reference ontology for anatomy (FMA) in 

order to support the structured reporting of image observations and to build a knowledge 

base concerning how image entities are used in the process of diagnosing diseases [8]. 

Neurology Disease Ontology provides a formal foundation for the representation of 

clinical and research data pertaining to neurological diseases [9].  

 

III. METHODOLOGY 

 

A. Main Ontologies and standards used in the Ontology 

      In order to maximize the integration of data using the ontology first we consider 

reusing other ontologies. In the ontology we have imported NEO and GAMUTS ontologies, 

as described at the state of art.    

NEO (Neurological Examination Ontology) Ontology is an ontology describing 

neurological findings (signs and symptoms). It consists of 1273 classes, 1276 declaration 

axioms, 1262 logical axioms [10].  Radiology Gamuts Ontology (RGO) ontology as 

described at the state of art is an ontology of diseases, interventions, and imaging findings 

that was developed to aid in decision support, education, and translational research in 

diagnostic radiology [11]. 

In the Annotation Properties we can distinguish the relationships of the ontology to 

other ontologies or standards. The relationships of NEO and GAMUTS Ontology with other 

ontologies using sameAs axiom are shown in the figure above.  
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Figure 1. Relationships of NEO and GAMUTS Ontologies to other Ontologies 

 

The NEO and the GAMUTS Ontologies are accessed using the BioPortal of the Center 

for Biomedical Ontology [12] [13]. The integration process between NEO and GAMUTS is 

done according to the ontology mapping. So the concepts of NEO will be mapped to the 

GAMUTS Ontology in order to gain knowledge from the may_cause and may_caused_by 

relationships. 

SNOMED CT is the most comprehensive clinical terminology in use around the world 

in order to offer the integration and facilitate the exchange of clinical medical information. 

The advantages of using SNOMED CT range from increased opportunities for real-time 

decision support to more accurate retrospective reporting for research [14]. It has a 

hierarchical structure and includes clinical findings, anatomy, test findings, and 

morphological connections [15]. 

 

B. Linked data for the application ontology 

According to the [16] mapping is the oriented, or directed, version of an alignment and 

it maps the entities of one ontology to at most one entity of another ontology. There are 

different tools and techniques used in matching and mapping the entities from on ontology 

to the other ontology.   

In [17] the authors propose measures for describing the similarity of different ontology 

parts at the lexical and conceptual level. In the process of integrating the ontologies we will 

use a hybrid mapping as described below. 

Identifier SNOMED CT is being used in both ontologies. SNOMED CT is the most 

comprehensive clinical healthcare terminology [18]. As we can see from figure 1 both 
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ontologies have used SNOMED CT (when it is possible). In NEO there is only the 

SNOMED CT code for the concept (for example 52008007) while in GAMUTS the whole 

URI. So the first step towards finding the mappings between these ontologies is by using 

SNOMED CT Code. The SNOMED CT codes are accessed from the URI in the GAMUTS 

Ontology and are compared to the SNOMED CT codes in NEO Ontology using SQL Server 

Database. In the table below are identified the same concepts in both ontologies using 

SNOMED CT code.  

TABLE I Mappings using SNOMED CT 

GAMUTS Ontology NEO Ontology 

Myoclonus Myoclonus 

Nystagmus Nystagmus 

Papilledema Papilledema 

Paraplegia Paraplegia 
Parinaud syndrome Parinaud syndrome 

Proptosis Proptosis 

 

The same concept can be expressed in different ways. In the table below are some of the 

concepts that have the same meaning.  

TABLE II Mappings using SNOMED CT 

GAMUTS Ontology NEO Ontology 

Alopecia Baldness 

blepharospasm_oromandibular_dystonia Meige syndrome 

Pyrexia Fever 

Facial nerve paralysis Facial paralysis 

Miosis Small Pupil 

Microphthalmos Nanophthalmos 

 

 

But, it was impossible to find all matches using SNOMED CT code because the code 

was missing in either NEO or GAMUTS ontology.  

According to [19] it has been done a lexical comparison between the list of the terms in 

NEO Ontology and the list of the terms in GAMUTS Ontology. The terms are enriched with 

synonyms when the synonyms were missing or with other synonyms. All the terms were 
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imported into SQL Server Database. After this process, each synonym class/concept from 

NEO Ontology is compared with the GAMUTS Ontology. Then all the matched terms are 

mapped to each other in the Protégé. Some of the mapped terms are illustrated in the above 

table.  

TABLE III Mappings using synonyms 

GAMUTS Ontology NEO Ontology 

Intellectual deficit Mental retardation 

Deafness Hearing loss 

Diabetes mellitus Diabetes 

Dysmorphic facies Dysmorphic face 

 

In table number IV is being illustrated some examples of the mapped terms that are 

found between two ontologies. They have the same terms used in the concept of the class 

but in different positions. 

TABLE IV Mappings through changing the positions of the terms 

GAMUTS Ontology NEO Ontology 

Optic ataxia Ataxia optic 
Oromandibular dystonia Dystonia oromandibular 

Essential tremor Tremor essential 

Ptosis bilateral Bilateral ptosis 

Weakness generalized Generalized weakness 

Pain neck Neck pain 

 

In the table below are illustrated some of the mappings that are done through comparing 

classes in terms of the similarity in NEO and GAMUTS Ontology. 

Table V Mappings through similarity comparisons 

Gamuts Ontology NEO Ontology 

Saccadic intrusion saccadic intrusions 

Horner syndrome Horner's syndrome 

cervical spine injury injury of cervical spine 

 

In the table below are illustrated some of the mappings that are done through removing 

words like left or right in the NEO Ontology.  
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TABLE VI Mappings through removing words 

Gamuts Ontology NEO Ontology 

Eyelid ptosis Ptosis left eyelid 

Eyelid ptosis Ptosis right eyelid 

Proptosis Right proptosis 

 

 

IV. INTEGRATION THE ONTOLOGIES 

 

As stated at the beginning of this paper, we will import NEO and GAMUTS Ontology 

in the new ontology. In order to save information on the origin URI of the following 

ontologies, we have created the relevant prefixes in Protégé. For example, for the 

http://www.gamuts.net/entity#  URI we will create the gamuts prefix and the neo prefix for 

the http://www.semanticweb.org/danielhier/ontologies/2019/3/untitled-ontology-57#  URI. 

In the Owl file of the ontology we can distinguish the terms/classes from the following 

ontologies and their relationships. In the example below the two terms, diabetes and 

diabetes_mellitus are mapped with each other using the sameAs annotation.  

    <AnnotationAssertion> 

        <AnnotationProperty IRI="sameAs"/> 

        <AbbreviatedIRI>neo:diabetes</AbbreviatedIRI>        

<AbbreviatedIRI>gamuts:diabetes_mellitus</AbbreviatedIRI> 

    </AnnotationAssertion> 

From the figure below we can distinguish the imported NEO classes used in the 

ontology. There are connected with the Patient class using the relevant object properties like 

has_symptom, has_headfinding, has_motor_finding etc. 
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Figure 2. The relationship of the patient class with neurological examination classes 

After mapping the terms from NEO Ontology to GAMUTS Ontology, the doctor can 

found the may_cause and may_cause_by findings of a certain term using the knowledge 

from the Gamuts Ontology. 

V. CONCLUSIONS AND FUTURE WORK 

 

In this paper, it is proposed the integration between neurological examination of the 

patient (NEO Ontology) with the radiological diagnoses (GAMUTS Ontology) in order to 

offer interoperability between neurology and radiology departments by using SNOMED CT. 

Also the ontology describes the may_cause and may_cause_by findings (GAMUTS 

Ontology) in radiology according to the neurologic examination of the patients. This 

ontology can be used as a semantic dictionary for the neurological examination, common 

diseases in neurology and the related causes in radiology.  

The ontology is designed in a way that it can help in easily sharing and gaining knowledge 

according to the patient’s data. The records of the patients can be used in gaining more 

knowledge and relationships according to the signs, symptoms, causes or diseases.  

As a future work of this research we will add neurological diagnoses and their relationships 

in the overall ontology.   
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