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My contribution to Explainability: 
‘Empower Disagreement’ Tobias Blanke
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All we need is Accountability
Limits of regulation and ethics as a ’code of conduct’

How we can learn to live with AI 
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Civil Rights and 
Algorithms
At the beginning of 
2014, as an answer 
to the growing 
concerns about 
the role played by 
data mining 
algorithms in 
decision-making, 
US President 
Obama called for a 
90-day review of 
big data collecting 
and analysing
practices. 

h(ps://www.whitehouse.gov/site
s/default/files/microsites/ostp/20
16_0504_data_discriminaAon.pdf

4

• Seven Principles:

• Lawfulness, fairness and transparency
• Purpose limitation
• Data minimisation
• Accuracy
• Storage limitation
• Integrity and confidentiality (security)
• Accountability
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26 | Use Cases

The K -LIME plot in figure 10 shows the Driverless AI model predictions as a
continuous curve starting on the lower left and ending in the upper right. The
K -LIME model predictions are the discontinuous points around the Driverless
AI model predictions. Considering the global explanations in figure 11, we can
also see that the K -LIME predictions generally follow the Driverless AI model’s
predictions, and the global K -LIME model explains about 75% of the variability
in the Driverless AI model predictions, indicating that global explanations are
approximate, but reasonably so.

Figure 11: Global explanations for the Titanic survival model.

Figure 11 presents global explanations for the Driverless AI model. The ex-
planations provide a linear understanding of input features and the outcome,
survive, in plain English. As expected, they indicate that sex and pclass
make the largest global, linear contributions to the Driverless AI model.

3.1.3 Feature Importance

Figure 12: Feature importance for the Titanic survival model.
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Figure 18: Partial dependence and ICE for a single female passenger.

The local dashboard also overlays ICE curves onto partial dependence plots.
In figure 18, the lower points for partial dependence remain unchanged from
figure 13 and show the average model prediction by sex. The upper points
indicate how the selected passenger’s prediction would change if their value
for sex changed, and figure 18 indicates that her prediction for survival would
decrease dramatically if her value for sex changed to male. Figure 18 also
shows that the selected passenger is assigned a higher-than-average survival
rate regardless of sex. This result is most likely due to the selected individual
being a first class passenger.

Figure 19: Local reason codes for a single female passenger.

The local English language explanations, or reason codes, from the K -LIME
model in figure 19 parsimoniously indicate that the Driverless AI model’s
prediction increased for the selected passenger due to her value for sex and
fare and decreased due to her relatively old age. For the selected passenger,
global and local explanations are reasonable when compared to one-another

https://www.h2o.ai/explainable-ai/

Machine learning algorithms and the functions 
they create during training are sophisticated, 
intricate, and opaque. Humans who would like 
to use these models have basic, emotional 
needs to understand and trust them because 
we rely on them for our livelihoods or because 
we need them to make important decisions for 
us.  (O’Reilly, Ideas on interpreting machine 
learning, 2017)
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‘Power to disagree with or reject an 
algorithmic decision’ (Iris Howley)

Makers of drugs and medical devices must 
prove their products are effective and safe. 
Why not makers of AI, when its output can 
dramatically impact people's lives? (Andrew 
Ng)

‘Ideally, members of the HCI and ML 
communities should work together from the 
start, with HCI methodologies applied at all 
stages of interpretability tool development’ 
(Kaur et al.)
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https://www.h2o.ai/explainable-ai/
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Accountability - Auditing 

‘‘Informed consent’’ implicitly links the transmission of 
information to the granting of permission on the part of 
patients, tissue donors, and research subjects. But what of the 
corollary, informed refusal?
(….)
In their confrontation with biomedical uncertainty, research 
participants must weigh, situate, resist, and integrate new facts 
and new ignorance in a vulnerable context.”

11

Accountability
• Rendering AI governable entails 

producing an epistemic relation that 
includes human in the reasoning of 
machines 

• Subject as a consumer of this 
accountability 
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Algorithmic Reason: The new government of 
self and other 
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