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All we need is Accountahility

Limits of regulation and ethics as a ‘code of conduct’
How we can learn to live with Al
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Machine learning algorithms and the functions
they create during training are sophisticated,
intricate, and opaque. Humans who would like
to use these models have hasic, emotional
needs to understand and trust them because
we rely on them for our livelihoods or hecause
we need them to make important decisions for
us. (O'Reilly, Ideas on interpreting machine
learning, 2017)

hitos://www.h2o ai/explainable-ai/

i Interpreting Interpretability: Understanding Data Scientists’
Use of Interpretability Tools for Machine Learning

With a prediction score of 0.86
the digit was classified as 3

‘Ideally, members of the HCI and ML
communities should work together from the
start, with HCI methodologies applied at all

stages of interpretability tool development’
[(Kaur etal)

Makers of drugs and medical devices must
prove their products are efiective and safe.
Why not makers of Al, when its output can
dramatically impact people’s lives? (Andrew
Ng)

‘Power to disagree with or reject an
algorithmic decision’ Iris Howley)
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A Feminist Theory of Refusal
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“Informed consent”” implicitly links the transmission of
information to the granting of permission on the part of
patients, tissue donors, and research subjects. But what of the
corollary, informed refusal?
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In their confrontation with biomedical uncertainty, research
participants must weigh, situate, resist, and integrate new facts

and new ignorance in a vulnerable context.”

Accountability

- Subject as a consumer of this
accountability

Algorithmic Reason: The new government of
self and other
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