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Abstract 

Simple electronic structure models are used to address two significant challenges in 

organic materials chemistry, the design of chromophores for strong electro-optic response 

(and low-energy optical absorption), and the prediction of relative mobilities and charge 

injection barriers for conductive oligomers. 

For electro-optic response, we examine two chromophore classes where twisting around 

an inter-ring bond can tune the electronic structure from aromatic (zwitterionic) to 

quinoid (neutral).  The calculated nonlinear response develops a very strong maximum 

(βµ ~1500*10-30 esu) at twist angles near 80°. For the transport behavior, 

structure/function correlations are presented for three series of oligomers, based on 

calculations of bandwidths (as functions of geometry) and of reorganization energies. 

Transport type appears to be fixed less by these mobility factors than by the injection 

barriers.  The simplest estimates for these Schottky-type barriers, using frontier orbital 

energies from density functional calculations, predict carrier n-type or p-type behavior 

remarkably well.  
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I. Introduction 

Smart, efficient design and fabrication of organic-based electronics and electro-

optics are enabled by three major trends. The structural, electronic, and physical 

properties of organic molecules, oligomers and polymers can be broadly modified 

(“tuned”) by chemical substituents and heterocyclic patterns.  Synthesis of such modified 

structures is becoming progressively easier, due largely to newly developed 

organometallic-based coupling chemistry. [1] Computational methods for calculating 

structural, electronic and response properties of organics have developed to the point that 

many properties can be predicted quantitatively.  Based on these advances, organic-based 

electronics and electro-optics are now studied in a very broad area of science and 

technology. 

In this article, we follow the lead of Tobin Marks, and investigate mechanisms for 

control of particular aspects of organic electronics.  Section II is devoted to nonlinear 

optics, in particular to further investigation of a class of molecules whose response is 

governed by an internal bond rotation, or twist.  These species were suggested a few 

years ago by the Marks’ group; here we extend that original analysis both by using a 

more sophisticated (and more reliable) multi-configurational method, and by broadening 

the considerations to a new chromophore set, that permits self-conjugation, to form self-

assembled superlattices, while retaining the ability to tune the NLO response with 

twisting. 

Section III is devoted to an analysis of charge mobility (both for hole and for 

electron) in a series of functionalized heterocyclic oligomers. At ambient temperature, the 

narrow bands and strong vibronic coupling that are typical for organic solids, result in 
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activated, hopping-type transport. The mobility is then proportional to the nearest 

neighbor hopping rate. Using the Marcus picture, this rate is proportional to the square of 

the Hamiltonian matrix element between nearest neighbor sites, and to exp{-λ/4kT}, 

where λ is the total reorganization energy for a hole or electron hopping process.  We 

calculate both λ and the matrix elements, and use the results to deduce relative mobilities 

for different species, and for different geometries. The optimum transport geometry is 

fixed by the matrix elements, but the variation in mobility from one species to another 

generally arises from differing reorganization energies. 

In section IV we use a greatly simplified Schottky-barrier model to compute 

(from the frontier orbital energy values) relative rates for hole or electron injection.  

Section V contains some final remarks. 

 

II. A twisted tale of non-linear optics chromophores 

The realization of large-response electro-optic devices has been the focus of 

active research in the last decade [2], [3] to which the Marks group has contributed 

enormously. [4] Of special interest are materials composed of organic molecules with 

designed individual responses, [4e], [5] which undergo self-assembly to form a SAS (Self 

Assembled Superlattice) during device fabrication, in such a way as to avoid 

centrosymmetry [6] [7]. The resulting devices generally offer improved electro-optic 

properties such as fast response, low dielectric constant and tunability, compared to 

conventional inorganic materials. Such devices have applications in various photonic 

technologies, such as electro-optic switching for telecommunications, RF sensing, and 

optical information processing. [8] Organic molecules exhibiting large electro-optic 
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response are often composed of π−conjugated systems linking electron donor and 

acceptor substituents. The electronic structures of such molecules are highly sensitive to 

the nature of the donor and acceptor, as well as to any other structural modifications 

within the intervening π system [9], [10].  

Albert et al. [9] offered a new approach to molecular chromophores that exhibit 

both large NLO responses and infrared-shifted absorption. Albert et al. [9] recognized a 

group of molecules where tuning the twist angle about a double bond allows control of 

the electronic structure and tuning of the NLO properties. The merocyanine-based dyes 

of Chart 1 are such molecules. Derivatives of those chromophores have two dominant 

electronic structure components, referred to as the “quinoid”, IB, and “charge-separated”, 

IA, forms. When the twist angle, φ, is zero, the π orbitals in the phenyl and pyridine rings 

are coplanar so that delocalization between the rings is strongest, leading to the quinoid 

state, IB. However, as the twist angle increases the intervening π-delocalization is 

diminished. When the twist angle is 90o, there is no inter-ring conjugation - this is the 

fully charge-separated state, IA. 

 

Insert Chart 1 here. 

 

The original report by Albert et al. [9] was followed by both experimental [11], 

[12] and theoretical [13] work. The theoretical work, however, employed simple and 

pragmatic CIS (Configuration Interaction Singles) methods based on an assumed Hartree-

Fock ground state. However, a multi-reference representation (MRD/CI) [14] of the 

ground state generally gives far more accurate [15], [16] response properties than simple 



 - 6 - 

CIS, because the ground state (as well as the lowest lying excited state, which contributes 

most strongly to the overall β in a state description) is often poorly represented by the 

SCF determinant and singly excited configurations, respectively.  While some qualitative 

aspects of the calculation using simple CIS resemble those of the more accurate multi-

reference calculation, the actual numerical values differ substantially, and the latter 

picture offers more insight into the electronic structures of these chromophores [15]. It 

was shown that the largest βµ occurs near a twist angle of 80o, and is four times greater in 

the MRD/CI description than in the original CIS, so that the previous study [9], which 

suggested very large magnitudes of βµ (see definition in Appendix A), actually 

underestimated them. Table 1 reproduces [15] both the computed first allowed excitation 

energy (in eV) and the static βµ as functions of the constrained dihedral twist angle 

φ about the central double bond for the MRD-CI calculations. A more detailed 

description of the calculation can be found in Appendix A and ref. [15].  

 

Insert Table 1 and Figure 1 Here. 

 

Changing the dihedral angle alters the electronic structure of the chromophore, as 

indicated by excitation energies and NLO response. In Figure 1 we plot the excitation 

energy to the lowest-lying excited state (left side) and -βµ  (right side) as a function of the 

twist angle. The excitation energy shifts to the red with increasing dihedral angle, in a 

gradual and monotonic fashion, indicating linear evolution from the quinoidal to charge-

separated form, with most chromophore structures in the set having dual character. The 
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decrease in excitation energy with increasing dihedral angle is what one would expect in 

a two-site donor-acceptor Hückel model. [9], [17]  

Accompanying the changes in the molecular optical excitation energy are the 

changes in the molecular hyperpolarizability. Interestingly, for large dihedral twist 

angles, the chromophores display negative hyperpolarizability, with the ground state 

dipole moment larger than the excited state dipole moment. For larger dihedral twist 

angles, the ground state is dominated by the zwitterionic charge separated form, while the 

first excited state will be the quinoid one [18], with a smaller dipole moments, thus 

giving rise to negative hyperpolarizability. The chromophore hyperpolarizability 

increases with the dihedral angle, maximizing at φ = 80º. For dihedral angles near 90o, βµ 

decreases because there is almost no conjugation between the phenyl and pyridyl π-

systems. 

 

Insert Chart 2 here. 

 

Chromophore I represents a proof-of-concept. However, incorporation of this 

system into a multi-layer self-assembly scheme (for acentric film fabrication) is 

extremely difficult, since to the phenolate oxygen atom cannot be functionalized without 

destroying the quinoidal character of the chromophore and lowering the non-linear 

electrooptical response dramatically.  Chart 2 shows the design of a new chromophore set 

that will keep the dual quinoidal charge separated character while permitting a SAS 

scheme. Figure 2 shows the schematic of the protection – deprotection SAS generation 

method developed and perfected in the Marks group. [4a], [5], [19] In this technique, the 
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chromophore units in the SAS acentric face are bonded to the surface and among 

themselves via siloxane linkage. In chromophore set II an amide linker replaces the 

phenolate oxygen atom of chromophore set I, without dramatically altering the donor-

acceptor character of the original chromophore. In fact, using various X1, X2, Y1 and Y2 

alkyl substituents, (see Table 2) it is possible to tune the dihedral twist angle and thus 

altering the linear- and non-linear optical response properties, as is shown in Table 2 and 

Figure 3. Chromophore set II shows the same trends in the optical and NLO response 

properties as chromophore set I, including both gradual red shifts of the excitation 

energies with increasing twist angles and a molecular hyperpolarizability for large 

dihedral angles that is negative and peaked around twist angle of 80o. The amide linker 

changes donor polarity, improving slightly the electro-optic response properties in 

comparison to chromophore set I.  

 

Insert Figure 2 & 3 here. 

 

Increasing the dihedral angle alters the electronic structure of the chromophore by 

lowering the conjugation between the phenyl and pyridine rings of the chromophores of 

set II. Figure 4 displays the HOMO and LUMO orbitals (from the singlet RHF INDO/S 

calculation) for the chromophore with φ = 35º (II-1), φ = 60º, (II-5), and φ = 82º (II-9). 

For II-1, both the HOMO and LUMO are delocalized over both rings; for higher dihedral 

twist angles, as in II-5 the orbitals become more localized on one ring, with the HOMO 

localized on the phenyl ring while the LUMO is more localized on the pyridine ring. 
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Insert Figure 4 here. 

 

We have discussed the attractive, substitutionally tunable features of these simple 

twisted -conjugated merocyanine systems. The principal factor affecting the linear and 

NLO response in these chromophores is the ease with which charge separation can be 

effected and how the charge separation is stabilized. Even though the NLO responses of 

these seemingly simple chromophores are very attractive, the experimental realization is 

less than trivial. As a design motif, however, this controlled twist, and therefore 

controlled mixing of quinoid and charge-separated forms seems both powerful and 

useful, and is reminiscent of the related bond-length alternation scheme [20] as a 

conceptual design tool. 

 

III. Mobility calculations in conducting oligomers 

A key challenge for understanding conductivity of organic π-electronic materials 

is to characterize those structural factors important in charge transfer, including both 

charge mobility and majority carrier type. Particularly noteworthy is the frequently 

observed anisotropic character of the conductivity, [21,22] which implies preferred 

directions for maximum mobility in such materials and suggests that appropriate crystal 

engineering to enhance π-overlap between molecules may be an attractive route to 

improving the intrinsic mobility, for example by suppressing the typical herringbone 

packing of oligothiophenes in favor of parallel eclipsed orientations. Also noteworthy is 

the observed experimental crossover from p-type to n-type majority carrier behavior in 

substituted oligothiophene OFETs. [23,24] 
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The charge-transfer process (for holes or electrons) between spatially-separated 

molecules (i.e., either two oligomers or two polymer chains) can be summarized by either 

of the following reactions: 

        (1) 

where M represents the molecule undergoing charge transfer, and the M+ or M- species 

contain either the hole or electron, respectively. If the temperature is sufficiently high to 

treat vibrational modes classically, previous work yields the following Marcus-type 

expression for the hole (or electron) charge-transfer rate: [25-30] 

       (2) 

where T is the temperature,  is the Planck constant, kb is the Boltzmann constant, and 

two parameters of key importance in hopping transport are the reorganization energy (λ) 

accompanying geometric relaxation associated with the charge transfer, and the effective 

electronic coupling matrix element (V) between neighboring species, dictated largely by 

orbital overlap. The latter is spatially-dependent, since it describes the overlap of 

particular orbitals dictated by the mutual separations and orientations of adjacent 

molecules. 

We will approximate the electronic coupling matrix element with tight-binding 

theory and consider the orbital energy splitting for π-stacked dimers of oligothiophenes, 

oligofurans, and oligopyrroles (Figure 5). While experimental single-crystal structures 

are unknown for the oligofurans and oligopyrroles, it is reasonable to assume that they 

adopt structures similar to those observed in oligothiophene crystal structures (e.g., 
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Figure 6 for tetrathiophene [31]). In particular, oligothiophenes crystallize in herringbone 

motifs (e.g., extending along the b axis as shown in Figure 6) rather than in cofacial π-

stacks. Across the herringbone stacks (e.g., extending along the “d” diagonal axis in 

Figure 6), are tilted π-stacks. The herringbone and tilted motifs resemble the slipped 

stacking and T-shaped motifs observed in benzene π-dimers. [32] 

 

Insert Figure 5,6 and Chart 3 here. 

 

 

Table 3 and 4 give the DFT-computed internal reorganization energies and MP2-

computed orbital splitting energies for the oligothiophenes, oligopyrroles, and 

oligofurans considered, using geometries modeling the crystal packing observed for 

oligopyrroles and oligofurans. These can be used to calculate the total hole or electron 

charge transfer rates (Figure 7). Most notably, the large increases in charge transfer rates 

as a function of increasing oligomer length are driven largely by the decrease in internal 

reorganization energies - suggesting that this is a key parameter for understanding 

intrinsic ambient-temperature charge transfer rates in conducting/semiconducting organic 

solids, due to the inverse exponential e−λ/4kT term in the charge transfer rate. [25]  

 

Insert Figure 7 here. 
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IV. Charge injection barriers 

The performance and operation of electronic devices based on organic 

semiconductors are strongly dependent on how charges are injected from the conducting 

element(s) (metals, transparent conducting oxides, conducting polymers) to the active 

organic material(s).[33] Besides the physical nature of the conductor/semiconductor 

interface, the first order parameter governing such a process is the energy difference 

between the conductor workfunction and the semiconductor frontier molecular orbitals 

(HOMO and LUMO). Electron/hole injection requires electron/hole transfer from the 

Fermi level of the conductor to the semiconductor LUMO/HOMO (This orbital picture is 

a convenient short-hand: what is actually involved are molecular cation/anion states). 

Indeed, a number of studies have demonstrated that energy level matching is the key 

parameter to improved device performance, stability, and reliability. To this end, the 

Marks group has been providing fundamental contributions, in particular in the area of 

organic light-emitting diodes (OLEDs) and field-effect transistors (OFETs), Figure 8. 

[34] 

 

Insert Figure 8 here. 

 

Here we present an overly simple but effective model for the charge injection 

across a metal/organic interface for the oligothiophene series 1 – 5 (Figure 9). We 

employ computed orbital energies in a Schottky barrier model to describe the relative 

injection characteristics of electrons and holes. In our ultra-simple model, we are 
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assuming that the reduction and oxidation energies are given by the LUMO and HOMO 

orbitals, respectively. This is equivalent to assuming the validity of Koopmans’ theorem, 

which is not valid in any Kohn-Sham level (single determinant) electronic structure 

model (except for the HOMO level). [35]. In practice, however, these computed orbital 

energies do correspond rather well [36] to the (vertical) electron affinities and ionization 

energies, at least for the small organics considered here. We find that the results compare 

favorably with recent experimental data for electron and hole transport in oligothiophene-

based devices. [37] 

 

Insert Figure 9 here. 

 

The simplest picture for a Schottky-type injection barrier for hopping-type carrier 

transport (e.g., over a metal/organic interface described above) can be described by a 

Boltzmann-like distribution, [38,39] (Figure 10) and expressed as: 

      (3) 

where ΔE is the magnitude of the injection barrier, T = 298K, and kb is the Boltzmann 

constant. Although Equation 3 is a simplified picture of charge injection since it does not 

explicitly incorporate space charge, image effects or interfacial dipole layers, and holds 

approximately only for ΔE > 0, experimental data show it to describe the properties of 

metal/organic interfaces, e.g., in OFETs or OLEDs, reasonably well, [38,39] and it is 

physically reasonable to assume that these effects remain essentially constant across a 

related series of compounds. Unsubstituted and alkyl-/perfluoroalkyl-substituted 
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oligothiophenes 1 – 5 are ideal candidates for this study (Figure 9) since the HOMO and 

LUMO spatial compositions are essentially constant and packing/stacking characteristics 

(from crystal structure) as well as thin-film microstructure are very similar across the 

series [40]).  

With this exponential dependence of carrier injection rate on ΔE, differences of a 

few tenths of an eV in the barrier height can significantly alter the injection 

characteristics. Therefore, within the assumptions stated above, the relative carrier 

injection barriers should be describable as the difference between the molecular HOMO 

energy and the metal electrode work function for hole injection, and the difference 

between the molecular LUMO energy and the metal electrode work function for electron 

injection. Using this definition, we have computed hole and electron injection rates for a 

broad series of conductors relative to the HOMO or LUMO levels of unsubstituted α6T, 

and representative results are summarized in Table 5. The molecule α6T was chosen as a 

model since it is (micro)structurally similar to the other oligothiophenes and it exhibits p-

type activity in a variety of semiconductor-based devices such as FETs, OLEDs, and 

solar cells [41]. 

 

Insert Figure 10 and Table 5 here. 

 

From the relative HOMO and LUMO energies for 1 - 5 clear trends in the charge 

injection rates are apparent relative to 6T. While only hole injection (p-type conduction) 

is computed for unsubstituted nT molecules 5, the approximately 0.4eV difference in 
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barrier heights for DFH-6T (found n-type in a FET structure) relative to 6T (p-type) 

results in a predicted decrease of over six orders of magnitude in the hole injection rate 

and a similar increase in electron injection rate. While computed changes in injection rate 

greater than several orders of magnitude are only suggestive, Table 5 clearly indicates 

that the changeover from hole to electron injection/transport occurs with a modest ~2 or 3 

orders of magnitude increase in electron injection rate over that of 6T. Moreover, the 

enhancement in electron injection is often accompanied by a decrease in hole injection 

(Table 5), so that a complete inversion in majority carrier type is predicted (and found 

experimentally for many of these materials in both OFET/OLED devices) to occur. 

Another useful metric is the ratio between the relative hole- and electron-injection rates 

given in Table 5. Here both computed rates are taken relative to the standard, eliminating 

the effect of the standard on the rate ratio. Since, often, both frontier orbitals move in the 

same way (up or down, energetically) upon substitution, increase in one rate is usually 

accompanied by the decrease of the opposing rate. The rate ratio provides a potential 

measure for the likely majority carrier due to injection rates. Using this ratio, it can be 

noted (for example) that the increase of relative electron injection rates of 1 and 2 (n = 2-

6) are accompanied by a much larger decrease of hole injection rates, comparatively - 

and vice versa, for the hole/electron injection rates of 3–5 (n = 2-6). Therefore the 

balance between these two parameters (the hole and electron injection rates) appears to 

drive the system toward exclusively n- or p-type activity. Furthermore, it suggests that 

from an energetic point of view, oligothiophenes with longer cores are more “labile” in 

terms of their carrier charge sign, hence an inversion between p and n-type OFET activity 

is more likely in 6Ts than in the corresponding 2Ts derivatives. 
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As noted above, the present Schottky barrier model does not explicitly treat 

electrostatic and covalent effects on the metal-organic charge injection barrier which 

could, in principle, be significant. Thus, an intrinsic electron injection barrier of ~2.8 eV 

is estimated for a DFH-nT-Au interface (assuming a 5.4 eV Au work function [42]) in the 

absence of level shifting. However, such effects are reasonably assumed to be constant 

over a closely related series of molecules, and indeed this is supported by experimental 

UPS data, evidencing a uniform vacuum level shift across metal-oligothiophene 

interfaces. [43] In summary, the present results demonstrate that a simple Schottky 

barrier model provides excellent predictive guidance as to the majority carrier type of 

widely studied organic conductors such as oligothiophenes, arguing also that the majority 

carrier sign measured in OLED’s or transport junctions of such materials is largely 

governed by injection characteristics. Future refinements will focus on including in this 

model the analysis/prediction of absolute metal-organic interfacial barrier heights and 

interfacial dipole layer [44] effects. 

 

V. Concluding remarks 

One of the major challenges in the area of organic electronics and optoelectronics is 

mechanism-based design of optimized materials.  In this contribution, we have examined 

three important processes:  nonlinear optical molecular response, mobility in oligomeric 

conductors and charge injection at the OFET electrode/organic interface. For each, we 

have used appropriate but very simple models to optimize and to understand the response. 

The controlled-twist motif discussed in section II represents a new but promising design 

approach to nonlinear modulators and interferometers. The mobility calculations of 
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section III suggest both optimal molecular structure and crystal packing for charge 

transport. The Schottky injection model of section IV used a very simple approach to 

predict, quite accurately, the relative injection efficiencies, and therefore the transport 

type, for molecular conductors. 
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Appendix A 

The geometry of all chromophores was calculated with the DFT/B3LYP [45], [46] suite 

in Jaguar [47] with a 6-31G** basis set. For the molecules of Table 1, the twist angle ϕ 

around the double bond (Chart 1) was constrained, while all the other degrees of freedom 

were optimized without restraint.  

The excitation energies and NLO responses were calculated using the semi-

empirical intermediate neglect of differential overlap (INDO) Hamiltonian [48] coupled 

to the multireference single and double configuration interaction technique (MRD-CI) 

[14] [24].  

As reference determinants, we chose the ones dominant in the description of the 

ground state and the lowest-lying excited state, as a proper description of these states is 

critical for the calculation of second-order response properties in the studied molecules. 

For both chromophore sets, I and II, the reference determinants include the self-

consistent field (SCF, no excitation) RHF singlet determinant, the singly (HOMO to 

LUMO) excited determinant, and the determinant described by the double excitation 

from the HOMO to the LUMO. For the II chromophore series, we also included the 

singly excited determinant that corresponds to electron excitation from the HOMO to the 

LUMO+4 (contributes to the description of the electronic structure of the quinoid form, 

small twist angle) and the determinant corresponding to electron excitation from the 

HOMO to the LUMO+2 (contributes to the description of the charge-separated form, 

large twist angle). For reference determinants of single excitations the CI active space 

consisted of the HOMO and 15 orbitals below and 15 orbitals above the HOMO. For 
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reference determinants of double excitations the CI space consisted of the HOMO and 5 

orbitals below and above the HOMO at small twist angles. 

The second-order polarizability β appears as a third-rank tensor in the first 

nonlinear term that arises in the dependence of the molecular dipole moment µ on the 

electric field F experienced by the molecule [49]: 
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(0) is the permanent dipole moment of the molecule in direction i; Fj is the 
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Calculations of the second order polarizability were performed using the sum-over-states 

(SOS) [50] formalism with the excited state energies, dipole moments and transition 

dipole calculated either with the MRD-CI or the CIS approaches. 
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Charts, tables and figures: 

Table 1. Computed excitation energy (in eV), and hyperpolarizability values (βµ, 10-30 

esu) as a function of the dihedral twist angle about the central double bond for 

chromophore set I, as calculated by the MRD-CI INDO/S methods. 

Table 2. Optimized twist angle and computed excitation energy (in eV), 

hyperpolarizability values (βµ, 10-30 esu) as a function of the four substituents for 

chromophore set II, as calculated by DFT and the MRD-CI INDO/S methods. 

Table 3. DFT-computed internal reorganization energies (in eV) for oligothiophenes, 

oligofurans, and oligopyrroles (n = 2–4) for both hole transfer (λ+) and electron transfer  

(λ-). 

Table 4. MP2-computed orbital splitting (in eV) for oligothiophenes, oligofurans, and 

oligopyrroles (n = 2–4) calculated from oligomer pairs in a given spatial orientation for 

both hole transfer (HOMO) and electron transfer (LUMO). Orientations were chosen as 

representative of oligothiophene crystal structures. 

Table 5. Summary of representative computed electronic structures, relative to DFHCH2-

6T with HOMO and LUMO energies in eV, and relative hole (Rh+) and electron (Re-) 

injection rates and charge injection rate ratio given in orders of magnitude difference. 

Chart 1. Chromophore set I. 

Chart 2. Chromophore set II. 

Chart 3. Three π-stacking motifs. 

Figure 1. Variation of the excitation energy to the lowest-lying excited state (Left side) 

and βµ (Right side) as a function of the molecular twist angle ϕ for chromophore set I. 



 - 21 - 

Figure 2. Protection-deprotection self-assembly scheme for surface functionalization 

with large hyperpolarizability chromophores. In order to bind the chromophores to the 

surfaces, two different linkers are used.  

Figure 3. Variation of the excitation energy to the lowest-lying excited state (Left side) 

and βµ (Right side) as a function of the molecular twist angle ϕ for chromophore set II. 

Figure 4. INDO/S derived HOMO and LUMO molecular orbitals for II-1, II-5 and II-9. 

The shading represents the phase of the wavefunctions.  

Figure 5. Heterocyclic oligomers studied, including oligothiophenes (a), oligofurans (b), 

and oligopyrroles (c) of varying lengths (n = 2–4). Also shown are the structures of C60 

and NTCDA as example organic n-type conductors. 

Figure 6. Experimental single-crystal packing of tetrathiophene (ref. [49]), showing a π 

herringbone stacking (slipped-stacked) motif extending along the b axis, and along the 

diagonal “d” axis between herringbone stacks as tilted π-stacks. 

Figure 7. Total hole and electron transfer rates for oligothiophenes (p), oligofurans (n), 

and oligopyrroles (u) from eq. 2, using the internal reorganization energies (λ) calculated 

for hole and electron transfer from reference [25] and Table 5, and splitting computed 

with π-stacking orientations of tilted and slipped-stack herringbone motifs with geometric 

parameters approximate various oligothiophene crystal structures.[25] 

Figure 8. Schematic representation of OLED and OFET devices. 

Figure 6. Families of oligothiophenes studied. 

Figure 10. A. Schematic of Schottky-type barrier between a metal and organic 

semiconductor, showing electron and hole injection barriers and the HOMO and LUMO 
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level configuration for oligothiophenes. α,ω-substitution or β,β'-substitution do not 

significantly change the spatial distributions of these orbitals. Note the different 

characteristics of the HOMO and LUMO. B. Plots of the computed molecular orbital 

energetics of oligothiophene families 1 – 5 studied vs. the number of heterocycle rings in 

the oligomer. DFH-nTs 1 and isoDFH-nTs 2 (●), DH-nTs 3 and isoDH-nTs 4 (p), αnT 5 

(Õ). 



 - 23 - 

Table 1. Computed excitation energy (in eV), and hyperpolarizability values (βµ, 10-30 

esu) as a function of the dihedral twist angle about the central double bond for 

chromophore set I, as calculated by the MRD-CI INDO/S methods. 

 

Chromophore

Twist 
dihedral 
Angle 

[degrees]

Excitation 
energy 

[eV]
βµ

I-20 20 2.60 17.1
I-30 30 2.41 18.7
I-40 40 2.14 21.8
I-45 45 1.98 23.8
I-50 50 1.80 26.0
I-57 57 1.54 29.9
I-60 60 1.40 29.4
I-65 65 1.19 24.9
I-70 70 0.97 -3.5
I-75 75 0.76 -250.8
I-80 80 0.60 -772.7
I-85 85 0.54 -731.2
I-90 90 0.55 -25.2

βµ
[*10-30

esu]
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Table 2. Optimized twist angle and computed excitation energy (in eV), 

hyperpolarizability values (βµ, 10-30 esu) as a function of the four substituents for 

chromophore set II, as calculated by DFT and the MRD-CI INDO/S methods. 

 

 

  

Chromophore X1 X2 Y1 Y2

Equilibrium 
twist 

dihedral 
Angle 

[degrees]

Excitation 
energy 

[eV]
βµ

II-1 H H CH3 CH3 35 2.23 78.0
II-2 H H Et Et 38 2.16 71.0
II-3 H CH3 CH3 CH3 48 1.76 43.8
II-4 CH3 CH3 H CH3 50 1.76 -42.4
II-5 CH3 CH3 CH3 CH3 60 1.37 -287.4
II-6 CH3 H t-Bu t-Bu 70 1.00 -985.0
II-7 t-Bu t-Bu H CH3 72 1.01 -1328.9
II-8 CH3 CH3 t-Bu t-Bu 76 0.92 -1475.3
II-9 t-Bu t-Bu t-Bu t-Bu 82 1.02 -500.1

βµ
[*10-30

esu]
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Table 3. DFT-computed internal reorganization energies (in eV) for oligothiophenes, 

oligofurans, and oligopyrroles (n = 2–4) for both hole transfer (λ+) and electron transfer  

(λ-). 

# of 

monomer 

units 

Oligothiophenes Oligofurans Oligopyrroles 

λ+ λ- λ+ λ- λ+ λ- 

2 0.365 0.331 0.315 0.394 0.353 0.402 

3 0.321 0.286 0.292 0.324 0.312 0.319 

4 0.292 0.259 0.271 0.286 0.281 0.281 

 

 

 

Table 4. MP2-computed orbital splittings (in eV) for oligothiophenes, oligofurans, and 

oligopyrroles (n = 2–4) calculated from oligomer pairs in a given spatial orientation for 

both hole transfer (HOMO) and electron transfer (LUMO). Orientations were chosen as 

representative of oligothiophene crystal structures. 

Spatial 
Orientation 

# of 
monomer 

units 

Oligothiophenes Oligofurans Oligopyrroles 

HOMO LUMO HOMO LUMO HOMO LUMO 
Tilted  
60° tilt 
5.0Å  

z- 
separation 

2 0.244 0.225 0.233 0.291 0.321 0.353 
3 0.232 0.229 0.224 0.296 0.447 0.452 

4 
0.277 0.294 0.280 0.326 0.384 0.403 

Slipped Stack 
3.1Å/4.84Å 

z / y 
separation 

2 0.010 0.292 0.045 0.071 0.037 0.117 
3 0.059 0.286 0.095 0.094 0.015 0.165 
4 0.010 0.292 0.081 0.058 0.011 0.277 
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Table 5. Summary of representative computed electronic structures, relative to DFHCH2-

6T with HOMO and LUMO energies in eV, and relative hole (Rh+) and electron (Re-) 

injection rates and charge injection rate ratio given in orders of magnitude difference. 

Compound 
Relative 
HOMO 

Energy (eV) 

Relative 
LUMO 

Energy (eV) 
log10 (Rh+) log10 (Re-) log10 ( −

+

e

h

R
R

) 

DFH-2T -1.633 -0.081 -27.42 1.37 -28.79 
DFH-3T -1.088 -0.217 -18.28 3.65 -21.94 
DFH-4T -0.789 -0.217 -13.25 3.65 -16.91 
DFH-5T -0.571 -0.326 -9.60 5.48 -15.08 
DFH-6T -0.408 -0.381 -6.86 6.40 -13.25 

isoDFH-2T -1.796 0.381 -30.17 -6.40 -23.76 
isoDFH-3T -1.088 0.027 -18.28 -0.46 -17.82 
isoDFH-4T -0.789 0.027 -13.25 -0.46 -12.79 
isoDFH-5T -0.544 -0.109 -9.14 1.82 -10.97 
isoDFH-6T -0.381 -0.109 -6.40 1.82 -8.22 

DH-2T -0.354 1.170 -5.94 -19.66 13.72 
DH-3T -0.082 0.653 -1.37 -10.97 9.60 
DH-4T 0.027 0.381 0.46 -6.40 6.86 
DH-5T 0.082 0.218 1.37 -3.66 5.03 
DH-6T 0.109 0.109 1.83 -1.83 3.66 

isoDH-2T -0.381 1.225 -6.40 -20.57 14.17 
isoDH-3T -0.109 0.708 -1.83 -11.89 10.06 
isoDH-4T -0.109 0.490 -1.83 -8.23 6.40 
isoDH-5T -0.027 0.300 -0.46 -5.03 4.57 
isoDH-6T 0.136 0.109 2.29 -1.83 4.12 

2T -0.680 0.925 -11.43 -15.54 4.12 
3T -0.354 0.490 -5.94 -8.23 2.29 
4T -0.163 0.245 -2.74 -4.12 1.38 
5T -0.082 0.082 -1.37 -1.37 0.00 
6T 0.000 0.000 0.00 0.00 0.00 
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Figure 1. Variation of the excitation energy to the lowest-lying excited state (left side) 

and βµ (right side) as a function of the molecular twist angle φ for chromophore set I. 
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Fig. 2. Protection-deprotection self-assembly scheme for surface functionalization with 

large hyperpolarizability chromophores. In order to bind the chromophores to the 

surfaces two different linkers are used.  
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Figure 3. Variation of the excitation energy to the lowest-lying excited state (left side) 

and βµ (right side) as a function of the molecular twist angle φ for chromophore set II. 
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Fig.4. INDO/S derived HOMO and LUMO molecular orbitals for II-1, II-5 and II-9. The 

shading represents the phase of the wavefunctions.  
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Figure 5. Heterocyclic oligomers studied, including oligothiophenes (a), oligofurans (b), 

and oligopyrroles (c) of varying lengths (n = 2–4). Also shown are the structures of C60 

and NTCDA as example organic n-type conductors. 
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Figure 6. Experimental single-crystal packing of tetrathiophene (ref. [51]), showing a π 

herringbone stacking (slipped-stacked) motif extending along the b axis, and along the 

diagonal “d” axis between herringbone stacks as tilted π-stacks. 
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Figure 7. Total hole and electron transfer rates for oligothiophenes (p), oligofurans (n), 

and oligopyrroles (u) from eq. 2, using the internal reorganization energies (λ) calculated 

for hole and electron transfer from reference [25] and Table 5, and splitting computed 

with π-stacking orientations of tilted and slipped-stack herringbone motifs with geometric 

parameters approximate various oligothiophene crystal structures.[25] 
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Figure 8. Schematic representation of OLED and OFET devices. 
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Figure 9. Families of oligothiophenes studied. 
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Figure 10. A. Schematic of Schottky-type barrier between a metal and organic 

semiconductor, showing electron and hole injection barriers and the HOMO and LUMO 

level configuration for oligothiophenes. α,ω-substitution or β,β'-substitution do not 

significantly change the spatial distributions of these orbitals. Note the different 

characteristics of the HOMO and LUMO. B. Plots of the computed molecular orbital 

energetics of oligothiophene families 1 – 5 studied vs. the number of heterocycle rings in 

the oligomer. DFH-nTs 1 and isoDFH-nTs 2 (● ), DH-nTs 3 and isoDH-nTs 4 (p), αnT 
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