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#### Abstract

This note is devoted to the study of the long time behaviour of the solutions to the heat and the porous medium equations in the presence of an external source term, using entropy methods and self-similar variables. Intermediate asymptotics and convergence results are shown using interpolation inequalities, Gagliardo-Nirenberg-Sobolev inequalities and Csiszár-Kullback type estimates.


1. Introduction. In this note, we study the large time behavior in $L^{1}\left(\mathbb{R}^{N}\right)$ of solutions to the Cauchy problem for the porous media equation $(m>1)$ and the heat equation ( $m=1$ ) in the presence of an external source term:

$$
\begin{align*}
& v_{t}=\Delta v^{m}+G(x, t) \quad x \in \mathbb{R}^{N}, \quad t>0  \tag{1}\\
& v(x, 0)=v_{0}(x) \tag{2}
\end{align*}
$$

[^0]Here, we always assume that $v_{0} \in L^{1}\left(\mathbb{R}^{N}\right)$ and $G \in L^{1}\left(\mathbb{R}^{N} \times[0, T]\right)$ for every $T>0$. For $m=1$, the solution of problem (1)-(2) is given by the well-known Duhamel formula. On the other hand, in the nonlinear case $m>1$ the unique solution to (1)-(2) can be obtained e.g. via the theory of nonlinear semigroups (cf. [20]).

Concerning the large time behavior of solutions, it is known that under the additional assumption $G \in L^{1}\left(\mathbb{R}^{N} \times[0, \infty)\right)$, we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|v(\cdot, t)-E_{M_{\infty}}(\cdot, t)\right\|_{1}=0 \tag{3}
\end{equation*}
$$

where the $L^{1}$-norm is denoted by $\|\cdot\|_{1}$ and $E_{M_{\infty}}$ is the source-type (or fundamental) solution to the homogeneous problem

$$
E_{t}=\Delta E^{m}, \quad E(0)=M_{\infty} \delta_{0}
$$

with mass

$$
M_{\infty}:=\lim _{t \rightarrow \infty} \int_{\mathbb{R}^{N}} u(x, t) d x=\int_{\mathbb{R}^{N}} u_{0}(x) d x+\int_{0}^{\infty} \int_{\mathbb{R}^{N}} G(x, t) d x d t
$$

If $m>1, E_{M_{\infty}}$ is a self-similar solution given by Barenblatt's formula

$$
E_{M_{\infty}}(x, t)=t^{-N k} F\left(x t^{-k}\right) \quad F(x)=\left(\mathcal{C}-k \frac{m-1}{2 m}|x|^{2}\right)_{+}^{1 /(m-1)}
$$

with $k=(N(m-1)+2)^{-1}$. The parameter $\mathcal{C}>0$ is linked with the mass $M_{\infty}$ in such a way that $\int_{\mathbb{R}^{N}} E_{M_{\infty}}(x, t) d x=M_{\infty}$ for all $t>0$ (cf. (8), below). For $m=1$, this special solution is simply given by the heat kernel

$$
E_{M_{\infty}}(x, t)=M_{\infty} \frac{e^{-|x|^{2} /(4 t)}}{(4 \pi t)^{N / 2}} .
$$

The proof of (3) for $m>1$ as well as several other results and relevant references concerning the porous media equation (including smoothing properties of solutions) can be found in the review paper by Vázquez [20] and his book [21]. An analogous result for the heat equation $(m=1)$ can be obtained directly from the explicit formula for the solutions, see for instance [8, Thm. 6.1].

The so-called entropy methods allow us to study the convergence of the solutions of Fokker-Planck type equations towards the equilibrium (cf. [3, 18, 1, 14, 12, 11]) in cases where the mass is preserved. It is the purpose of this note to show that such methods can also be applied to equations where the mass $M=\int_{\mathbb{R}^{N}} v(x, t) d x$ is not conserved in time and eventually diverges as $t \rightarrow \infty$. More precisely, we improve estimate (3) by deriving rates of convergence in $L^{1}\left(\mathbb{R}^{N}\right)$ for the solutions to (1)-(2). Furthermore, these rates are optimal as can be checked on Fokker-Planck type equations without external source terms.

This note is organized as follows. After recalling the known results concerning entropy methods for the homogeneous case in Section 2, we set the problem in the nonhomogeneous case in Section 3 and compute the variation of the relative entropy with respect to some appropriate instantaneous steady state. The last two sections are then devoted to applications of calculations from Section 3 to the heat and porous medium equations.

Our goal is not to cover the most general case but rather to illustrate the use of relative entropy methods. For simplicity, we shall therefore assume that $m$ is in the range [1,3/2].
2. Homogeneous equations. First, let us recall some known results in the case when the external source term $G(x, t)$ is absent in equation (1). The standard strategy of entropy methods says that, instead of working with (1) directly, the following change of variables (which is a space-time, or time dependent, rescaling) defined by

$$
\begin{equation*}
u(y, s)=e^{N s} v\left(y e^{s}, k\left(e^{s / k}-1\right)\right) \quad \text { with } k=\frac{1}{N(m-1)+2} \tag{4}
\end{equation*}
$$

transforms the Cauchy problem (1)-(2) with $G \equiv 0$ into the Fokker-Planck equation

$$
\begin{equation*}
u_{s}=\nabla \cdot\left(\nabla u^{m}+y u\right) \tag{5}
\end{equation*}
$$

while the initial datum is unchanged

$$
u(y, 0)=u_{0}(y)=v_{0}(y)=v(y, 0)
$$

Equation (5) has the one-parameter family of stationary solutions given by the Baren-blatt-Prattle formula

$$
\begin{equation*}
u_{\infty}(y)=\left(\mathcal{C}-\frac{m-1}{2 m}|y|^{2}\right)_{+}^{1 /(m-1)} \quad \text { if } \quad m \neq 1 \tag{6}
\end{equation*}
$$

and by the Gaussian

$$
\begin{equation*}
u_{\infty}(x)=M \frac{e^{-|y|^{2} / 2}}{(2 \pi)^{N / 2}} \quad \text { if } \quad m=1 \tag{7}
\end{equation*}
$$

The standard theory that we expose below applies for any $m>(N-1) / N$ if $N=1,2$, and for $m \geq(N-1) / N$ if $N \geq 3$. From now on, we assume that these conditions are always fulfilled. If $m>1$, the constant $\mathcal{C}$ in (6) is chosen in such a way that

$$
\int_{\mathbb{R}^{N}} u_{\infty}(y) d y=M=\int_{\mathbb{R}^{N}} u(y, s) d y
$$

for all $s \geq 0$, which means

$$
\begin{equation*}
M=\mathcal{C}^{\frac{2+N(m-1)}{m-1}}\left(\frac{2 \pi m}{m-1}\right)^{\frac{N}{2}} \frac{\Gamma\left(\frac{m}{m-1}\right)}{\Gamma\left(\frac{N}{2}+\frac{m}{m-1}\right)} \tag{8}
\end{equation*}
$$

(see [14] for more details). Now, to shorten notations, we define

$$
\sigma(u):=\left\{\begin{array}{lll}
\frac{u^{m}-u}{m-1} & \text { if } & m \neq 1  \tag{9}\\
u \log u & \text { if } & m=1
\end{array}\right.
$$

According to $[16,17]$, it is well-known that the entropy,

$$
\begin{equation*}
\Sigma[u(\cdot, s)]:=\int_{\mathbb{R}^{N}}\left[\sigma(u(y, s))+\frac{1}{2}|y|^{2} u(y, s)\right] d y \tag{10}
\end{equation*}
$$

plays the role of a Lyapunov functional in the study of the large time behavior of the solutions to (5). First of all, it is decreasing along trajectories:

$$
\begin{equation*}
\frac{d}{d s} \Sigma[u(\cdot, s)]=-\int_{\mathbb{R}^{N}} u\left|y+\nabla \sigma^{\prime}(u)\right|^{2} d y=:-\mathrm{I}[u(\cdot, s)] . \tag{11}
\end{equation*}
$$

Moreover, the right hand side of (11) controls the relative entropy

$$
\Sigma\left[u \mid u_{\infty}\right]:=\Sigma[u]-\Sigma\left[u_{\infty}\right]
$$

i.e. the difference of the entropy of $u$ and the entropy of the stationary solution $u_{\infty}$, by means of the convex Sobolev inequality:

$$
\begin{equation*}
\Sigma\left[u \mid u_{\infty}\right] \leq \frac{1}{2} \mathrm{I}[u] \tag{12}
\end{equation*}
$$

for any nonnegative $u \in L^{1}\left(\mathbb{R}^{N}\right)$, provided $m \geq(N-1) / N, N \neq 1,2$. This inequality is the critical Sobolev inequality if $m=(N-1) / N, N \geq 3$, one of Gagliardo-NirenbergSobolev inequalities if $m>(N-1) / N, m \neq 1$ and the logarithmic Sobolev inequality if $m=1$. This can be rewritten as

$$
\int_{\mathbb{R}^{N}}\left(\sigma(u)+\frac{1}{2}|y|^{2} u\right) d y-\mathcal{K} \leq \frac{1}{2} \int_{\mathbb{R}^{N}} u\left|y+\nabla \sigma^{\prime}(u)\right|^{2} d y,
$$

where $\mathcal{K}$ is given in terms of $M=\|u\|_{1}$ by $\mathcal{K}=\int_{\mathbb{R}^{N}}\left(\sigma\left(u_{\infty}\right)+\frac{1}{2}|y|^{2} u_{\infty}\right) d y$, and (6) or (7). Note here the important identities

$$
\sigma^{\prime}\left(u_{\infty}(y)\right)=\left\{\begin{array}{lc}
(m \mathcal{C}-1) /(m-1)-|y|^{2} / 2 & \text { if } \\
m \neq 1 \\
\log M-\frac{N}{2} \log (2 \pi)-|y|^{2} / 2 & \text { if }
\end{array} \quad m=1\right.
$$

Thus we may rewrite $\Sigma\left[u \mid u_{\infty}\right]$ as

$$
\Sigma\left[u \mid u_{\infty}\right]=\int_{\mathbb{R}^{N}}\left[\sigma(u)-\sigma\left(u_{\infty}\right)-\sigma^{\prime}\left(u_{\infty}\right)\left(u-u_{\infty}\right)\right] d y
$$

For $m=1$ (so, $\sigma(u)=u \log u$ ), inequality (12) is the logarithmic Sobolev inequality with optimal constants, see $[10,18,19]$. We refer the reader to $[1,14,12]$ for detailed conditions under which (12) can be proved by direct variational methods or by entropy methods for $m>1$, as well as for more general $\sigma$ (also see $[11,7]$ ).

Hence, the Gagliardo-Nirenberg-Sobolev inequality (12) applied to (11) gives an explicit exponential decay of the relative entropy of solutions to (5):

$$
\begin{equation*}
\Sigma\left[u(\cdot, s) \mid u_{\infty}\right] \leq \Sigma\left[u_{0} \mid u_{\infty}\right] \cdot e^{-2 s} \tag{13}
\end{equation*}
$$

The next step is to measure the exponential convergence of $u(\cdot, t)$ towards $u_{\infty}$ in terms of a norm. This can be done using the Csiszár-Kullback inequality, for $m=1$, as follows.

Lemma 1. $[13,15]$ Let $\phi, \phi_{0} \in L_{+}^{1}\left(\mathbb{R}^{N}, d \mu\right)$. Assume that $\sigma$ is a convex function on $\mathbb{R}^{+}$ such that $0=\sigma(1)=\min _{\mathbb{R}^{+}} \sigma$ and

$$
K=\min \left\{\inf _{t \in[0,1]} \sigma^{\prime \prime}(t), \inf _{\substack{t \geq 0 \\ \theta \in[0,1]}} \sigma^{\prime \prime}(1+\theta t)(1+t)\right\}>0
$$

is positive. Then

$$
\begin{equation*}
\left\|\phi-\phi_{0}\right\|_{L^{1}\left(\mathbb{R}^{N}, d \mu\right)}^{2} \leq \frac{4 \mathcal{M}}{K} \int_{\mathbb{R}^{N}} \sigma\left(\frac{\phi}{\phi_{0}}\right) \phi_{0} d \mu \tag{14}
\end{equation*}
$$

with $\mathcal{M}=\max \left\{\|\phi\|_{L^{1}\left(\mathbb{R}^{N}, d \mu\right)},\left\|\phi_{0}\right\|_{L^{1}\left(\mathbb{R}^{N}, d \mu\right)}\right\}$.
Inequality (14) was introduced in [13, 15]. We refer the reader to [2, 14, 9] for a proof of Lemma 1 and some extensions.

If $m=1$, one combines inequalities (14) with (13) to obtain

$$
\left\|u(\cdot, s)-u_{\infty}\right\|_{1}^{2} \leq 4 M \Sigma\left[u_{0} \mid u_{\infty}\right] \cdot e^{-2 s}
$$

for all $t \geq 0$. When $m>1$, several approaches are possible. One can for instance control a weighted $L^{1}$-norm, see, e.g., $[14,7]$. With some additional work, one can also obtain a control of the usual $L^{1}$-norm like in the case $m=1$ as it was done in [12]. Below, see Proposition (2) in Section 5, we recall some of these results and give a self-contained and slightly simplified proof.

Finally, going back to the original problem (1)-(2) with $G \equiv 0$, via the time-dependent rescaling (4), one shows that for each $m \in[1,2]$

$$
\left\|v(\cdot, t)-E_{M}(\cdot, t)\right\|_{1}^{2} \leq C\left(1+\frac{t}{k}\right)^{-2 k} \quad \text { with } \quad k=\frac{1}{N(m-1)+2}
$$

for all $t>0$ and a constant C depending only on $M, \Sigma\left[u_{0} \mid u_{\infty}\right]$, and $m$.
3. Nonhomogeneous equations. In the case of the Cauchy problem (1)-(2) with nonzero external source terms, calculations are similar. We use the space-time change of variables analogous to that in Section 2:

$$
\begin{align*}
u(y, s) & =e^{N s} v\left(y e^{s}, k\left(e^{s / k}-1\right)\right), \quad k=\frac{1}{N(m-1)+2}  \tag{15}\\
F(y, s) & =e^{(N+2) s} G\left(y e^{s}, k\left(e^{s / k}-1\right)\right)
\end{align*}
$$

which transforms the Cauchy problem (1)-(2) into

$$
\begin{align*}
& u_{s}=\nabla \cdot\left(\nabla u^{m}+y u\right)+F(y, s)  \tag{16}\\
& u(y, 0)=u_{0}(y)=v_{0}(y) \tag{17}
\end{align*}
$$

The main assumption of this note reads as follows.
Assumption 1. Let $m \in[1,2]$. The nonnegative functions $u_{0}$ and $F$ satisfy

$$
\begin{aligned}
& u_{0} \in L^{1} \cap L^{m}\left(\mathbb{R}^{N}\right), \quad|y|^{2} u_{0} \in L^{1}\left(\mathbb{R}^{N}\right), \\
& F \in L^{1}\left(\mathbb{R}^{N} \times[0, T]\right) \cap L^{1}\left([0, T], L^{1 /(2-m)}\left(\mathbb{R}^{N}\right)\right)
\end{aligned}
$$

for all $T>0\left(\right.$ in the case $m=2, L^{1 /(2-m)}\left(\mathbb{R}^{N}\right)$ means $\left.L^{\infty}\left(\mathbb{R}^{N}\right)\right)$. If $m=1$, we assume moreover that

$$
u_{0} \log u_{0} \in L^{1}\left(\mathbb{R}^{N}\right) \quad \text { and } \quad F \log F \in L^{1}\left(\mathbb{R}^{N} \times[0, T]\right)
$$

for all $T>0$.
This assumption implies, in particular, that the mass of the solution to (16)-(17)

$$
\begin{equation*}
M(s)=\int_{\mathbb{R}^{N}} u(y, s) d y=\int_{\mathbb{R}^{N}} u_{0}(y) d y+\int_{0}^{s} \int_{\mathbb{R}^{N}} F(y, s) d y d s \tag{18}
\end{equation*}
$$

is positive for all $s \geq 0$.

Under the change of variables (15), with $t=k\left(e^{s / k}-1\right), x=y e^{s}$, the mass is preserved

$$
M(s)=\int_{\mathbb{R}^{N}} u(y, s) d y=\int_{\mathbb{R}^{N}} v(x, t) d x=: \bar{M}(t)
$$

Define the family of the instantaneous steady states or local Gibbs states for $m \neq 1$ by:

$$
\begin{equation*}
u_{\infty}(y, s)=\left(\mathcal{C}(s)-\frac{m-1}{2 m}|y|^{2}\right)_{+}^{1 /(m-1)} \tag{19}
\end{equation*}
$$

so that the choice of the function $\mathcal{C}(s)$ guarantees

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} u_{\infty}(y, s) d y=M(s) \quad \text { for all } \quad s \geq 0 \tag{20}
\end{equation*}
$$

Hence, $\mathcal{C}(s)$ is given in terms of $M(s)$ by the formula (8). If $m=1$, we simply put

$$
\begin{equation*}
u_{\infty}(y, s)=M(s) \frac{e^{-|y|^{2} / 2}}{(2 \pi)^{N / 2}} . \tag{21}
\end{equation*}
$$

Now, in the case of solutions to the nonhomogeneous equation (16), we do not expect the entropy $\Sigma[u(\cdot, s)]$ defined in (10) to decrease because of the presence of the external source term $F(y, s)$. Let $\sigma$ be given by (9). Our goal is to show, however, that the relative entropy

$$
\begin{align*}
\Sigma(s) & =\Sigma\left[u(\cdot, s) \mid u_{\infty}(\cdot, s)\right]:=\Sigma[u(\cdot, s)]-\Sigma\left[u_{\infty}(\cdot, s)\right] \\
& =\int_{\mathbb{R}^{N}}\left[\sigma(u(y, s))-\sigma\left(u_{\infty}(y, s)\right)-\sigma^{\prime}\left(u_{\infty}(y, s)\right)\left(u(y, s)-u_{\infty}(y, s)\right)\right] d y \tag{22}
\end{align*}
$$

still can be used to show the convergence of solutions towards the family of instantaneous steady states defined in (19) and (21). The crucial estimate is contained in the following proposition. We state it here at a formal level and will explain in Sections 4 and 5 how to extend it to more general solutions corresponding to initial data satisfying Assumption 1.

Proposition 1. Let $u$ be a sufficiently smooth solution to problem (16)-(17). Then

$$
\begin{equation*}
\frac{d}{d s} \Sigma\left[u \mid u_{\infty}\right]=-\int_{\mathbb{R}^{N}} u\left|\nabla \sigma^{\prime}(u)-\nabla \sigma^{\prime}\left(u_{\infty}\right)\right|^{2} d y+\int_{\mathbb{R}^{N}}\left[\sigma^{\prime}(u)-\sigma^{\prime}\left(u_{\infty}\right)\right] F d y \tag{23}
\end{equation*}
$$

Proof. The derivation with respect to $s$ of $\Sigma(s)=\Sigma\left[u(\cdot, s) \mid u_{\infty}(\cdot, s)\right]$ gives

$$
\begin{align*}
\frac{d \Sigma}{d s} & =\frac{d}{d s} \int_{\mathbb{R}^{N}}\left[\sigma(u)-\sigma\left(u_{\infty}\right)-\sigma^{\prime}\left(u_{\infty}\right)\left(u-u_{\infty}\right)\right] d y \\
& =\int_{\mathbb{R}^{N}}\left[\sigma^{\prime}(u)-\sigma^{\prime}\left(u_{\infty}\right)\right] u_{s} d y-\int_{\mathbb{R}^{N}}\left(\sigma^{\prime}\left(u_{\infty}\right)\right)_{s}\left(u-u_{\infty}\right) d y \tag{24}
\end{align*}
$$

Because of (19), the second term can be written as

$$
\int_{\mathbb{R}^{N}}\left(\sigma^{\prime}\left(u_{\infty}\right)\right)_{s}\left(u-u_{\infty}\right) d y=\frac{d \mathcal{C}}{d s} \int_{\mathbb{R}^{N}}\left(u-u_{\infty}\right) d y=0
$$

where $\mathcal{C}=\mathcal{C}(s)$ is the function of $M(s)$ which appears in (19) if $m \neq 1$ and $d \mathcal{C} / d s=$ $-M^{\prime}(s) / M(s)$ if $m=1$. Using (16) and integrating by parts, the first term on the right
hand side of (24) is

$$
\begin{aligned}
\int_{\mathbb{R}^{N}}\left[\sigma^{\prime}(u)-\sigma^{\prime}\left(u_{\infty}\right)\right] u_{s} d y=- & \int_{\mathbb{R}^{N}} \nabla\left[\sigma^{\prime}(u)-\sigma^{\prime}\left(u_{\infty}\right)\right]\left(\nabla u^{m}+y u\right) d y \\
+ & \int_{\mathbb{R}^{N}}\left[\sigma^{\prime}(u)-\sigma^{\prime}\left(u_{\infty}\right)\right] F d y
\end{aligned}
$$

which proves the result using $\nabla u^{m}+y u=u\left[\nabla \sigma^{\prime}(u)-\nabla \sigma^{\prime}\left(u_{\infty}\right)\right]$.

Remark 1. If we integrate equation (23) with respect to $s$, all quantities will be well defined and, as a consequence, $u$ and $|y|^{2} u$ will be bounded respectively in $L^{\infty}\left(\mathbb{R}^{+}, L^{1} \cap\right.$ $L^{m}\left(\mathbb{R}^{N}\right)$ ) and $L^{\infty}\left(\mathbb{R}^{+}, L^{1}\left(\mathbb{R}^{N}\right)\right)$. Since $u \mapsto \Sigma\left[u \mid u_{\infty}\right]$ and, for $1 \leq m \leq 3 / 2, u \mapsto$ $\int_{\mathbb{R}^{N}} u\left|\nabla \sigma^{\prime}(u)\right|^{2} d y$ are convex, we can then easily extend (23) to less regular functions by a density argument. Note that the convexity of $\Sigma\left[u \mid u_{\infty}\right]$ holds under the constraint that for any $s \geq 0$,

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} u(y, s) d y=M(s)=\int_{\mathbb{R}^{N}} u_{\infty}(y, s) d y \tag{25}
\end{equation*}
$$

Here, the restriction $m \leq 3 / 2$ in this reasoning comes from the fact that we use the convexity property of $u \mapsto \int_{\mathbb{R}^{N}}\left|\nabla u^{\gamma}\right|^{2} d y$, which holds true if and only $m-1 / 2=\gamma \in$ $[1 / 2,1]$ (see $[5,6]$ ). For $m>3 / 2$, a further analysis of the regularity of the solutions would be required to proceed as in the homogeneous case (cf. [12, 14]).
Remark 2. It is remarkable that even when the mass varies, $\Sigma\left[u \mid u_{\infty}\right]$ is still a good Lyapunov function. Actually this holds because the constraint (25) is taken into account in the definition of $u_{\infty}$. For several reasons, it makes sense to write that $\Sigma\left[u \mid u_{\infty}\right]$ is the relative entropy of $u$ with respect to $u_{\infty}$. See [4] for more comments on this type of issues.

The next step is to combine equality (23) with the generalized Sobolev inequality (12) and to find an estimate of the second term on the right-hand-side of (23) by a quantity independent of $u$. This procedure is realized in the next two sections for the heat equation ( $m=1$ ) and for the porous medium equation with $1<m \leq 3 / 2$, separately.
4. Application to the heat equation. Consider first the non-homogeneous heat equation

$$
\begin{equation*}
v_{t}=\Delta v+G(x, t), \quad x \in \mathbb{R}^{N}, t>0 \tag{26}
\end{equation*}
$$

By the time dependent rescaling (15) with $m=1$, we have

$$
\begin{align*}
u(y, s) & =e^{N s} v\left(y e^{s}, \frac{1}{2}\left(e^{2 s}-1\right)\right)  \tag{27}\\
F(y, s) & =e^{(N+2) s} G\left(y e^{s}, \frac{1}{2}\left(e^{2 s}-1\right)\right) \tag{28}
\end{align*}
$$

Hence, equation (26) is transformed into a Fokker-Planck equation with the additional external source term $F$

$$
\begin{equation*}
u_{s}=\nabla \cdot(\nabla u+y u)+F(y, s) \tag{29}
\end{equation*}
$$

This equation is supplemented with the initial condition

$$
\begin{equation*}
u(y, 0)=u_{0}(y) \tag{30}
\end{equation*}
$$

Let us recall that the stationary steady state $u_{\infty}$ of the homogeneous problem $\nabla \cdot\left(\nabla u_{\infty}+\right.$ $\left.y u_{\infty}\right)=0$ is given by the formula (21) and the mass $M(s)$ of the solution is defined by (18):

$$
u_{\infty}(y, s)=M(s) \bar{u}(y), \quad \bar{u}(y)=\frac{e^{-|y|^{2} / 2}}{(2 \pi)^{N / 2}} .
$$

Our main result on the large time behavior of solutions to (29)-(30) reads as follows.
Theorem 1. Suppose that $u_{0}, F(\cdot, s) \in L^{1}\left(\mathbb{R}^{N},\left(1+|y|^{2}\right) d y\right)$ for every $s \geq 0$ satisfy Assumption 1. Then for all $s \geq 0$, the solution of problem (29)-(30) satisfies the inequality $\left\|u(s, \cdot)-u_{\infty}(s, \cdot)\right\|_{1}^{2} \leq 4 M(s) e^{-2 s}\left[\Sigma\left[u_{0} \mid u_{\infty}(0, \cdot)\right]+\int_{0}^{s} e^{2 \tau} \int_{\mathbb{R}^{N}} F \log \left(\frac{F}{\left(\int_{\mathbb{R}^{N}} F d y\right) \bar{u}}\right) d y d \tau\right]$.

Proof. For $m=1$, the relative entropy of the solution $u$ with respect to $u_{\infty}$ given by (22) takes the form

$$
\Sigma(s):=\Sigma\left[u(\cdot, s) \mid u_{\infty}(\cdot, s)\right]=\int_{\mathbb{R}^{N}} u(y, s) \log \left(\frac{u(y, s)}{u_{\infty}(y, s)}\right) d y
$$

Hence, it follows from Proposition 1 that

$$
\frac{d \Sigma}{d s}=-\int_{\mathbb{R}^{N}} u\left|\frac{\nabla u}{u}+y\right|^{2} d y+\int_{\mathbb{R}^{N}} F \log \left(\frac{u}{M(s) \bar{u}}\right) d y .
$$

Next, we use the Logarithmic Sobolev inequality (12), which in this case reduces to

$$
\Sigma\left[u \mid u_{\infty}\right] \leq \frac{1}{2} \int_{\mathbb{R}^{N}} u\left|\frac{\nabla u}{u}+y\right|^{2} d y
$$

and obtain

$$
\frac{d \Sigma}{d s} \leq-2 \Sigma\left[u(\cdot, s) \mid u_{\infty}(\cdot, s)\right]+\int_{\mathbb{R}^{N}} F \log \left(\frac{u}{u_{\infty}}\right) d y
$$

Finally, after multiplying this inequality by $e^{2 s}$ and integrating with respect to $s$, we arrive at

$$
\Sigma(s) \leq e^{-2 s}\left[\Sigma(0)+\int_{0}^{s} e^{2 \tau}\left(\int_{\mathbb{R}^{N}} F(y, \tau) \log \left(\frac{u(y, \tau)}{u_{\infty}(y, \tau)}\right) d y\right) d \tau\right]
$$

We are going to estimate the second term of the right hand side of this inequality using the lemma formulated below.

Lemma 2. Assume that $f$ and $w$ are two nonnegative integrable functions on $\mathbb{R}^{N}$. Then

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} f \log \left(\frac{w}{\|w\|_{1}}\right) d y \leq \int_{\mathbb{R}^{N}} f \log \left(\frac{f}{\|f\|_{1}}\right) d y \tag{32}
\end{equation*}
$$

Proof. Apply Jensen's inequality to the convex function $\varphi \mapsto \varphi \log \varphi$ and the probability measure $d \mu=\|w\|_{1}^{-1} w d y$ with $\varphi=f / w$ :

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} f \log \left(\frac{f}{w}\right) d y & =\|w\|_{1} \int_{\mathbb{R}^{N}} \varphi \log \varphi d \mu \\
& \geq\|w\|_{1}\left(\int_{\mathbb{R}^{N}} \varphi d \mu\right) \log \left(\int_{\mathbb{R}^{N}} \varphi d \mu\right)=\|f\|_{1} \log \left(\frac{\|f\|_{1}}{\|w\|_{1}}\right)
\end{aligned}
$$

Note that the two sides of (32) can eventually be infinite.
We come back to the proof of Theorem 1. If we write

$$
\int_{\mathbb{R}^{N}} F \log \left(\frac{u}{M \bar{u}}\right) d y=\int_{\mathbb{R}^{N}} F \log \left(\frac{u}{M}\right) d y-\int_{\mathbb{R}^{N}} F \log \bar{u} d y
$$

and apply Lemma 2 with $f=F$ and $w=u$ to the first term of the right hand, then the result easily follows using the Csiszár-Kullback inequality stated in Lemma 1.

Remark 3. The result of Lemma 2 is a limit case of Hölder's inequality. Let $q_{0}>1$ and assume that both $f$ and $w$ belong to $L^{1} \cap L^{q_{0}}\left(\mathbb{R}^{N}\right)$. Then it follows from Hölder's inequality that

$$
\int_{\mathbb{R}^{N}} w^{q-1} f d y \leq\left(\int_{\mathbb{R}^{N}} w^{q} d y\right)^{\frac{q-1}{q}}\left(\int_{\mathbb{R}^{N}} f^{q} d y\right)^{1 / q}
$$

for every $1 \leq q \leq q_{0}$. Note that if $q=1$ this inequality reduces to $\int_{\mathbb{R}^{N}} f=\int_{\mathbb{R}^{N}} f$, which immediately implies that

$$
\int_{\mathbb{R}^{N}} w^{q-1} f d y-\int_{\mathbb{R}^{N}} f d y \leq\left(\int_{\mathbb{R}^{N}} w^{q} d y\right)^{\frac{q-1}{q}}\left(\int_{\mathbb{R}^{N}} f^{q} d y\right)^{1 / q}-\int_{\mathbb{R}^{N}} f d y
$$

Dividing both sides by $q-1$ and taking the limit as $q \rightarrow 1$, we obtain inequality (32). The assumption that $f, w \in L^{1} \cap L^{q_{0}}\left(\mathbb{R}^{N}\right)$ is easily removed by a density argument, which provides an alternative proof of Lemma 2.

According to (27)-(28), the results of Theorem 1 written in terms of the original coordinates give intermediate asymptotics results as follows.

Corollary 1. Under the same assumptions as in Theorem 1, if $u$ and $v$ are related by (27), and $F$ and $G$ by (28), then for any $t \geq 0$,
$\left\|v(\cdot, t)-v_{\infty}(\cdot, t)\right\|_{1}^{2} \leq \frac{4 \bar{M}(t)}{1+2 t}\left[\Sigma\left[v_{0} \mid v_{\infty}(\cdot, 0)\right]+\int_{0}^{t}(1+2 \tau) \int_{\mathbb{R}^{N}} G \log \left(\frac{\bar{M}(\tau) G}{\left(\int_{\mathbb{R}^{N}} G d x\right) v_{\infty}}\right) d x d \tau\right]$.
where $\bar{M}(t)=\int_{\mathbb{R}^{N}} v(x, t) d x$ and

$$
v_{\infty}(x, t)=\frac{\bar{M}(t)}{(1+2 t)^{N / 2}} \bar{u}\left(\frac{x}{\sqrt{1+2 t}}\right), \quad \bar{u}(x)=\frac{e^{-|x|^{2} / 2}}{(2 \pi)^{N / 2}} .
$$

Rather than writing abstract conditions on $G$ in order to guarantee that $\left\|\left(v-v_{\infty}\right)(\cdot, t)\right\|_{1}$ converges to 0 , let us simply formulate two examples which illustrate both Theorem 1 and Corollary 1.

Example 1. Let us look at inequality (31) in the case of external source terms of the form $F(y, s)=g(x) f(s)$ with suitably chosen $g$ and $f$. For such a choice of $F$, we have

$$
\int_{\mathbb{R}^{N}} F(y, \tau) \log \left[\frac{F(y, \tau)}{\left(\int_{\mathbb{R}^{N}} F d y\right) \bar{u}(y)}\right] d y=f(\tau) \int_{\mathbb{R}^{N}} g(y) \log \left[\frac{g(y)}{\left(\int_{\mathbb{R}^{N}} g d y\right) \bar{u}(y)}\right] d y
$$

If the second factor on the right-hand side is finite, the problem is therefore reduced to understand the behavior as $s \rightarrow \infty$ of the quantity

$$
e^{-2 s} \int_{0}^{s} e^{2 \tau} f(\tau) d \tau
$$

Choosing, e.g., $f(s)=e^{-\kappa s}$ for some $\kappa>0$, we immediately obtain

$$
e^{-2 s} \int_{0}^{s} e^{2 \tau} e^{-\kappa \tau} d \tau=\frac{e^{-\kappa s}-e^{-2 s}}{2-\kappa} .
$$

In this case, the mass $M(s)$ is bounded uniformly in $s$ according to (18) and Theorem 1 applies:

$$
\begin{equation*}
\left\|u(\cdot, s)-u_{\infty}(\cdot, s)\right\|_{1}^{2} \leq C\left(e^{-2 s}+e^{-\kappa s}\right) \quad \forall s \geq 0 \tag{33}
\end{equation*}
$$

for some positive constant $C$. Now, we may come back to the solutions of the nonhomogeneous heat equation (26) via the rescaling (27)-(28) and reformulate (33) as

$$
\left\|v(\cdot, t)-v_{\infty}(\cdot, t)\right\|_{1}^{2} \leq C\left[(1+t)^{-1}+(1+t)^{-2 \kappa}\right]
$$

Example 2. As a second example, let us consider $F(y, s)=g(y)(1+s)^{-\alpha}$ for some $\alpha>0$. A direct calculation shows that

$$
e^{-2 s} \int_{0}^{s} e^{2 \tau}(1+\tau)^{-\alpha} d \tau \leq C(1+s)^{-\alpha}
$$

for a constant $C>0$ and all $s>0$, and consequently, by Theorem 1,

$$
\begin{equation*}
\left\|u(\cdot, s)-u_{\infty}(\cdot, s)\right\|_{1}^{2} \leq C M(s)(1+s)^{-\alpha} \tag{34}
\end{equation*}
$$

for some constant $C>0$. Here, $\alpha \in(0,1]$ is to the most interesting case because

$$
\begin{aligned}
M(s) & =\int_{\mathbb{R}^{N}} u_{0}(y) d y+\int_{\mathbb{R}^{N}} g(y) d y \int_{0}^{s}(1+\tau)^{-\alpha} d \tau \\
& =\left\|u_{0}\right\|_{1}+\|g\|_{1} \frac{(1+s)^{1-\alpha}-1}{1-\alpha} \rightarrow \infty
\end{aligned}
$$

as $s \rightarrow \infty$. However, $u-u_{\infty}$ still tends towards 0 in the $L^{1}$-norm provided $\alpha>1 / 2$.
We can again reformulate inequality (34) for solutions of the nonhomogeneous heat equation (26)

$$
\left\|v(\cdot, t)-v_{\infty}(\cdot, t)\right\|_{1}^{2} \leq C \bar{M}(t)(\log t)^{-\alpha} \leq C(\log t)^{1-2 \alpha} \rightarrow 0 \quad \text { as } t \rightarrow \infty
$$

for $\alpha>1 / 2$, since the mass $\bar{M}(t)$ is of order $O\left((\log t)^{1-\alpha}\right)$ as $t \rightarrow \infty$. Hence, by our method, we can extend in some cases the result formulated in (3) to source terms $G=$ $G(x, t)$ for which $M_{\infty}=\lim _{t \rightarrow \infty} \int_{\mathbb{R}^{N}} v(x, t) d x=\infty$.
5. Application to the porous medium equation. In this section, we deal with the nonlinear Cauchy problem (16)-(17) with $m>1$ for which the relative entropy of the solution $u$ with respect to $u_{\infty}$ given by (22) takes the form

$$
\begin{align*}
\Sigma(s): & =\Sigma\left[u(\cdot, s) \mid u_{\infty}(\cdot, s)\right]=\Sigma[u(\cdot, s)]-\Sigma\left[u_{\infty}(\cdot, s)\right]  \tag{35}\\
& =\frac{1}{m-1} \int_{\mathbb{R}^{N}}\left[u^{m}-u_{\infty}^{m}-\frac{m-1}{2}|x|^{2}\left(u-u_{\infty}\right)\right] d y
\end{align*}
$$

where $u_{\infty}(y, s)$ is given by (19).
The main result on the convergence of $u(s)$ toward the family of instantaneous steady states is contained in the next theorem. As in the case of the linear heat equation, one can reformulate this result for the original problem (1)-(2) going back via the rescaling (15).

Theorem 2. Let $m \in\left(1, \frac{3}{2}\right]$. Assume that $u_{0}$ and $F$ satisfy Assumption 1. Let $u$ be the solution to (16)-(17) with $M(s)$ defined in (18) and $u_{\infty}(s, y)$ given by (19)-(20). Suppose moreover that $M_{\infty} \equiv \sup _{s>0} M(s)$ is finite.

Then there exists a constant $C>0$ depending on $M_{\infty}$ but independent of such that

$$
\left\|u(s, \cdot)-u_{\infty}(s, \cdot)\right\|_{1}^{2} \leq C e^{-2 s}\left[\Sigma\left[u_{0} \mid u_{\infty}(0, \cdot)\right]^{\frac{1}{m}}+\frac{1}{m} \int_{0}^{s} e^{\frac{2}{m} \tau}\|F(\cdot, \tau)\|_{m} d \tau\right]^{m}
$$

for all $s \geq 0$.
Here, we assume that $m \in(1,3 / 2]$ because of the convexity argument mentioned in Remark 1. This assumption plays also the crucial role in the proof of Lemma 3, below.

Before proving Theorem 2, we need some preliminary estimates.
Lemma 3. Assume that $p \geq 3$ and let $\mu$ be a positive bounded measure. Then for any nonnegative $w \in L^{p}(d \mu)$,

$$
\begin{equation*}
\int|w-1|^{p} d \mu \leq(p-1) \int\left[w^{p}-1-\frac{p}{p-1}\left(w^{p-1}-1\right)\right] d \mu \tag{36}
\end{equation*}
$$

Proof. Let $f(w):=w^{p}-1-\frac{p}{p-1}\left(w^{p-1}-1\right)-\frac{1}{p-1}|w-1|^{p}$. A straightforward computation gives

$$
\begin{aligned}
& f^{\prime}(w)=p w^{p-2}(w-1)-\frac{p}{p-1}|w-1|^{p-2}(w-1) \\
& f^{\prime \prime}(w)=p w^{p-3}[(p-1)(w-1)+1]-p|w-1|^{p-2}
\end{aligned}
$$

First of all, $f(1)=f^{\prime}(1)=0$ and

$$
\frac{1}{p} f^{\prime \prime}(w) \geq(w-1)^{p-3}[(p-1)(w-1)+1]-(w-1)^{p-2} \geq(p-2)(w-1)^{p-2}
$$

for any $w \geq 1$. Thus $f$ is convex and therefore nonnegative on $(1,+\infty)$.
On $(0,1), f^{\prime \prime}$ is increasing. Since $\lim _{w \rightarrow 0+} f^{\prime \prime}(w)<0$, there exists $w_{*}$ such that $f$ is concave on $\left(0, w_{*}\right)$ and convex on $\left(w_{*}, 1\right)$. Thus the minimum of $f$ on $(0,1)$ is achieved either at $w=0$ or at $w=1$. Since $f(0)=f(1)=0$, this proves that $f$ is also nonnegative on $(0,1)$.

Corollary 2. Let $F$ and $u$ be two nonnegative functions respectively in $L^{m}\left(\mathbb{R}^{N}\right)$ and $L^{1} \cap L^{m}\left(\mathbb{R}^{N}\right)$ and consider $u_{\infty}$ given by (6) such that $\|u\|_{1}=\left\|u_{\infty}\right\|_{1}$. If $m \in(1,3 / 2]$, then

$$
\int_{\mathbb{R}^{N}}\left|u^{m-1}-u_{\infty}^{m-1}\right| F d y \leq \Sigma\left[u \mid u_{\infty}\right]^{\frac{m-1}{m}}\|F\|_{m}
$$

Proof. Let $w:=v^{m-1}, p:=m /(m-1)$ and $d \mu:=u_{\infty}^{m} d y$ in Lemma 3. Hence, inequality (36) can be rewritten as

$$
\int_{\mathbb{R}^{N}}\left|v^{m-1}-1\right|^{\frac{m}{m-1}} u_{\infty}^{m} d y \leq \frac{1}{m-1} \int_{\mathbb{R}^{N}}\left[v^{m}-1-m(v-1)\right] u_{\infty}^{m} d y
$$

If we let $v=u / u_{\infty}$, this means

$$
\begin{aligned}
\int_{\operatorname{supp}\left(u_{\infty}\right)} & \left|u^{m-1}-u_{\infty}^{m-1}\right|^{\frac{m}{m-1}} d y \\
& \leq \frac{1}{m-1} \int_{\operatorname{supp}\left(u_{\infty}\right)}\left[u^{m}-u_{\infty}^{m}-m u_{\infty}^{m-1}\left(u-u_{\infty}\right)\right] d y \\
& =\frac{1}{m-1} \int_{\operatorname{supp}\left(u_{\infty}\right)}\left[u^{m}-u_{\infty}^{m}-m\left(\mathcal{C}-\frac{m-1}{2 m}|y|^{2}\right)\left(u-u_{\infty}\right)\right] d y
\end{aligned}
$$

On the other hand, since $(m-1)^{-1}>1$ and, on the set $\operatorname{supp}\left(u_{\infty}\right)^{c}$, we have

$$
\mathcal{C}-\frac{m-1}{2 m}|y|^{2} \leq 0
$$

as well as $u_{\infty}=0$, we may proceed in the most direct way as follows

$$
\begin{aligned}
& \int_{\operatorname{supp}\left(u_{\infty}\right)^{c}}\left|u^{m-1}-u_{\infty}^{m-1}\right|^{\frac{m}{m-1}} d y \\
& \quad \leq \frac{1}{m-1} \int_{\operatorname{supp}\left(u_{\infty}\right)^{c}} u^{m} d y \\
& \quad \leq \frac{1}{m-1} \int_{\operatorname{supp}\left(u_{\infty}\right)^{c}}\left[u^{m}-u_{\infty}^{m}-m\left(\mathcal{C}-\frac{m-1}{2 m}|y|^{2}\right)\left(u-u_{\infty}\right)\right] d y
\end{aligned}
$$

Summing up both estimates we obtain

$$
\int_{\mathbb{R}^{N}}\left|u^{m-1}-u_{\infty}^{m-1}\right|^{\frac{m}{m-1}} d y \leq \Sigma\left[u \mid u_{\infty}\right]
$$

Hence the proof is completed by Hölder's inequality used as follows

$$
\int_{\mathbb{R}^{N}}\left|u^{m-1}-u_{\infty}^{m-1}\right| F d y \leq\left[\int_{\mathbb{R}^{N}}\left|u^{m-1}-u_{\infty}^{m-1}\right|^{\frac{m}{m-1}} d y\right]^{\frac{m-1}{m}}\|F\|_{m}
$$

Remark 4. In Corollary 2, the exponent $p=m /(m-1)$ is the Hölder conjugate of $m$. Thus the assumption $m \leq 3 / 2$ is equivalent to $p \geq 3$, which is used in the proof of Lemma 3.

In the next lemma, we state and prove an inequality of Csiszár-Kullback type which differs from the one recalled in Lemma 1. The results formulated below are contained in
[12], among other ones. Here, however, we give direct and elementary proofs. Recall that, in this section, the relative entropy $\Sigma\left[u \mid u_{\infty}\right]$ is given by formula (35).

Proposition 2. Assume that $1<m \leq 2$. Let u be a nonnegative function in $L^{1}\left(\mathbb{R}^{N}\right)$ such that $\Sigma\left[u \mid u_{\infty}\right] \leq \Sigma_{0}$ is finite. Then there exists a positive constant $C$, which only depends on $\Sigma_{0}$ and $M=\int_{\mathbb{R}^{N}} u d y$, such that

$$
\left\|u-u_{\infty}\right\|_{L^{1}\left(\mathbb{R}^{N}\right)}^{2} \leq C \Sigma\left[u \mid u_{\infty}\right]
$$

Proof. Let $B=B(0, R)$ be the support of $u_{\infty}$. On $B$, let $v:=u / u_{\infty}$, so that

$$
(m-1) \Sigma\left[u \mid u_{\infty}\right]=\int_{B}\left[v^{m}-1-m(v-1)\right] u_{\infty}^{m} d y+\int_{B^{c}}\left[u^{m}+\frac{m-1}{2}|y|^{2} u\right] d y
$$

1) On $B^{c}$, using the last term of the r.h.s. of the above equation, for $C_{1}:=\frac{2}{m-1} \frac{1}{R^{2}}$ we get

$$
\int_{B^{c}}\left[u^{m}+\frac{m-1}{2}|y|^{2} u\right] d y \geq C_{1} \int_{|y|>R} u d y=C_{1}\left\|u-u_{\infty}\right\|_{L^{1}\left(B^{c}\right)} .
$$

2) Using a Taylor expansion at order 2, we get

$$
v^{m}-1-m(v-1)=\frac{1}{2} m(m-1)(\tau+(1-\tau) v)^{m-2}
$$

for some function $\tau$ with values in $(0,1)$. If $v>1$, then

$$
(\tau+(1-\tau) v)^{m-2} \geq v^{m-2}
$$

By Hölder's inequality, on $\omega:=\{y \in B: v(y)>1\}$,

$$
\begin{aligned}
\int_{\omega}\left|u-u_{\infty}\right| d y= & \int_{\omega}|v-1| u_{\infty} d y \\
= & \int_{\omega}\left(|v-1|^{2} v^{m-2} u_{\infty}^{m}\right)^{\frac{1}{m}} \cdot\left(\frac{|v-1|}{v}\right)^{1-\frac{2}{m}} d y \\
& \leq\left(\int_{\omega}|v-1|^{2} v^{m-2} u_{\infty}^{m} d y\right)^{1 / m} \frac{1}{N}\left|S^{N-1}\right| R^{N}
\end{aligned}
$$

This proves that

$$
\begin{aligned}
\int_{\omega}\left[v^{m}-1-m(v-1)\right] u_{\infty}^{m} d y & \geq \frac{m}{2}(m-1) \int_{\omega}|v-1|^{2} v^{m-2} u_{\infty}^{m} d y \\
& \geq C_{2}\left\|u-u_{\infty}\right\|_{L^{1}(\omega)}^{m}
\end{aligned}
$$

for some positive constant $C_{2}$.
3) Similarly on $B \backslash \omega$, that is for $0<v<1$,

$$
(\tau+(1-\tau) v)^{m-2} \geq 1
$$

By the Cauchy-Schwarz inequality,

$$
\left\|u-u_{\infty}\right\|_{L^{1}(B \backslash \omega)}^{2}=\left(\int_{B \backslash \omega}|v-1| u_{\infty} d y\right)^{2} \leq \int_{B \backslash \omega}|v-1|^{2} u_{\infty}^{m} d y \cdot \int_{B \backslash \omega} u_{\infty}^{2-m} d y
$$

so that

$$
\begin{aligned}
\int_{B \backslash \omega}\left[v^{m}-1-m(v-1)\right] u_{\infty}^{m} d y & \geq \frac{m}{2}(m-1) \int_{B \backslash \omega}|v-1|^{2} u_{\infty}^{m} d y \\
& \geq C_{3}\left\|u-u_{\infty}\right\|_{L^{1}(B \backslash \omega)}^{2}
\end{aligned}
$$

for some positive constant $C_{3}$.
Let $t_{1}:=\int_{|y|>R} u d y, t_{2}:=\left\|u-u_{\infty}\right\|_{L^{1}(\omega)}$ and $t_{3}:=\left\|u-u_{\infty}\right\|_{L^{1}(B \backslash \omega)}$. Since

$$
\max _{i=1,2,3} t_{i} \leq\left\|u-u_{\infty}\right\|_{L^{1}\left(\mathbb{R}^{N}\right)}
$$

is bounded from above by $2 M$, the quantity $C_{1} t_{1}+C_{2} t_{2}^{m}+C_{3} t^{2}$ is bounded from below by $2(m-1) C\left(t_{1}^{2}+t_{2}^{2}+t_{3}^{2}\right) \geq(m-1) C\left(t_{1}+t_{2}+t_{3}\right)^{2}$ on $(0,2 M)$ with $C:=$ $\min \left\{C_{1} /(2 M), C_{2} /(2 M)^{2-m}, C_{3}\right\} /(2(m-1))$.

Proof of Theorem 2. It follows from Proposition 1 that

$$
\frac{d}{d s} \Sigma\left[u \mid u_{\infty}\right]=-\int_{\mathbb{R}^{N}} u\left|\nabla \sigma^{\prime}(u)-\nabla \sigma^{\prime}\left(u_{\infty}\right)\right|^{2} d y+\frac{m}{m-1} \int_{\mathbb{R}^{N}}\left[u^{m-1}-u_{\infty}^{m-1}\right] F d y
$$

According to [12, 14],

$$
\Sigma\left[u \mid u_{\infty}\right] \leq \frac{1}{2} \int_{\mathbb{R}^{N}} u\left|\nabla \sigma^{\prime}(u)-\nabla \sigma^{\prime}\left(u_{\infty}\right)\right|^{2} d y
$$

by the generalized Sobolev inequality, thus giving

$$
\frac{d \Sigma}{d s} \leq-2 \Sigma\left[u(\cdot, s) \mid u_{\infty}(\cdot, s)\right]+\frac{m}{m-1} \int_{\mathbb{R}^{N}}\left[u^{m-1}-u_{\infty}^{m-1}\right] F d y
$$

To control the second term of the right hand side of the above inequality, we use Corollary 2 , and we obtain

$$
\frac{d \Sigma}{d s} \leq-2 \Sigma+\Sigma^{\frac{m-1}{m}}\|F(\cdot, s)\|_{m}
$$

This can be rewritten as

$$
\frac{d}{d s}\left[g^{\frac{1}{m}}(s)\right] \leq \frac{1}{m} e^{\frac{2}{m} s}\|F(\cdot, s)\|_{m}
$$

for $g(s):=e^{2 s} \Sigma(s)$, which by integration gives

$$
\Sigma(s) \leq e^{-2 s}\left[\Sigma^{\frac{1}{m}}(0)+\frac{1}{m} \int_{0}^{s} e^{\frac{2}{m} \tau}\|F(\cdot, \tau)\|_{m} d \tau\right]^{m}
$$

Then the result follows using the Csiszár-Kullback type inequality stated in Proposition 2.
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