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Conceptual Model of factors impacting GENOMIC clustering

# Summary

Cornerstone for effective public health control of foodborne infectious diseases is surveillance of foodborne pathogens in which clusters and outbreaks can be detected in an early stage. Surveillance results in time series of foodborne disease cases. These time series can be used to draw a baseline for expected incidence of the infections with various foodborne pathogens, which is specific for a certain location. Traditionally, algorithms that detect anomalies in the baseline (a comprehensive review thereof can be found in (1)), such as the Farrington algorithm (2), or variations thereof (3, 4), have been used to detect outbreaks, and thus, the initiation of an outbreak investigation has been reliant on cases clustering in time and space.

Whole-genome-sequencing (WGS) is being increasingly used as a routine typing tool for foodborne pathogens and it has revolutionized the field of molecular epidemiology. The benefits of WGS include a much greater strain discrimination for bacterial typing, coupled with the possibility to infer simultaneously also phenotypic information (such as serovar, serotype, and antibiotic resistance patterns). This allows an enhanced cluster resolution and an equally enhanced ability to detect clusters and to monitor disease trends.

One possible approach of the process of WGS-assisted cluster definition involves three steps: (1) the creation of a genetic distance matrix among the isolates, (2) definition of clusters based on data structure (e.g. internal validity indices), or previously set distance thresholds, and (3) the refinement of the clusters based on additional, biological or epidemiological information. The interpretation of the clusters thus defined will form the basis for the initiation of an outbreak investigation.

While often, the relatedness of the isolates within a cluster is obvious, and falls within the intervals already defined in the literature, there are occasions when a cluster might include isolates of uncertain membership. Specific biological and ecological features (space/location, time, resilience of the pathogen to the environmental factors) can be used in the reassessment of the cut-off values used for each foodborne pathogen (6, 7, 26). In practice, all these factors are part of the sequential decision making process used in outbreak detection, only that often they have become implicit and subject to personal experience and are not formalized and structured into a clear algorithm.

In order to provide a basis for a better informed integration of WGS in epidemiological surveillance, we attempt to formalize the cluster detection problem and outline a conceptual model for the biological and epidemiological factors impacting on cluster detection. We propose a conceptual model of the common practice steps performed towards food-borne pathogens’ cluster detection. We underline the complex relations between the biological and ecological factors at play in the evolution of some of the most common food-borne pathogens, the standards chosen and the ways how different conceptual sources can be used for improving integrative algorithms of cluster detection.

The conceptual model is a preliminary representation of the reality, which can be tested and further developed upon emergence of new data on the topic. It is also a first step in developing and evaluating new algorithms of cluster definition/detection.

We have reviewed the literature for factors impacting on the genetic dissimilarity of the isolates within an outbreak, using an information foraging approach (43). We used the approach of cognitive mapping (44) to describe the relations between the various factors, relying on literature review and brainstorming sessions with experts in microbial diagnostics, medical microbiology, and epidemiology. We filtered out some of the factors/elements that are not relevant when building the system dynamics. The remaining factors we have used to draw an influence diagram (45), using the package DiagrammeR (46) in R (47).
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