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#### Abstract

This paper studied on the path planning problem in known environments. According to Dijkstra algorithm and ant colony optimization (ACO), a hybrid algorithm to search the path was designed. Based on the environment model, constructed by using visual graph method, Dijkstra algorithm was used for initial path planning. Then the ACO was improved and used to optimize the initial path to minimize the path of the robot. The simulation on MATLAB showed that the path planning algorithm based on Dijkstra-ACO has higher efficiency of path search and good effect of path planning, and the algorithm is effective and feasible.
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## I. INTRODUCTION

The path planning ${ }^{[1-2]}$ for mobile robots is a foreword topic of intelligent robots. Its task is to plan a safe collision-free path from the starting position to the target position. There are some evaluation criteria to achieve the task (e.g., the shortest distance, the best time, the lowest energy consumption, etc.). The robot path planning method can be divided into two situations. The process in a known environment called global path planning The process in an unknown environment is called local path planning. For the time being, domestic and foreign scholars have put forward many algorithms after a larger number of researches on the path planning. Dijkstra algorithm ${ }^{[3-5]}$, A* algorithm ${ }^{[6-7]}$, artificial potential field method ${ }^{[8-10]}$, ant colony optimization algorithm ${ }^{[11-13]}$, etc. are commonly used for path planning algorithms.

The Dijkstra algorithm is a greedy algorithm, which only considers the distance from the current node to the next node, and uses the method, traversal search, to find the shortest path. The obtained path has high reliability and good robustness, but the complexity is high and it is easy to fall into local optimum. Based on Dijkstra, the $\mathrm{A}^{*}$ algorithm introduces a heuristic function to
guide the path searching. However, the traditional A* algorithm gradually determines the next path by comparing the neighborhood heuristic function $F$. When the heuristic function value has multiple minimum values, the A* algorithm cannot guarantee the best solution for path searching. The artificial potential field method introduces a virtual field into the motion space. The target shows gravity to the robot and the obstacles show repulsion to the robot. The robot adjusts its motion state through the action of gravity and repulsion. However, the artificial potential field method cannot guarantee the optimal path and is prone to deadlock phenomenon. The ant colony optimization algorithm is an intelligent method of random search based on group foraging.

It has strong robustness and can well combines with other algorithms. However, it has a long searching time and easy to fall into local optimum.
In this paper, aiming at the problem of robot path planning. We designed a hybrid algorithm combined Dijkstra with ACO. First an environment model was built by visual graph method, and then the initial path planning is performed by Dijkstra algorithm. Last
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optimizing the initial path by improved ACO to get the optimal mobile robot moving path. Finally, the feasibility of the hybrid algorithm is verified by MATLAB (Mathworks Inc., United States) simulation, and the shortest path of the mobile robot is found.

## II. ENVIRONMENTAL MODELING

The construction of environment model ${ }^{[14-15]}$ is the primary solution to be solved in the study of path planning, and it is also the basic condition to achieve path planning. The environmental model refers to a model that describes specific things in a complex environmental system in an abstract form. It generally including two models - mathematical models and graphical models. It is mainly used to describe the exact location of various space objects in the environment where the mobile robot is located, and to help mobile robots to search for an optimal path from the initiation node to the target node in the established space model with obstacles. At present, methods of environmental modeling for mobile robot path planning mainly include geometric feature graph, visual graph and raster graph ${ }^{[16-19]}$.
In order to facilitate the research, in this paper the visual graph method was used to construct the environment model, including the initial position, target position, obstacles, etc. The environment model constructed in this paper is shown in Figure 1.


Fig.1. Environmental Model
Fig. 1 shows an environment model designed by visual graphic method in MATLAB. The size of the environment is $200 m \times 200 m$, where four black polygons represent four obstacles, and red dashed lines called free link lines ${ }^{[20]}$, which indicate the lines between the boundary vertices of obstacles, the
initiation node and the target node. The black solid lines indicate the path that the robot can go through. The nodes S and T indicate the initiation node and the target node of the robot respectively, and the serial numbers at the beginning of V indicate the midpoint of each link line.

The task of robots is to search for an effective path without collision quickly in the path planning, and to ensure that the path length is the shortest while avoiding obstacles effectively. The objective function can be expressed as follows:

$$
\begin{equation*}
L(S, T)=\min \left[L\left(N_{c}, m\right)\right] \tag{1}
\end{equation*}
$$

Where $L(S, T)$ is the path length. $N_{c}$
is the number of iterations. $L\left(N_{c}, m\right)$ is the path length that the $m^{\text {th }}$ ant travels in the $N c^{\text {th }}$ iteration in the process of path planning.

## III. INITILA PATH PLANNING

Dijkstra algorithm was designed by Dijkstra. E. W. in 1959. It can effectively solve the problem of the shortest path in graph theory. It has high reliability and robustness. It is often used to solve the problem of the shortest path in path planning. Therefore, Dijkstra algorithm is used in the initial path planning. So that the shortest path from the initiation node $S$ to the target node $T$ in the feasible path in the built environment model would be selected. The idea of initial path planning is as follows:
According to the feasible path in the environment model that constructed before, the distance matrix $L$ between nodes in each link is constructed. The construction rule is that the distance between adjacent nodes is obtained by formula (2), and the distance between non-adjacent nodes is set to $\infty$.

$$
\begin{equation*}
L\left(V_{i}, V_{j}\right)=\left\|V_{i}, V_{j}\right\| \tag{2}
\end{equation*}
$$

Where $V_{i}$ and $V_{j}$ is the $i^{\text {th }}$ and $j^{\text {th }}$ midpoints.

Set up two sets $M$ and $N$. The function of $M$ is to record the vertices of the shortest path and the corresponding length. The function of $N$ is to record the vertices which have not yet found the shortest path and the distance from the vertex to the initiation node $S$. Initialize the parameters and put all the nodes into the set $M$ or $N$ respectively $M=\{S\}, N=\left\{V_{1}, V_{2}, \cdots, V_{n}, T\right\}$. Finding node $V_{k}$ from set $N$ makes
$L\left(S, V_{k}\right)=\min \left\{L\left(S, V_{j}\right)\right\}$. Where $S$ is the initiation node and $V_{k}$ is the $k^{\text {th }}$ node, $V_{j} \in N$. Placed the $V_{k}$ into the set $M$, and update the set $M$ and $N$ after $V_{k}$ is selected. At the same time, update the distance from each vertex in $N$ to the initiation node $S$. The reason why the distance from each vertex to the initiation node $S$ in set $N$ is updated is that $V_{k}$ is the node of the shortest path in the upper step. Therefore the distance from other nodes to the initiation node can be updated by $V_{k}$. Continuous selection of nodes and updating of sets until the set $N$ is an empty set, the iteration is end, and the initial path planning is completed, the initial path can be obtained. As shown by the blue solid line in Figure 2 is the initial path achieved by Dijkstra.


Fig.2. Initial Path.

## IV. PATH OPTIMIZATION

According to Dijkstra algorithm, the initial robot path can be planned, but the path is not the most optimal. Next, ACO is used to optimize the path. A new optimal path can be obtained by using ACO. The purpose is to solve some optimal parameters $\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}\right)$ on the link through which the initial path passes, so that the coordinates of each node satisfy the formula (3).

$$
\begin{align*}
& Q_{i}\left(\lambda_{i}\right)=Q_{i}^{0}+\left(Q_{i}^{1}-Q_{i}^{0}\right) \times \lambda_{i}  \tag{3}\\
& \lambda_{i} \in[0,1], i=1,2, \cdots, n
\end{align*}
$$

Where $Q_{i}^{0}$ and $Q_{i}^{1}$ is two endpoint coordinates of the $i^{\text {th }}$ link. $\lambda_{i}$ is the proportional parameters of link.

## A. Traditional ACO

The traditional ACO is an intelligent method of random search based on group foraging. It mainly uses the information transmission between ant colonies and solves the optimal path through positive feedback. The basic principle is that in the process of searching for food, the probability of next path selection is determined by pheromone concentration and heuristic information left on the path between ants. And then the path selection is determined by this probability. The formula of path transition probability is as follows:

$$
\begin{gather*}
P_{i j}^{k}=\left\{\begin{array}{cc}
\frac{\left[\tau_{i j}(t)\right]^{\alpha}\left[\eta_{i j}(t)\right]^{\beta}}{\sum_{s \in \text { allowed }_{k}}\left[\tau_{i r}(t)\right]^{\alpha}\left[\eta_{i r}(t)\right]^{\beta}} & s \in \text { allowed }_{k} \\
0 & \text { otherwise }
\end{array}\right.  \tag{4}\\
\eta_{i j}(t)=\frac{1}{d_{i j}} \tag{5}
\end{gather*}
$$

Where allowed $_{k}$ is the set of nodes that the $k^{\text {th }}$ ant can choose next. $\tau_{i j}(t)$ is the pheromone concentration on the path from the current node to the next node at time $t$. $\alpha$ is the pheromone heuristic factor. $\beta$ is the expectation heuristic factor. $\eta_{i j}(t)$ is the heuristic function on the path from the current node to the next node at time $t . d_{i j}$ is the distance from the $i^{\text {th }}$ node to the $j^{\text {th }}$ node.
Since ants depend on pheromone concentration and heuristic information to select path, pheromone will gradually decrease with time. To avoid the influence of pheromone changes on node selection, all ants need to update and adjust pheromone according to formula (6) after completing a search.

$$
\begin{align*}
& \tau_{i j}(t+1)=(1-\rho) \tau_{i j}(t)+\rho \Delta \tau_{i j}(t, t+1)  \tag{4}\\
& \Delta \tau_{i j}(t, t+1)=\left\{\begin{array}{cc}
\frac{Q}{L_{k}} & i j \in L_{k} \\
0 & \text { otherwise }
\end{array}\right. \tag{5}
\end{align*}
$$

Where $\rho$ is the volatilization rate of pheromone. $\Delta \tau_{i j}(t, t+1)$ is the pheromone concentration increment. $Q$ is the pheromone intensity and is a constant greater than zero. $L_{k}$ is the path length of the $k^{t h}$ ant in this search.

## B. Improved ACO

1) Improvement of Heuristic Function

The traditional heuristic function of ACO only considers the distance from the current node to the next node. It will reduce the calculation speed and the accuracy of the path search. In this paper, the idea of the valuation function of the $A^{*}$ algorithm is used to improve the calculation speed and path search accuracy. The valuation function is shown in formula (8).

$$
\begin{equation*}
f(n)=d_{i j}+\left(d_{j T}+\frac{1}{N_{j}}\right) \tag{8}
\end{equation*}
$$

Where $f(n)$ is the valuation function of the current node. $d_{j T}$ is the distance from the node $j$ to the target node. $N_{j}$ is the number of nodes that node $j$ can select. It can be seen from equation (8) that the smaller the $d_{j T}$ is, the better the orientation of the next node to the target node is, and the smaller the cost value is. The larger the $N_{j}$ is, the more the subsequent node selection is, and the smaller the cost value is. However, considering the interference of obstacles on path planning, when the optional node is far away from the target node, the actual path length is much larger than the estimated value, so the estimated path length should be appropriately expanded. Therefore, a weighting coefficient $\mu(\mu \geq 1)$ is introduced, and the weighting coefficient will decrease as the decreases of $d_{j T}$ until it is reduced to 1 . The improved heuristic function is shown as the formula (9).

$$
\begin{equation*}
\eta_{i j}(t)=\frac{1}{f(n)}=\frac{1}{d_{i j}+\mu \cdot d_{j T}+\frac{1}{N_{j}}} \tag{9}
\end{equation*}
$$

## 2) Improvement of Node Selection

In order to avoid ants falling into a local optimum situation in the process of moving, the obstacle avoidance strategy is adopted at the beginning of searching, and an obstacle avoidance factor $\gamma$ is added. The probability formula of path selection is as follows:

$$
P_{i j}^{k}=\left\{\begin{array}{cc}
\frac{\left[\tau_{i j}(t)\right]^{\alpha}\left[\eta_{i j}(t)\right]^{\beta} \gamma_{j b}{ }^{\varepsilon}}{\sum_{s \in \text { allowed }_{k}}\left[\tau_{i r}(t)\right]^{\alpha}\left[\eta_{i r}(t)\right]^{\beta}} & s \in \text { allowed }_{k} \\
0 & \text { otherwise }
\end{array}\right.
$$

$$
\begin{equation*}
\gamma_{j b}=\frac{1}{d(j, b)} \tag{11}
\end{equation*}
$$

Where $\varepsilon$ is an obstacle avoidance coefficient that generally taking a positive number.
After adding the obstacle avoidance strategy, a random selection mechanism is used to select the nodes on the next link line, as shown in the equation (12).

$$
\begin{align*}
& (G)=\left\{\begin{array}{cc}
\arg \max \left\{\tau_{i j}(t)^{\alpha} \eta_{i j}(t)^{\beta} \gamma^{\varepsilon}\right\} & q \leq q_{0} \\
p_{i j}^{k} & q>q_{0}
\end{array}\right.  \tag{8}\\
& q_{0}=\delta \cdot \frac{N_{c}-N_{m}}{N_{c}} \tag{9}
\end{align*}
$$

Where $N_{c}$ is the number of iterations. $\delta$ is the adjustment coefficient, $\delta \in[0.5,1] . N_{m}$ is the current iterations

## 3) Improvement of Pheromone Updating

Aiming at the problem that local pheromone updating will reduce the convergence of the algorithm and global pheromone updating cannot guide the ant colony to find the optimal solution in time, the updating methods of these two pheromones are improved respectively.

## a. Local Pheromone Updating

In the process of path searching, pheromone updating formula (14) is used to update the local pheromone whenever ant passes through a link line.

$$
\begin{equation*}
\tau_{i j}(t+1)=(1-\lambda) \tau_{i j}(t)+\lambda \tau_{0} \tag{10}
\end{equation*}
$$

Wherre $\tau_{0}$ is the pheromones under initial conditions. $\lambda$ is the volatilization rate of local pheromone.

## b. Global Pheromone Updating

After the ant finishes a path search, there will generate two paths. The one is the best path and the other is the worst. The path nearer to the optimal solution is selected by these two solutions, and the global pheromones are updated. The pheromone concentration update formula is as follows:
$\Delta \tau_{i j}(t, t+1)=\left\{\begin{array}{cc}\frac{Q}{L_{k}} \cdot \frac{L_{g}-L_{G}}{L_{G}} \cdot \frac{L_{g}+L_{b}}{2} & i j \in L_{k} \\ 0 & \text { otherwise }\end{array}\right.$
Where $L_{g}$ is the length of the best path in this searching. $L_{b}$ is the length of the worst path in this
searching. $L_{G}$ is the length of optimal path which has been searched.

## V.PROCESS PATH PLANNING

As mentioned earlier, the path planning algorithm has two parts, initial path planning and path optimization. Firstly, the initial path planning is carried out according to Dijkstra algorithm. Then the improved ACO is used to optimize the initial path.

## A. Initial Path Planning Process

According to the requirement of the shortest path of Dijkstra algorithm, the initial path is planned. The specific process is as follows:

Step 1: Building the environment model by visual graph. Constructing the distance matrix $L$ between each link midpoint according to the feasible path in the model;

Step 2: Initialize the parameters and put all nodes into the sets $M$ and $N$ respectively;

Step 3: Selecting the shortest distance node $k$ from the set $N$, and adding the node $k$ to the set $M$. Meanwhile, removing the node $k$ from the set $N$;

Step 4: Update the distance from each node of set $N$ to the initiation node $S$, and judge $N=\varnothing$. If true, the algorithm ends. Otherwise, repeat step 3 until the set $N$ is empty. The path from the initiation node $S$ to the target node $T$ can be obtained

## B. Path Optimization Process

After the initial path planning is completed, using the improved ACO to optimize the initial path. The specific process is as follows:

Step 1: Initializing the parameters of improved ACO;
Step 2: Start the path searching, and select the next node according to the current node information and the next node selection principle;

Step 3: After the next node is selected, update the local pheromone on the path that the ant has just traveled;

Step 4: Judging whether the ant has reached the target node, if true, skip to next step, otherwise repeat the step 2 ;

Step 5: Searching the optimal path that is currently searched and update the global pheromone;

Step 6: Judging whether the number of iterations $N_{m} \leq N_{c}$, if true, end the search, otherwise repeat the step 2.

## VI. SIMULATION ANALYSIS

According to the path planning algorithm designed in the previous section, the simulation was carried out on the MATLAB. Firstly, the environment model was established by using the visual graph. The simulation environment model is $200 \mathrm{~m} \times 200 \mathrm{~m}$, including obstacles and initiation node and target node. Then the initial parameters of the improved ACO are configured. The parameters are given in Table 1.

TABLE I. INITIAL PARAMETERS OF THE IMPROVED ACO
$\left.\begin{array}{|c|c|}\hline \text { Parameters } & \text { Numerical Value } \\ \hline \text { The number of iterations: } N_{c} & 500 \\ \hline \text { Number of ants: } m & 40 \\ \hline \text { pheromone heuristic factor: } \alpha & 1.2 \\ \hline \text { expectation heuristic factor: } \beta & 3.5 \\ \hline \begin{array}{c}\text { volatilization rate of } \\ \text { pheromone: } \rho\end{array} & 0.6 \\ \hline \begin{array}{c}\text { pheromones under initial } \\ \text { conditions: } \tau_{0}\end{array} & 1.5 \\ \hline \text { volatilization rate of local } \\ \text { pheromone: } \lambda\end{array}\right] 0.8$

According to the designed algorithm, the optimal path of the mobile robot can be achieved by path planning in the established environment model. Figure 3 shows the path of the mobile robot. The blue solid line is the path obtained by Dijkstra algorithm. And the path length is 229.0611 m . The green solid line is the optimal path obtained by the design algorithm. The path length is 173.8837 m . The path is shortened by $24 \%$. It can be seen that the algorithm designed in this paper can avoid obstacles very well and ensure the optimization of the path. Figure 4 is the iteration graph of the algorithm, in which the black solid line is the iteration graph obtained by the Dijkstra algorithm. And the black dotted line is the iteration graph obtained by the designed algorithm. The optimal path is obtained by 98 iterations. It can be seen that the algorithm designed in this paper has high efficiency and improves the efficiency of path planning.


Fig. 3 Path of Robot.


Fig. 4 Iteration Graph of the Algorithm.

## VII. CONCLUSION

In this paper, a hybrid algorithm based on Dijkstra algorithm and ACO is proposed to achieve the path planning in complex environments. It realizes the fast search of the path of robots and gets the shortest path. MATLAB simulation shows the superiority of the algorithm. It can be obtained that the algorithm can effectively avoid obstacles and achieve the optimal path planning. The length and quality of the obtained path are obviously superior than the path which is obtained by Dijkstra algorithm. The algorithm has better rapidity and convergence, and better improves the efficiency of path planning.
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