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ABSTRACT noisy component is noise dominant, which is the reason be-
A new probabilistic speech enhancement filter is IOre_hmd the overall success of the attenuative gain type speech

sented in this paper considering the three state possibi”gnhancement techniques. In this paper the idea presented in

ties of discrete cosine transform (DCT) coefficients ofyois [10] of a dual gain Wiener filter has been taken a step further

. . by introducing three different gains with a rigorous statis
speech: speech absence, s_peech and noise are COﬂStI’UCtIX I analysis. Furthermore, the limitations of the dual gain
and destructive. The conditional probabilities of the #re

: . L Wiener filter is discussed and a new idea of probabilistic fil-
events are calculated using Gaussian approximations. Urger gain is presented
like conventional fixed values, the speech presence or ab- . ) o o

sence probability in different spectral coefficients isezip We begin the analysis in a similar approach as [8] to
mentally calculated. A novel set of gain functions is pregabs formulate a soft decision Wiener filter conS|der_|ng speech
for accommodation of the aforesaid three possibilitiesj an Presence and absence probability. The assumption of speech
merged into one, called the expected gain. It is used on th@"eéSence and absence probability being equal has been mod-
noisy speech component for enhancement. Experimental réled by performing extensive experiments on average human

sults are presented to show the effectiveness of the praposgPeech spectrum. Next we extend the concept by determining
denoising filter. the conditional probability of speech and noise being con-

structive or destructive, given speech is present in thdicpa
ular spectral component. A set of gains is proposed for use
1. INTRODUCTION in the three different cases and the expected value of these

Speech enhancement has been a challenging task for sgRIns is used for speech enhancement.
nal processing researchers for decades. Different résmarc
proposed different methods and ideas for suppression of the
unwanted noise, corrupting the speech in practical condi-
tions. Development and widespread deployment of digita
communication systems during the last twenty years hav%
brought increased attention to the role of speech enhanca
ment in speech processing problems [1]-[6].

There are a variety of approaches for retrieving speec
signal from noisy observations such as the traditional \afien y(t) = Xx(t) +d(t). (1)
filtering [6], spectral subtraction rules [1]-[3], poweresp

tral estimation, coefficient thresholding [S], Kalman fite e giscrete cosine transform (DCT) domain representation
ing and perceptual filtering. Among them the Wiener andsf (1) in then-th frame anck-th frequency index is
spectral subtraction type algorithms are widely used b&zau

of their low computational complexity and impressive per-
formance. In general, using the family of spectral subtrac- Yok = Xnk+Dnk ()
tion type algorithms the enhanced speech spectrum is ob-
tained by subtracting an average noise spectrum from th@here X, Dnx andY,y are the DCT coefficients of clean
noisy speech spectrum or by multiplying the noisy spectrungpeech, noise and noisy speech, respectively. Since DCT
with a gain function [4]. The phase of the noisy speech isoefficients are realX,x and Dnx can be constructive or
kept unchanged since it is assumed that the phase distortigestructive, depending on their polarity. Again, speeah ca
is not perceived by human ear. The main shortcoming of thige absent in the samp¥g, that is speech amplitude can be
method, however, is that it introduces musical noise in théegligible comparing to the noise amplitude. Thus we define
enhanced speech. three mutually exclusive events that can occur for a noisy
The reduction of musical noise using only an attenuatcomponent:
ing filter gain is a difficult task. In effect all of the men-
tioned approaches can be generalized as a amplitude reduc-
tion type algorithm, except [10] where a low distortion dual
gain Wiener filter has been reported based on the construc-
tive and destructive interference of speech and noise in the
frequency domain. Itis experimentally observed that intmos
spectral components, the speech and noise are additive or a The probability thal, . is in stateHy is obtained accord-

2. PROPOSED METHOD

et x(t), d(t) andy(t) denote the clean speech, noise and
oisy speech samples, respectively fortttie sample in time
omain. If it is assumed that the noise is additi¢) can be
ﬁxpressed as

Ho: Speech is absent :Ye = Dy,
H,: Speech and noise are constructiveXyDy > 0,
H_: Speech and noise are destructive XDy < 0.
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ing to Bayes rule,

P(Ynk/Ho) p(Ho)
> P(Yox[Hi)p(Hi)

P(Ho)

P(Ho[Ynk)

a P(Ynk|Ht) P(Ynk/H-)
P(Ho) + p(H-) 55y + P(H-) oo
3)
Now assuming&, x andDy, x as Gaussian we can write,
1 Yn2 k
P(YnklHo) = ————=exp ( =702 O
2ME{Y2,/Ho} 2E{Y7yHo}
1 Dix )
= exp| — 5=t 4)
[2nE{D2,} ( 2E{Dn}

Also for the event$d, andH_,

(M) L ( o ) ©)
Hy) = ————exp| -5
PUnk o/ 2MELYZ H ) P\ 2Epy, o He )
(Vi H-) = ——— ex( o ) ©®)
Pk = 2nE{Y2|H_} P 2E{Y3,H-}

The assumption of normal distribution for evehts andH_

is loosely valid, and is used only for simplification. Now we

determine the unknown terms in (3). Firstly,

P(YarlHy) | E{¥ZulHo} & A

P(YaxHo) '\ E{YZIH+} p( 2E{Y2H:}  2E{YZHo}
)

and secondly,

PVaxH-) E{Y2Ho} exp( Y A

P(Ynk/Ho) E{YZH-} 2E{YZH-}  2E{Y2,|Ho}

(8)
Now we need to determine the quantities,

E{YZ(Hi} = E{X3} + E{DA\} + 2E{XnkDnkHs} (9)

E{YaklH-} = E{X%} + E{D} + 2E{XuDnk|H-} (10)

It can be showed that for a Gaussian random variable',o(

E{IX|} = /Zox. Thus,

2
E{XnkDnklH+} = E{[Xnxl[Dnkl} = —ox(k)op (k)
and

E (XpiDnilH-} = ~E{XoxlIPnl) = — 2 0x (k)oK

(12)
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(11)

Using these quantities in (9) and (10), substituting thees
of E{Y?2|H,} and E{Y?|H_} into (7) and (8), and upon
simplification we have,

P(YlH:) _ 1 exp< 5 Gkt 7 sn,k>>
PaklHo) — fe 11 4. /E Enk+ 1+ 7/Enk
(13)
and
PYaxlH-) _ 1 exp 2 ni— 7v/&ni)
p(Yn,k‘HO) & k+l*_\/ﬁ Enk+1 En
(14)
where,
7
Yk = SNRpOSt(na k) E{D }
K
2
En,k = SNRprior(na k) EEZ;H ki
k
Using (13) and (14), we have from (3),
P(Ho)
HolYnk) = 15
PO = (o) + () Fos P e )
where,

- 1 exp B (Enk+ 21/
fo \/Enk+1+ \/H En,k'f'l-‘r% énk

(16)
and
1 Mk (& —41/Enk ))
Chk = exp
k \/En,k‘Fl—%m <Enk+1 Ve
(17)

Similarly the probability thal, is in stateH. is obtained
using Bayes rule,

P(Ynx/H+)p(Hy)

Hy [Yok) =
PR = 5 ol plH)
I
_ p(H,)
P(H+ )+ P(Ho) i) + P(H-) By
(18)

Now, approaching as before,
pVakH-) E{Y3H} exp \ N \
YoklH+) E{YZ|H-} C2E{VZIH-} T 2E(Y3[H}

using the quantities of (9), (10) and using similar simpdific
tion, we obtain,

p(Yn,k|H—) _ Enk+1+ n En exp Enﬁk
P(YnklH+) Enk+1— 2 Xink (Enk+1)2— 288,
Thus,
p(Hy)
P(H[Yak) = — (19)
T p(HL) + p(Ho) fi it + P(H- ) Ui
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-+ Experimental Probability
— Curve Fitted Approximation 1

where u(k) is the mathematical equation of the curve in
Fig. 1(a) expressing speech presence probability forreiffe
ent values ok. In this paper, we have approximated this
ffffffff function using a curve fitting method.

. | For p(H;)and p(H-), since the DCT coefficients of

| Discontinuity at

o N speech and noise are both random in nature, it is equally
nk nk
L/
2.5

Converges to

[1-p( H,)l
Wﬂ
T
|
|
|
N

likely that they will be constructive or destructive. Thafter
| determiningp(Ho), if p(H.) andp(H-) are equal, it follows

DCT Coefficient Index X, Y that,

(@) ®) p(H+) = p(H-) = 0.5 (1—p(Ho))

Figure 1. (a) Speech presence probability in different 4. THE IDEAL GAIN FILTER
DCT coefficients (experimental-] and fitted curve (-)),

(b)Variation of ideal filter gain when signal and noise are de It is apparent that the relative polarity of speech and noise
structive. spectral components is very important in determining an op-

timum gain. As for the conventional Wiener filter, even

though it minimizes the mean squared error in a given sample

space, its gain is always less than unity. Which means, it is
where, always an attenuating filter even though some noisy speech
components are actually reduced by the interference oénois

0 0.5

En,k‘i‘l"‘%\/m _‘”;r_;.k\/m components. The basic principle of a denoising filter with
Unk = 1= eX > 16 . gainW, x is expressed as
Enk+1— 7/ Xink (&nk+1)%— 22&nk R
(20) Xak = WhkYnk (24)
Similarly the probability thal, \ is in stateH_ will be given R
as, where X, denotes the enhanced speech component. The-
oretically, the ideal optimum filter gain should be less than
p(H-) unity only when evenH,. has occurred. For eveht_, how-
P(H-[Ynk) = p(YoxlHo) p(oxH)  ever there can be three caséXnk| > [Dnk| and [Xnx| <

P(H-) + p(Ho) g + PR B8] Dokl and [Xuk| = [Dukl- If [Xax| = [Dnil, the ideal filter
(21) gainisinfinite, because he¥gy = 0.
When|X,k| > [Dnk|, Ynk is less tharX, x in magnitude,
Substituting (17) and (20) into (21), we obtain and of the same sign. Thus we need a gain that is greater than
one in this region.

p(H.) A very interesting case arises whify x| < |Dnk|. Here
P(H-[Ynk) = (H_)+ p(Ho)@ L + p(H - (@2 i Ynk, Noise is greater than the signal and thus it has re-
PIR-)+ P(Ho) G + P *ank duced the signal so much that it is now of an opposite polar-

. . . . .. _jty of Xqx. Which means, the ideal filter should have a gain
Up to this point we have achieved our desired COhdItlonalhat is negative and of appropriate magnitude, so that €4) i

probability expressions in suitable formulations. Thelpro gajisfied. “Which means it will actually modify the phase of
lem now remains is how to estimat(Ho), p(H+) and  yhe nojsy signal appropriately to reconstruct the cleanaig
p(H-). The variation of the ideal, with the relative magnitude
of |Xk| and|Dy| is shown in Fig. 1 (b). As expected, the

3. DETERMINATION OF P(Hop), P(H,) AND P(H_) gain is discontinuous &K, k| = |Dnk/, and at lower values of

It is obvious that speech presence in all frequency index carpnkl: it is negative. It approaches 1 for very high SNRs and
not be equally likely. And for noisy speech, noise is ex_reduc?s to zer? attyery IO&’VdSNFS't!f we ?ri to use %Zfs,\r,em
o e 1 vy Lopponens espo s omSEe st e e
tive of speech presence or absence. It follows that spee(,sr? telv the ideal ’ain curve. excent for the discontinuit
presence or absence does not depend on noise presencénl]l"il y 9 ' P Y.

anyway.
This fact encouraged us to determine experimentally the 5. THEATTENUATI Né; AND THE AMPLIFYING
real probability of speech presence in the DCT domain using AIN
a very large number of speech utterances. The details of thEhough the dual gain Wiener filter presented in [10] is very
procedure is described in the experiment section. Theteesulunique in nature and the concept of using different gains for
presented in Fig. 1 (a) shows the speech presence probgonstructive and destructive interference is interestthg
bility in different DCT coefficients. We can clearly see thatgain expressions fail to meet the criteria for the idealffilte
the probability of speech presence is very high at the lowementioned in the previous section. The destructive gain pro
mid range frequency and gradually decreases at the highgbsed in [10] cannot guarantee a value that is greater than
frequencies. Assuming that the curve can be expressed e in the range where signal is greater than noise and de-
a nonlinear equation, we conclude that the probability oktructive interference has occurred. Also it fails to give a
speech absence in thth DCT coefficient will be a function negative gain in the region when noise is stronger than the
of k itself: signal. Therefore, the dual gain algorithm proposed in [10]
p(Ho) =1—u(K) (23)  requires further investigation. Here we attempt to derive a
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expression for an exact gain that closely follows the idéal fi Now that we have distinct gain expressions for the con-
ter characteristics. structive and destructive events, we now use our probiaiilit
It is obvious from (24) that we want the gaiv to be, to utilize our gains. We now summarize our proposed gains
in three different events, which are in fact the only possibl

Xnk events, as follows.
Wn’k = Y—k
" W2, =0 when speech is in stak
SubstitutingYy i from (2), erk — ‘fn‘,k+%k — when speech is in staté, 27)
- En,k P
W = Xnk . W,y = A by o when speech is in staté
" Xnk+Dnk ’ '
N . Thus the probabilistic filter gain will be the expected value
Multiplying the numerator and denominator Ky, of the gains given by
W X2\ Wak =Wk P(Ho Yo k) +W' P(H Yo + W, P(H- o). (28)
hk= 5V ~
Xk %nkDnk The concept of expected gain is necessary because we do not

have certain knowledge of the evelits andH—. An opti-
mum expression is still to be developed for handling these
two cases including the special case of sign reversal of a
noisy component.

This equation can be written in the following form for the
constructive and destructive cases,
2
NV
k= oo T7w T~ ]
Xk Xakl[Dnkl

where the+ sign is for constructive and sign for destruc-
tive noise interference. It is clear that the values of (28)-c

(25) 6. EXPERIMENTSAND DISCUSSION

We have performed two different experiments that were re-
quired for the implementation of our algorithm. First, the

; . o experimental speech presence/absence probability is-dete
not be obtained directly, which is the reason why the earq,inaq and approximated. Second, our proposed probabilis-

lier approaches were always aimed to minimize the meag gain is tested and a comparative performance analysis is
squared error. Since we cannot determine the instantaneofg.sented

terms|Xq k| |Dn | andxfik, we replace them by their expected
values: Eox? 6.1 Determination of speech absence probability

Whi = 5 i In this experiment 1000 utterances were used from the
E{Xik} £ E{[X0k|[Dni}| TIMIT database, having almost equal number of male and fe-

L ) ) male speakers. The sampling frequency was 8 kHz. A frame
Dividing the numerator and denominator BYDy .} and us-  sjze of 512 samples (64 ms) was taken with 50% overlap and

ing the relations (11) and (12) we have, the 512 point DCT was calculated in each frame. In total,
92332 speech frames were processed. The event of speech
Wop — énk og) absencédo is defined as,
hk=——"5 7+ (26)
En,ki Vv En,k 1
Ho : [Xk| < —=1/E{X2
where+ and — signs will be used for constructive and de- 0 X 10 X

structive interferences, respectively. We denote thegesga where X is the kth DCT index of a clean speech frame.

as the attenuating and the amplifying gain. Stated otherwise, speech components lower than one-tenth
It Is _eaS|Iy hotable that the gain in (26) is always Iessof the standard deviation of that frame, has been considered
than unity for event., for all &, > 0. However. for the !

) . . _ o 4 to be negligible. Thus, the probability of speech presence
destructive case, this gain has a discontinuityat = =3 given the DCT index i,

which is similar to our ideal filter gain. This discontinuity

obvious but impractical, since we cannot predict for which n(Ho|k)
component the noise has exactly canceled the signal. p(Ho) = N
To handle this discontinuity, we modify (26) for the am-
plifying gain as wheren(Hp|K) is the number of occurrence of evetig for
the kth DCT index andN = 92332. Fig. 1 (a) is the plot
W — énk of p(Hp) vs. k A curve was fitted to this envelope using a
nk= g %\/er)\ 15th order polynomial and thus the functiofk) in (23) was

approximated.

whereA is a positive constant. Using this modification, we . .
have actually discarded the negative property of the gairP-2 Mmplementation of the expected gain

This is done because it is safer to reduce the component iFhe probabilistic filter gain using the expected value ohgai
magnitude rather than to use a high gain with a negative padn different conditions presented in this paper, has bespde
larity for the destructive case. That would introduce a veryusing 5 male and 5 female utterances randomly taken from
prominent distortion in case of a wrong decision of polarity the TIMIT database. All of the utterances were corrupted
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with white noise of SNR ranging from -10dB to +25dB, posed in [4], even though the overall SNR and other qual-
taken from the ‘NOISEX’ database. The sampling frequencyty indices are significantly improved, the listening qtials
was 8 KHz. A frame size of 32 ms (256 samples) was usedegraded. Still, the variable averaging parameter is tlye ke
for framing and the overlap-add method with 50% overlapto better estimation of, x, which is an important parameter
was used for signal decomposition.
The value of the a priori SNR was calculated usingtermined. The proposed method, uses this optinaurthis

the variable averaging parameter proposed in [4].

We

that determines the accuracy of the probabilities we have de

is the basic advantage of our probabilistic soft-thresingld

have usedd = 1 in (27) in the destructive case. The re-idea. Better estimation of the a priori SNR and an optimum
sults obtained from the conventional Wiener filter, parametgain in constructive and destructive cases will definitaket

ric method (PARA) [11] and the MPE algorithm [7] which this probabilistic method a leap forward.

incorporates speech presence and absence probability in it

gain functions are also presented for comparison. The aver-

7. CONCLUSION

aged results of the 10 utterances are plotted in Figs. 2 and R novel probabilistic filter gain considering constructive

— Proposed (A=1)

2t - = MPE

- PARA

-+ Wiener (0=0.98)

AvgSegSNR (dB)

— Proposed (=1)

-~ PARA
- - MPE

+++ Wiener («=0.98)

10 15
Input SNR (dB)
(@)

10 15
Input SNR (dB)
(b)

and destructive interference of noise has been proposed for
speech enhancement. Simulation results presented have
demonstrated superiority of the this filter over some popu-
lar speech enhancement algorithms.
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