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Abstract—Target detection Wireless Sensor Networks (WSNs), where binary decisions are transmitted to declare the presence or absence of a given target, are expected to have a fundamental role in the Internet of Things (IoT) era. However, their simplicity makes these networks very susceptible to malicious attacks, while the problem is aggravated in the presence of intelligent malicious nodes that adapt their strategy depending on the behavior of other nodes in the network. In this paper, we analytically demonstrate that dependent and independent malicious nodes have the same impact on the overall performance of target detection WSNs in terms of detection and false alarm rates. Then, taking into account that dependent malicious users cannot be detected by conventional algorithms, we introduce an effective algorithm that detects malicious nodes in the network regardless of their type and number. Finally, theoretical and simulation results are provided to show the effects of dependent malicious nodes and analyze the performance of the proposed algorithm compared to existing state-of-the-art works.

I. INTRODUCTION

We are moving towards a new Internet of Things (IoT) era that is characterized by the interconnection among physical objects and enabled by sensors embedded in these objects. This paradigm shift has caused a significant increase in the size and number of wireless sensor networks (WSNs), creating an expectation of 50 billion connected devices by 2020 [1], [2]. However, the unparalleled proliferation of wireless networks implies a huge volume of data traffic and, therefore, stresses the need for data-light solutions. To that end, target detection WSNs are consistently gaining ground in an effort to disseminate the information without overloading the network.

Target detection WSNs are widely applied in several fields, including agriculture, health care and transportation, among others [3]–[5]. Unlike sensors in conventional WSNs that typically transmit detailed measurements (e.g., temperature, humidity, oxygen levels), the sensors in target detection WSNs are triggered by the existence of a specific event, i.e., when measurements exceed a given threshold. Hence, as their main role lies in the monitoring and identification of a specific target, the sensors may transmit information to the fusion center in a binary form (zero or one) regarding the target status (absent or present), reducing the amount of transmitted data and the power consumption at sensor nodes [6].

A. Motivation

The simplicity of target detection WSNs makes them ideal candidates for a wide range of IoT applications. Nonetheless, due to their low complexity and the broadcast nature of the wireless medium, these networks are more prone to security attacks, since heavy security protocols that induce huge overhead and consume valuable power resources cannot be employed [7], [8]. Malicious nodes constitute a major threat for the WSN performance [9], as they are insider attackers that passed all conventional authentication protocols and became legitimate members [10]. More specifically, malicious nodes usually generate false alarm or misdirect correct alarms (either intentionally or unintentionally) and provide this information to the fusion center. Consequently, as the fusion center centrally processes this information in order to issue a global decision [11], fake reports by malicious nodes may significantly affect the reliability of this decision [12], [13].

In light of the above discussion, the design of novel solutions that protect the network against any malicious behavior has become of utmost importance, motivating the research activity towards this direction [14]–[24]. The majority of these works aim at identifying the abnormal activity in the network, considering that malicious nodes follow a specific strategy and act independently of the normal nodes in the network. However, as malicious nodes evolve, they are able to adopt more sophisticated and intelligent strategies, adapting their behavior in the network [25]. More specifically, intelligent malicious nodes have the ability to adjust their reports according to the reports overhead by other nodes in the network. Therefore, in case that their decisions are not going
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1Please note that although [25] has been introduced for Cooperative Spectrum Sensing in cognitive radio networks, it is completely applicable in target detection WSNs.
to affect the global decision in the fusion center, they may act as honest nodes, complicating further their detection.

B. Related Work

Independent malicious nodes have been widely investigated in the literature. One effective approach that does not require their detection is the optimization of the most common fusion rule (i.e., K-out-of-N rule). This approach has been adopted in [14], where the decision threshold is optimized to minimize the false alarm rate, having as a constraint the misdetection probability. Despite its good performance, the specific approach requires prior knowledge about the percentage of malicious nodes in the network and the local performance of all nodes. Another common detection approach is the construction of reputation tables [15], [16]. These schemes assume the presence of some nodes with a high security level, which are considered as an evaluation base. These witness nodes are in charge of identifying misbehaving nodes by monitoring their local performance. Alternatively, maximum likelihood estimation is applied to detect malicious nodes in [17], which requires prior information and induces extra complexity in the process.

The spatial correlation among neighbors has been also investigated as a means of detecting malicious nodes in [18], where the network is divided into clusters and each node monitors the behavior of all the neighbors within its cluster. Nodes within a cluster exchange information about their performance and, accordingly, a node is identified as malicious if the majority decides that its behavior significantly deviates from the rest of the neighbors. Similar cluster-based approaches have also been proposed in [19]–[22]. However, composing clusters, monitoring neighbors and exchanging data consume valuable time-energy resources and increase complexity and overhead in WSNs. In the same context, the identification of the malicious users that deviate from the normal performance can be performed centrally by the fusion center by employing histogram information [23] or kernel functions [24] about the data distribution.

The aforementioned works, despite their satisfactory performance against independent malicious nodes, cannot deal effectively with dependent malicious nodes that adapt their behavior according to the reports received by other nodes. To the best of our knowledge, the case of dependent malicious nodes has only been considered in [25], where the authors propose a detection algorithm based on the monitoring of the history of local node decisions. The core idea of the algorithm lies in counting the number of mismatches in pairwise comparisons during a large time window, as normal nodes are expected to have similar number of mismatches, while the mismatches of a malicious node should be substantially different. Although the algorithm copes efficiently with both dependent and independent malicious nodes, there are several assumptions and conditions that should be satisfied: i) there should be a single malicious node within the network, ii) normal nodes should have almost identical local performance, iii) malicious identification can be performed after a large time window, and iv) the selected thresholds to detect the abnormalities should be carefully optimized. These conditions and assumptions limit the application of the algorithm in more complex networks and stress the need for novel security solutions. Thus, as a conclusion, SoA algorithms have assumptions and limitations that do not hold in practical applications. Therefore, we will propose an algorithm that is able to overcome the limitations of the SoA algorithms and is based on practical assumptions and scenarios.

C. Contribution

In this paper, motivated by the importance of security in WSNs, we introduce a novel detection scheme for malicious nodes in target detection WSNs. The operation of the proposed scheme is based on altering the reporting order of all nodes in the network on a periodic basis. More specifically, as the nodes communicate their local decisions to the fusion center consecutively [26], the performance of an intelligent node heavily depends on its reporting turn (e.g., the later the node transmits the report, the more information has collected by other reports). As a result, periodic changes in the reporting order are expected to have an impact on the behavior of malicious nodes, while normal nodes will remain unaffected.

The proposed scheme consists in three phases: i) detection phase, where the nodes classified as normal, dependent malicious and independent malicious, ii) identification phase, where the particular strategy of each malicious user is identified, and iii) potential countermeasures to alleviate the impact of malicious activity in the network. It is worth noting that the proposed scheme is able to detect dependent malicious nodes regardless of their number and strategies and withdraws the assumption of identical local performance for normal nodes, without inducing extra overhead nor increasing the complexity of the network. The contributions of our work can be summarized as follows:

- We analyze the performance of the WSNs in the presence of independent and dependent malicious nodes, providing a mathematical formulation for the local and global network performance.
- We prove that, although the intelligent behavior of dependent malicious users complicates their detection, it does not increase the performance degradation of the WSN compared to other types of malicious activity.
- We analytically formulate the relationship between the local performance (i.e., detection and false-alarm probabilities) and the reporting turn.
- We introduce a novel scheme that effectively detects and identifies multiple malicious nodes regardless of their type.

The rest of the paper is organized as follows. Section II presents the system model of the considered WSN. The different malicious node types along with their mathematical models are discussed in Section III. In Section IV, we analyze the performance of the WSN in the presence of malicious nodes, while, in Section V, we introduce the novel malicious-detection algorithm. Simulation results are provided and discussed in Section VI, and conclusions are drawn in Section VII.
II. SYSTEM MODEL

We consider a WSN with star topology, consisting of $N$ sensor nodes, i.e., $S = \{ s_n : 1 \leq n < N \}$ and a fusion center. We assume that all nodes report to the fusion center in a collision-free Time Division Multiple Access (TDMA) manner, which is compatible with the IEEE 802.15.4 standard [27]. The fusion center plays the role of the network coordinator and transmits beacons to mark the beginning of each frame. Then, the node reports take place within the Guaranteed Time Slots of the Contention Free Period of the frame, as shown in Fig. 1.
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**Fig. 1.** An example of a typical target detection WSN

We focus on a target detection WSN where all nodes measure the binary status of a specific target, which can be either Present ($H_1$) or Absent ($H_0$). Each node processes its individual measurements in order to make a local binary decision, denoted by $l_n$, where

$$l_n = \begin{cases} 1, & \text{target-present} \\ 0, & \text{target-absent} \end{cases} \quad (1)$$

The set of local binary decisions made by all nodes is denoted by $L = \{ l_n : 1 \leq n < N \}$.

The local performance of each node $s_n$ is assessed by the local detection ($P_{d,n}$) and false-alarm ($P_{f,n}$) probabilities. The former defines the probability that the target is correctly identified as present by a given node $n$ (i.e., $P_{d,n} = Pr\{ l_n = 1 | H_1 \}$), while the latter is the probability that the target is falsely identified as present by the node, when it is actually absent (i.e., $P_{f,n} = Pr\{ l_n = 1 | H_0 \}$).

Local decisions are reported to the fusion center, which employs a fusion rule in order to make a global decision $G$ regarding the target status. In general, target WSNs usually employ the $K$-out-of-$N$ fusion rule, according to which the target is identified as present when the number of positive reports (indicating the presence of the target) exceeds a specific predefined threshold, denoted by $K$. The $K$-out-of-$N$ fusion rule can be formulated mathematically as

$$G = \begin{cases} 1 \equiv \text{target-present}, & \text{if } \sum_{n=1}^{N} l_n \geq K \\ 0 \equiv \text{target-absent}, & \text{if } \sum_{n=1}^{N} l_n < K \end{cases} \quad (2)$$

where $G$ is the global decision.

Similar to the local decisions, we define the global detection ($P_G$) and false-alarm ($P_F$) probabilities, expressed, respectively, as

$$P_G = \sum_{i=K}^{N} \left( \sum_{j=1}^{i} \prod_{n \in A_i^{(N,i)}} P_{d,n} \prod_{n \notin A_i^{(N,i)}} (1 - P_{d,n}) \right) \quad (3)$$

and

$$P_F = \sum_{i=K}^{N} \left( \sum_{j=1}^{i} \prod_{n \in A_i^{(N,i)}} P_{f,n} \prod_{n \notin A_i^{(N,i)}} (1 - P_{f,n}) \right), \quad (4)$$

where $A_i^{(N,i)}$, $A_2^{(N,i)}$, ..., $A_i^{(N,i)}$ represent all the possible $\binom{N}{i}$ combinations of $i$ integers drawn from the interval $[1, N]$.

These two probabilities are combined to estimate the probability of correct global decision ($P_{CD}$), which is usually introduced as a comprehensive metric to describe the reliability of the network, given as

$$P_{CD} = P_{H_1} P_G + P_{H_0} (1 - P_F), \quad (5)$$

where $P_{H_1}$ is the probability that the target is actually present, and $P_{H_0}$ represents its complementary probability.

III. MALICIOUS NODES STRATEGIES

The reliability of the global decision depends on the accuracy of the local reports and can be significantly degraded by the presence of malicious nodes. Nodes are characterized as malicious if they systematically report an incorrect local decision to the fusion center. Even though in some cases malicious behavior may be unintentional (e.g., due to a hardware malfunction), malicious nodes usually provide false information intentionally, in order to manipulate the global decision, based on specific strategies. A malicious node may either adopt an independent strategy, unaffected by the local decision of other nodes, or may follow a more intelligent adaptive approach. The key strategies for independent and dependent malicious nodes will be described in Sections III-A and III-B, while a specific example of malicious behavior will be given in Section III-C.

### A. Independent Malicious Strategies

Independent malicious nodes determine their local decision without taking into consideration the behavior of the other nodes.
in the network. There are three popular types of independent malicious strategies: i) *always-one*, where the malicious node always reports that the target is present [28], ii) *always-zero*, where the malicious node always reports that the target is absent [28], and iii) *always-false*, where the malicious node always report a false status (i.e., the opposite status than the one detected) [14], [29].

For the above strategies, the local decision \( l_n \) can be expressed as

\[
l_n = \begin{cases} 
1, & n \in \mathcal{I}_O \\
0, & n \in \mathcal{I}_Z \\
\overline{H}, & n \in \mathcal{I}_F 
\end{cases}
\]

(6)

where \( \mathcal{I}_O \), \( \mathcal{I}_Z \) and \( \mathcal{I}_F \) refer to the subsets of independent malicious nodes with strategy *always-one*, *always-zero* and *always-false*, respectively. Furthermore, \( \overline{H} \) represents the false target-status.

**B. Dependent Malicious Strategies**

The same strategies apply with some modifications in the case of dependent malicious nodes. Dependent nodes adapt their behavior based on the local decisions of the other nodes of the network, in order to reduce the likelihood of being detected. Hence, they act maliciously only when they can affect the global decision; otherwise they act honestly and report the actual target status. When the nodes report to the fusion center using TDMA (as in our scenario), dependent malicious nodes cannot listen to the local decisions of all others in order to determine their course of action. In particular, a dependent malicious node scheduled to report on the \( t \)th time slot must decide how to behave (i.e., honestly or maliciously) based on the previous \( t-1 \) local decisions. Thus, the behavior of the malicious node is significantly affected by its reporting turn.

Let us define \( \Gamma_t \) as the sum of the first \( t-1 \) reported local decisions, i.e., \( \Gamma_t = \sum_{n=1}^{t-1} l_n \). Accordingly, the local decision issued by a dependent malicious node that has the \( t \)th reporting turn can be expressed as

\[
l_n = \begin{cases} 
1, & n \in \mathcal{D}_O, \\
0, & n \in \mathcal{D}_Z, \text{ if } K - (N-t+1) \leq \Gamma_t < K \\
\overline{H}, & n \in \mathcal{D}_F, \\
\overline{H}, & \text{otherwise}
\end{cases}
\]

(7)

where \( \mathcal{D}_O \), \( \mathcal{D}_Z \) and \( \mathcal{D}_F \) refer to the subsets of dependent malicious nodes with *always-one*, *always-zero* and *always-false* strategies, respectively. As shown in (7), the behavior of a dependent malicious node, regardless of its strategy, depends on the value of \( \Gamma_t \). Given the \( K \)-out-of-\( N \) fusion rule, the dependent malicious node chooses to act honestly and report a correct local decision (\( H \)) in the following two cases:

i) \( \Gamma_t \geq K \): In this case, the number of reported ‘1’s in the first \( t-1 \) slots exceeds (or is equal to) the detection threshold \( K \).

Hence, the target will be detected as present by the fusion center, regardless of the malicious node’s local decision.

ii) \( \Gamma_t < K - (N-t+1) \): In this case, the number of reported ‘1’s in the first \( t-1 \) slots is so low that, even if all the remaining nodes (including the malicious one) report ‘1’, the threshold cannot be reached and the target will be detected as absent. On the other hand, if \( K - (N-t+1) \leq \Gamma_t < K \), the dependent malicious node will act maliciously since there is still a chance to affect the global decision.

**C. Malicious Behavior Example**

For a better understanding of the dependent malicious nodes, let us consider a WSN consisting of \( N = 4 \) nodes \( \{s_1, s_2, s_3, s_4\} \) that report to the fusion center in that order. In this example, we assume that \( s_3 \) is a dependent *always-one* malicious node (i.e., \( s_3 \in \mathcal{D}_O \)) and that the target is absent (\( H_0 \)). The malicious node is scheduled at the third reporting turn (\( t = 3 \)), thus being able to hear from nodes \( s_1 \) and \( s_2 \) before making its own local decision. Table II lists all possible local decisions, as well as the corresponding global decisions, for two values of the detection threshold \( K = 2 \) and \( K = 3 \).

For \( K = 2 \), in Case 1, nodes \( s_1 \) and \( s_2 \) have reported the target absent (‘0’). The malicious node selects to report ‘1’, since in that case, it has the potential (depending on the report of \( s_4 \)) to affect the outcome of the global decision, given that \( K = 2 \) (i.e., the fusion center must receive at least two ‘1’s to declare the target present). In Cases 2 and 3, the malicious node also reports ‘1’, knowing with certainty that its contribution will affect the final decision, regardless of the action of \( s_4 \). Finally, in Case 4, the first two nodes have reported ‘1’, meaning that the global decision will be ‘1’, regardless of the reports of nodes \( s_3 \) and \( s_4 \). In that case, the malicious node chooses to act honestly and report the actual target status (i.e., \( H_0 \)).

The same concepts apply for \( K = 3 \), however, in that case, the fusion center must receive at least three ‘1’s to consider the target present. Hence, the malicious node will act honestly only in Case 1, when there is no possibility of affecting the global decision. This happens because the first two nodes have reported the target absent and, even if both nodes, \( s_3 \) and \( s_4 \), report ‘1’s, the number of ’1’s will never equal to the threshold \( K = 3 \). In all the other cases, the malicious node will always report ‘1’ as there is always a probability to obtain a global decision of ‘1’.

**IV. Performance Analysis in Presence of Malicious Nodes**

In this section, we examine the importance of combating against the malicious nodes in WSNs, by exploring their impact the performance in terms of detection and false alarm probabilities. Specifically, in Section IV-A, we study the impact of dependent behavior on the local performance of malicious nodes, whereas in Section IV-B we show that dependency does not affect the overall performance of the network. Finally, in Section IV-C, we optimize the selection of the detection threshold \( K \), in order
A. Impact of Malicious Behavior on Local Performance

For the different types of malicious strategies described in the previous section, the local detection probability $P_{dn}^{(t)}$ of a malicious node that has the $t$th reporting turn is given by

$$
P_{dn}^{(t)} = \begin{cases} 1, & n \in \mathcal{I}_O \text{ or } \mathcal{D}_O \\ 0, & n \in \mathcal{I}_Z \text{ or } \mathcal{D}_Z \\ \sum_{i=0}^{N'} \sum_{j=1}^{(N')_i} \prod_{i} P_{dn} \prod_{n \notin B_j^{(N',i)}} (1 - P_{dn}), & n \in \mathcal{D}_Z \text{ or } \mathcal{D}_F \end{cases},$$

whereas the local false alarm probability $P_{fn}^{(t)}$ can be expressed as

$$
P_{fn}^{(t)} = \begin{cases} 1, & n \in \mathcal{I}_O \text{ or } \mathcal{I}_F \\ 0, & n \in \mathcal{I}_Z \text{ or } \mathcal{D}_Z \\ \sum_{i=0}^{N'} \sum_{j=1}^{(N')_i} \prod_{i} P_{fn} \prod_{n \notin B_j^{(N',i)}} (1 - P_{fn}), & n \in \mathcal{D}_O \text{ or } \mathcal{D}_F \end{cases},$$

where $\alpha = \min\{K - (N - t + 1), 0\}$, $N' = \min\{K - 1, t - 1\}$ and $B_1^{(N',i)}, B_2^{(N',i)}, ..., B_{(N',i)}$ represent all the possible $\binom{N'}{i}$ combinations of $i$ integers drawn from the interval $[1, N']$.

An initial observation that can be confirmed is that, for independent types ($\mathcal{I}_O$, $\mathcal{I}_Z$ and $\mathcal{I}_F$), the detection and false alarm probabilities do not depend on $t$ (the reporting turn), since they do not listen to other nodes in the network. On the other hand, the reporting turn $t$ plays a significant role in the local performance of the dependent malicious nodes, i.e., $\mathcal{D}_O$, $\mathcal{D}_Z$ and $\mathcal{D}_F$.

The above equations clearly describe the effect of the dependency of malicious nodes on their local performance. Conventional malicious detection algorithms can easily identify malicious nodes if they have very poor local performance compared to the rest of the nodes. The poor local performance can be represented by a high local false alarm probability (as in $\mathcal{I}_O$), a low local detection probability (as in $\mathcal{I}_Z$), or both of them (as in $\mathcal{I}_F$). Thus, dependent malicious nodes aim to improve their local performance as much as possible, without losing the intention to mislead the global decision. From equations (8) and (9), we can clearly observe that dependent malicious nodes exhibit a better local performance with respect to independent nodes, as shown below.

i) For the always-one strategy, the false alarm probability is higher for independent malicious nodes ($\mathcal{I}_O : P_{fn}^{(t)} = 1$) with respect to dependent malicious nodes ($\mathcal{D}_O : P_{fn}^{(t)} < 1$).

ii) For the always-zero strategy, independent malicious nodes have a lower detection probability ($\mathcal{I}_Z : P_{dn}^{(t)} = 0$) with respect to dependent malicious nodes ($\mathcal{D}_Z : P_{dn}^{(t)} > 0$).

iii) For the always-false strategy, independent malicious nodes have a worse local performance in terms of both probabilities ($\mathcal{I}_F : P_{fn}^{(t)} = 0, P_{dn}^{(t)} = 1$) with respect to dependent malicious nodes ($\mathcal{D}_F : P_{fn}^{(t)} > 0, P_{dn}^{(t)} < 1$).

Focusing on the dependent malicious nodes, the reporting turn has an essential role in determining their local performance. Intuitively, as the reporting turn of a malicious node is delayed, the malicious node will have the opportunity to hear from more nodes, thus being able to make a better decision. The worst case for a dependent malicious node is to have the first reporting turn. In this case, it will not listen other reports and, consequently, it will act as an independent malicious node. On the other hand, having the last reporting turn constitutes the best case for a dependent malicious node, since it will be able to listen to all other nodes before sending its report.

B. Impact of Malicious Behavior on Overall Performance

In the previous section, we examined the impact of malicious behavior on the local performance, showing that dependent strategies generally improve the performance of malicious nodes. Now, the question is: does dependency of a malicious node on other nodes increase its influence on the overall performance of the WSN? The direct answer is no, and this can be interpreted as follows.

According to (7), a dependent malicious node will act as a normal (honest) node in two cases, depending on the counter $\Gamma_t$: i) if $\Gamma_t \geq K$ or ii) if $\Gamma_t < K - (N - t + 1)$. Hence, the probability that a dependent malicious node behaves normally, denoted by $P_{DN}$, can be expressed as

$$P_{DN} = \Pr\{\Gamma_t \geq K\} + \Pr\{\Gamma_t + N - t + 1 < K\}.$$  

(10)

Notice that, in the first case, the number of reported ‘1’s already exceeds the threshold $K$ and, hence, the global decision is ‘1’, regardless of the decisions made by the malicious node and the other nodes occupying the time slots after $t$. Similarly, in the second case, even if we assume that all the nodes occupying the time slots after $t - 1$ report the target as present, the reported ‘1’s will never exceed the threshold $K$. As a result, in both cases, the decision made by a dependent malicious node when behaving normally will never affect the reliability of the global decision.
On the other hand, the probability that a dependent malicious node behaves as an independent malicious node \((P_{DI})\) can be expressed as

\[
P_{DI} = 1 - P_{DN} = \Pr\{K - (N - t + 1) \leq \Gamma_t < K\}. \quad (11)
\]

The range of \(K - (N - t + 1) \leq \Gamma_t < K\) implies that the number of received ‘1’s at the fusion center by the time slot \(t\) is not enough yet to make the global decision. Therefore, the local decision made by the malicious node will be effective. Thus, we can conclude that the influence of the malicious node will be the same whether it is dependent or independent as long as it follows the same strategy (i.e., always-one, always-zero or always-false).

It is worth mentioning that \(P_D\) and \(P_F\) in the presence of malicious nodes can be still computed by (3) and (4), respectively, regardless of the total number of malicious node or their specific strategies. However, the local performance of each node, i.e., \(P_{dn}\) and \(P_{fn}\) should be carefully substituted based on its type, as described in (8) and (9).

C. Optimizing the detection threshold \(K\)

The detection threshold \(K\) has a strong impact on the reliability of the global decision, but its optimal selection is not straightforward. For instance, high values of \(K\) lead to a reduced overall false alarm probability \(P_F\), which may improve the correct decision by the fusion center (see (5)). On the other hand, high \(K\) values also cause a decrease of the overall detection probability \(P_D\), which has a negative impact of performance. Similarly, low values of \(K\) will again have a contrasting effect on the probability of a correct decision. Thus, the most appropriate selection of \(K\) should be obtained through optimization in order to maximize the reliability of the global decision.

The optimization problem can be formulated as a maximization problem as

\[
\max_K P_{CD},
\]

which can be rewritten by substituting the value of \(P_{CD}\) from (5)

\[
\max_K \left(P_{H_1}P_D + P_{H_0}(1 - P_F)\right),
\]

which can be solved by setting the first derivative equal to 0, i.e., \(\frac{\partial P_{CD}}{\partial K} = 0\), as

\[
\frac{\partial P_{CD}}{\partial K} = P_{H_1}\frac{\partial P_D}{\partial K} - P_{H_0}\frac{\partial P_F}{\partial K} = 0.
\]

As \(K\) is an integer, \(\frac{\partial P_D}{\partial K}\) can be expressed as

\[
\frac{\partial P_D}{\partial K} = P_D(K + 1) - P_D(K),
\]

which can be seamlessly obtained using (3) as

\[
\frac{\partial P_D}{\partial K} = -\sum_{j=1}^{(K)} n_{i} \prod_{n \notin A_j^{(N,K)}} (1 - P_{dn}).
\]

Similarly, \(\frac{\partial P_F}{\partial K}\) can be computed using (4) as

\[
\frac{\partial P_F}{\partial K} = -\sum_{j=1}^{(K)} n_{i} \prod_{n \notin A_j^{(N,K)}} (1 - P_{fn}).
\]

Substituting (16) and (17) in (14), the optimal value of the detection threshold \((K^*)\) that maximizes the probability of a correct global decision should satisfy the following equation

\[
\sum_{j=1}^{(K)} \left(-P_{H_1} \prod_{n \notin A_j^{(N,K)}} (1 - P_{dn})
\right)
\]

\[
+P_{H_0} \prod_{n \notin A_j^{(N,K)}} (1 - P_{fn}) = 0.
\]

The optimal value of \(K\) can be computed through an exhaustive search algorithm, as it cannot be formulated in a closed form expression, mainly due to the assumption of non-identical local performance among nodes.

V. PROPOSED MALICIOUS-DETECTION SCHEME

As the local performance of intelligent dependent malicious nodes varies, their behavior cannot be combated by conventional schemes. In this section, we introduce an effective algorithm that is able to identify malicious nodes regardless of their type, without inducing any extra overhead, energy consumption or complexity. The proposed algorithm is performed in three consecutive phases: i) malicious node detection, ii) malicious strategy identification, and iii) countermeasures. The three phases of the proposed algorithm are explained in detail in the remaining part of this section.

A. The Detection Phase

The main idea of the proposed scheme lies in the fact that the local performance of dependent malicious nodes depends on their reporting turn, unlike normal and independent malicious nodes that remain unaffected. Hence, allowing the fusion center to change the reporting turn of the nodes facilitates the detection of intelligent nodes with adaptive behavior, while independent malicious nodes can be also detected due to their poor performance. To that end, in our scheme, the reporting order in the network changes every \(T\) rounds.

As the fusion center is not aware of the actual target status, we introduce the indicator \(\sigma_n\), that counts the number of ‘1’s received from each node \(n\) to evaluate its local performance (i.e. detection and false alarm probabilities). This indicator is zero-initialized and updated at each reporting round \(i\) as

\[
\sigma_{n,i} = \begin{cases} 
\sigma_{n,i-1} + 1, & \text{if } l_n = 1 \\
\sigma_{n,i-1}, & \text{otherwise}
\end{cases}
\]

Since the reporting order changes every \(T\) rounds, the probability \(\hat{\rho_n}\) that node \(n\) reports 1 can be estimated as
\[ \hat{\rho}_n = \frac{\sigma_n T}{T}, \]  

(20)

and can be computed theoretically for a normal node as

\[ \rho_n = P_{H_1} P_{d_n} + P_{H_0} P_{f_n}. \]  

(21)

Notice that \( \rho_n \) is the theoretical value, while \( \hat{\rho}_n \) represents the estimated value.

By substituting in (21) the corresponding values of \( P_{d_n} \) and \( P_{f_n} \) (8 and 9, respectively), we may obtain the \( \rho_n \) for the different strategies of independent and dependent malicious nodes as

\[
\rho_n = \begin{cases} 
1, & n \in \mathcal{I}_O \\
0, & n \in \mathcal{I}_Z \\
1 + P_{H_0}, & n \in \mathcal{I}_F \\
1 - P_{H_1} P_{d_n}^{(t)} P_{f_n}^{(t)}, & n \in \mathcal{D}_O \\
1 - P_{H_1} P_{d_n}^{(t)} P_{f_n}^{(t)}, & n \in \mathcal{D}_Z \\
1 - P_{H_1} P_{d_n}^{(t)} + P_{H_0} P_{f_n}^{(t)}, & n \in \mathcal{D}_F 
\end{cases}
\]

(22)

Apparenty, only dependent malicious nodes have values of \( \rho_n \) that are affected by the reporting turn. Such an initial observation leads to a seamless detection of dependent malicious nodes. Then, independent malicious nodes can be detected due to their very bad performance compared to other normal nodes, based on (22).

**Algorithm 1:** Pseudocode of DMND algorithm

**Initialization:** Define \( T, \Delta, i = 1, \mathcal{I} = \{\}, \mathcal{I}_O = \{\}, \mathcal{I}_Z = \{\}, \mathcal{I}_F = \{\}, \mathcal{D} = \{\}, \mathcal{D}_O = \{\}, \mathcal{D}_Z = \{\}, \mathcal{D}_F = \{\} \);

**Start reporting**;

**if** \( i \) is a multiple of \( T \) **then**

**for** \( n = 1 \) to \( N \) **do**

\[ \text{estimate } \hat{\rho}_{n,i} \]

**if** \( \hat{\rho}_{n,i} > \hat{\rho}_{n,i-T} + \Delta \) or \( \hat{\rho}_{n,i} < \hat{\rho}_{n,i-T} - \Delta \) **then**

| \( \mathcal{D} = \mathcal{D} + s_n \) | **run DMNI algorithm**  

**else**

| run IMNI algorithm |

**end**

**randomly change the reporting order**;

**end**

\[ i = i + 1; \]

**Resume reporting**;

**end**

The detection phase can be more concisely described through the pseudocode in Algorithm 1. The proposed algorithm, called Dependent Malicious Nodes Detection (DMND), separates the nodes in two subsets: i) dependent malicious nodes, and ii) normal nodes and independent malicious nodes. After each set of \( T \) reporting rounds, the estimated \( \hat{\rho}_n \) is compared to the corresponding previous value for each node. If the difference between them is larger than \( \Delta \), the node is identified as dependent malicious node. The parameter \( \Delta \) is added as an error margin in order to avoid a false identification of dependent malicious nodes, which may occur due to estimation errors. However, the value of \( \Delta \) should not be large, in order to ensure the detection of dependent malicious nodes. The selection of \( \Delta \) will be discussed in detail in Section V-D.

**B. The Identification Phase**

After the completion of the detection phase, the dependent malicious nodes have been separated from the rest of the nodes (i.e., independent malicious or normal nodes). The second phase of the proposed algorithm includes the identification of the specific strategy of each malicious node. This is of paramount importance for the fusion center, enabling it to take the appropriate countermeasures to improve the global reliability (explained in Section V-C).

At this point, two identification algorithms are defined, for the classification of the independent and dependent malicious nodes, respectively.

1) Independent Malicious Nodes Identification (IMNI) Algorithm: Algorithm 2 contains the pseudocode of the IMNI algorithm, that aims to identify the specific strategy of independent malicious nodes. The key to determining the malicious strategy of each node lies in the value of \( \hat{\rho}_n \). As indicated in (22), an independent malicious node that belongs to \( \mathcal{I}_O \) should have \( \hat{\rho}_n = 1 \), while an independent malicious node that belongs to \( \mathcal{I}_Z \) should have \( \hat{\rho}_n = 0 \). If \( \hat{\rho}_n \) is equal to \( P_{H_0} \) with an error margin \( \Delta \), the corresponding node is added to \( \mathcal{I}_F \). Otherwise, the corresponding node is considered a normal node.

**Algorithm 2:** Pseudocode for IMNI algorithm

**foreach** \( s_n \notin \mathcal{D} \) **do**

**switch** \( \hat{\rho}_{n,T} \)

**case** \( \hat{\rho}_{n,T} = 1 \)

| \( \mathcal{I}_O = \mathcal{I}_O + s_n \); |

**case** \( \hat{\rho}_{n,T} = 0 \)

| \( \mathcal{I}_Z = \mathcal{I}_Z + s_n \); |

**case** \( P_{H_0} - \Delta \leq \hat{\rho}_{n,T} \leq P_{H_0} + \Delta \)

| \( \mathcal{I}_F = \mathcal{I}_F + s_n \); |

**endsw**

**otherwise**

| \( s_n \) is normal; |

**endsw**

**end**

2) Dependent Malicious Nodes Identification (DMNI) Algorithm: Algorithm 3 provides the pseudocode for the DMNI algorithm, aiming to specify the strategy of dependent malicious nodes. Recall that a dependent malicious node will act exactly as an independent malicious node if its reporting turn is the first. Thus, DMNI algorithm schedules each dependent malicious node
to the first reporting turn and checks the estimated $\hat{\rho}_n$. If it is equal to 1, the corresponding node is added to $D_\Omega$. If it is equal to 0, the corresponding node is added to $D_Z$. Otherwise, for $0 < \hat{\rho}_n < 1$, the corresponding node is added to $D_F$.

Algorithm 3: Pseudo code of DMNI algorithm

```
foreach $s_n \in D$ do
    set $t = 1$
    if $i$ is a multiple of $T$ then
        switch $\hat{\rho}_{n,T}$ do
            case $\hat{\rho}_{n,T} = 1$
                $D_\Omega = D_\Omega + s_n$
            case $\hat{\rho}_{n,T} = 0$
                $D_Z = D_Z + s_n$
            otherwise
                $D_F = D_F + s_n$
        endsw
    endsw
end
```

C. The Countermeasures Phase

The intuitive action to be taken by the fusion center after identifying malicious nodes is to discard their reported decisions. However, by knowing the exact strategy of each node, it is possible to extract useful information on the status of the target, thus improving the reliability of the global decision.

In the case of independent nodes, reports from always-one and always-zero malicious nodes should be always ignored, since they are made regardless of the actual target status. However, reports from always-false malicious nodes are always opposite to the actual target status and can, thus, provide truthful information once inverted.

In the case of dependent nodes, it is important to detect when the nodes act honestly or maliciously. Clearly, when the malicious node acts honestly, the reported information is accurate and can be taken into account by the fusion center. On the other hand, when the dependent nodes act maliciously, the same principles described for independent nodes apply. In other words, reports from always-false nodes should be inverted, whereas reports from the other two strategies should be ignored.

As a further action, the fusion center can reorder the reporting turns of dependent malicious nodes in such a way so as to maximize the probability of being honest. Referring to (7) and (10), the probability that a dependent malicious node reports a honest decision increases for higher values of $t$. Thus, setting $t$ to the maximum value, i.e., $t = N$, the probability that a dependent malicious node acts honestly will be maximized. In other words, a dependent malicious node scheduled to report on the last time slot will have a higher chance of behaving honestly, since its decision will take into account the reports of all the previous nodes.

Substituting $t = N$ in (11), the probability that a dependent malicious node acts maliciously decreases to the probability that $\Gamma_N = K - 1$. On the other hand, the probability that a dependent malicious node will be honest will be increased to be equal to the probability that $\Gamma_N \geq K$ or $\Gamma_N < K - 1$.

D. Determining the parameters $T$ and $\Delta$

The two important parameters, $T$ and $\Delta$, have a significant influence on the performance of the proposed algorithms. In fact, $T$ should be large enough in order to better evaluate the performance of each node. However, very high values of $T$ may delay the detection and identification of the malicious nodes, which, in turn, prolongs their negative effects on the overall performance of the WSN. Similarly, $\Delta$ should be carefully selected, as low or large values of $\Delta$ may lead to misdetecting some malicious nodes or identifying normal nodes as malicious. It is worth highlighting here that both parameters are related to each other, since increasing the value of $T$ should decrease the sufficient value of $\Delta$ that maximizes the performance of the proposed scheme.

Notice that the estimation of $\rho_n$ can be represented as a mean estimation problem, where $T$ is the sample size and $\Delta$ is the margin error. Therefore, the relation between $\Delta$ and $T$ can be expressed as [30]

$$\Delta = t_{\zeta/2} \frac{\gamma}{\sqrt{T}},$$

(23)

where $\gamma$ represents the standard deviation of the sample, and $\zeta = 1 - \frac{\text{CL}}{2}$, where CL is the confidence level of the estimation process. The value of $t_{\zeta/2}$ is obtained from Student’s t tables [30]. Typical values of the confidence level are 0.90, 0.95 and 0.99.

Based on (23), for a given value of $T$, the maximum allowed error margin $\Delta$ is computed as follows: (i) choose a confidence level, (ii) compute $\zeta$, (iii) obtain $t_{\zeta/2}$ from Student’s t tables (use degrees of freedom of $T - 1$), (iv) compute the standard deviation of the samples $\gamma$, and (v) substitute in (23) and compute $\Delta$.

VI. SIMULATION AND ANALYTICAL RESULTS

The performance of the proposed algorithm is evaluated in this section through analytical results and Monte Carlo simulations. We start by showing the impact of different malicious strategies on the overall performance when no defense policy is applied. After that, we focus on dependent malicious node, showing their local performance and describing how they elude the fusion center by acting as normal nodes in some cases. The performance of the proposed algorithm is then discussed and compared to other well-known algorithms in the literature.

The considered WSN consists of $N = 10$ nodes, with $M < N$ nodes being malicious. Initially, normal nodes will be assumed to have identical local performance, whereas non-identical normal nodes will be considered later-on. Considering the detection and false alarm probabilities as indicators of the local performance, a node is considered normal if and only if $P_{d_n} > 0.5$ and $P_{f_n} <$
Otherwise (i.e. if \( P_{da} < 0.5 \) or \( P_{fa} > 0.5 \)), the corresponding node is considered a malicious node [14], [31]. With that in mind, in our scenario, the identical local performance for normal nodes is represented by \( P_{da} = 0.8 \) and \( P_{fa} = 0.15 \). The probability that the monitored target is present is assumed to be 0.3.

**A. Global performance under the presence of malicious nodes**

Fig. 2 plots the probability of a correct global decision versus the detection threshold (\( K \)) for different numbers of always-one malicious nodes. A general observation that can be taken is that if \( M \geq K \) (the number of always-one malicious nodes is greater or equal to the detection threshold), the probability of a correct decision is equal to \( P_{H_1} = 0.3 \). This is due to the fact that if \( M \geq K \), there are always at least \( K \) ‘1’s at the fusion center at each round, which makes the global decision always ‘1’, and consequently, \( P_D = 1 \) and \( P_F = 1 \). By substituting these values in (5), the correct global decision probability should equal to 

\[
P_{CD} = \begin{cases} 
1 & \text{if } K = 0 \\
\geq M & \text{if } K > M \\
M & \text{if } M = 0 \\
0 & \text{otherwise}
\end{cases}
\]

because (as the name implies) they always provide incorrect local decisions to the fusion center. The curves shown in Fig. 4 can be grouped in two different groups: i) the cases where the malicious nodes represent the minority (\( M < \frac{N}{2} \)), and ii) the cases where the malicious nodes represent the majority (\( M \geq \frac{N}{2} \)). In the first group, the sever effect on the global decision occurs if \( K \leq M \) or \( K > N - M \). In the first case (i.e. \( K \leq M \)), malicious nodes can turn \( P_F \) to 1, making \( P_{CD} \) equal to \( P_{H_0} = 0.3 \). In the other case (i.e., \( K > N - M \)), \( P_D \) will be equal to 0 due to the effect of the malicious nodes, which makes \( P_{CD} \) equal to \( P_{H_1} = 0.7 \). However, for moderate values of \( K \), the degradation on the reliability of the global decision can be alleviated since the global decision follows the normal nodes (that represent the majority in this group). Nevertheless, for the second group of curves (i.e., \( M \geq \frac{N}{2} \)), moderate values of \( K \) lead to a worse performance compared to more extreme values of \( K \). This is due to the fact that moderate values of \( K \) imply that the fusion center will obey the majority of the nodes, which are malicious in this case.

As mentioned earlier, always-false malicious nodes cause the worst performance compared to the other two strategies. This is because (as the name implies) they always provide incorrect local decisions to the fusion center. The curves shown in Fig. 4 can be grouped in two different groups: i) the cases where the malicious nodes represent the minority (\( M < \frac{N}{2} \)), and ii) the cases where the malicious nodes represent the majority (\( M \geq \frac{N}{2} \)). In the first group, the sever effect on the global decision occurs if \( K \leq M \) or \( K > N - M \). In the first case (i.e. \( K \leq M \)), malicious nodes can turn \( P_F \) to 1, making \( P_{CD} \) equal to \( P_{H_0} = 0.3 \). In the other case (i.e., \( K > N - M \)), \( P_D \) will be equal to 0 due to the effect of the malicious nodes, which makes \( P_{CD} \) equal to \( P_{H_1} = 0.7 \). However, for moderate values of \( K \), the degradation on the reliability of the global decision can be alleviated since the global decision follows the normal nodes (that represent the majority in this group). Nevertheless, for the second group of curves (i.e., \( M \geq \frac{N}{2} \)), moderate values of \( K \) lead to a worse performance compared to more extreme values of \( K \). This is due to the fact that moderate values of \( K \) imply that the fusion center will obey the majority of the nodes, which are malicious in this case.

As mentioned earlier, always-false malicious nodes cause the worst performance compared to the other two strategies. This is
of their number) yields in a $P_{CD}$ that is even better than what is achieved when no malicious nodes are present in the WSN ($M = 0$). Such an observation can be interpreted by referring to (8)-(9). Clearly, an always-one malicious node provides a local detection probability of 1, and an always-zero malicious node provides a local false alarm probability of 0. Thus, despite of their bad local performance in one aspect, they may provide a good performance in the other local performance aspect. On the other hand, in the presence of always-false malicious nodes, optimizing the detection threshold cannot achieve a global performance better than what is achieved when no malicious nodes are present.

It is worth emphasizing that results in Fig. 2, Fig. 3 and Fig. 4 do not depend on whether the malicious nodes are dependent or independent, which confirms that the dependency on other nodes does not increase the influence on the global decision reliability. This is because dependency on other nodes aims to minimize the probability of detection by the fusion center, without degrading the overall performance.

B. Local performance of malicious nodes

Although independent and dependent malicious nodes have the same effect on the reliability of the global decision, they show different local performance. Referring to (8)-(9), the independent malicious nodes have constant values of $P_d$ and $P_f$ since they follow fixed malicious strategies. On the other hand, the local performance of dependent malicious nodes depend mainly on two factors, namely, the reporting turn $t$ and the detection threshold $K$. Therefore, our attention is focused on the local performance of dependent malicious nodes.

Fig. 5 shows a 3D graph of the local false alarm probability of an always-one dependent malicious node versus the reporting turn and the detection threshold. Notice that, at any value of $K$, the local false alarm probability of a dependent malicious node is a decreasing function of $t$. In other words, as $t$ increases (its reporting turn is delayed), the dependent malicious node will be able to hear from more other nodes ($t-1$ nodes), in order to decide whether to act maliciously or honestly. Consequently, decreasing the number of times in which the malicious node reports a false decision will definitely decrease its local false alarm probability. On the other hand, by fixing $t$, the local false alarm probability becomes a concave function of $K$. Generally, at low or high values of $K$, the malicious node can avoid sending incorrect false alarms, since the probability that $\Gamma_t$ exceeds $K$ becomes higher. Thus, according to (7), the probability of an honest behavior of the dependent malicious node increases, and hence, its local false alarm probability decreases.

Regarding always-zero malicious nodes, the local detection probability is the only performance metric that is dependent on the detection threshold and the reporting turn. In Fig. 6, the local detection probability of an always-one malicious node is plotted versus the detection threshold and the reporting turn. Clearly, the local detection probability will be improved as $t$ increases for all values of $K$.

![Fig. 5. The local false alarm probability ($P_{f_n}$) of an always-one dependent malicious node versus the detection threshold ($K$) and the reporting turn ($t$). ($N = 10$)](image1)

![Fig. 6. The local detection probability ($P_{d_n}$) of an always-zero dependent malicious node versus the detection threshold ($K$) and the reporting turn ($t$). ($N = 10$)](image2)

Notice that the local detection probability for always-one dependent malicious nodes and the local false alarm probability for always-zero dependent malicious nodes have not been shown in the results since they are constant values, 1 and 0, respectively, as indicated in (8) and (9). However, for an always-false dependent malicious node, both probabilities are dependent on the reporting turn and the detection threshold. The local detection probability of an always-false dependent malicious node is exactly the same as the local detection probability of an always-zero dependent malicious node, as indicated in (8). Also, the local false alarm probability of an always-false dependent malicious node is exactly the same as the local false alarm probability of an always-one dependent malicious node, as indicated in (9).

C. Performance of the proposed algorithm

Results shown in Fig. 5 and Fig. 6 prove the intelligence of the dependent malicious nodes, leading to the need for a novel
detection algorithm. In the following, we show the ability of the proposed algorithm to easily identify those malicious nodes.

As the proposed algorithm is based on observing the variation in the local performance of each node while changing the reporting turns, a WSN of \( N = 10 \) nodes is considered. The number of normal nodes is 4 with identical performance \((P_{\text{dn}} = 0.8 \) and \( P_{\text{fn}} = 0.15 \)), while the rest of nodes \((M = 6)\) are assumed malicious, a single node from each type. The parameters \( T \) and \( \Delta \) should be carefully selected in order to maximize the performance. Thus, initially, we pick one of the normal nodes randomly, and we show the effect of \( T \) and \( \Delta \) parameters in its estimated \( \hat{\rho}_n \). Notice that, based on (22) and the assumed values of \( P_{\text{H}_0}, P_{\text{dn}} \) and \( P_{\text{fn}} \), the long term value of \( \rho_n \) for a normal node is 0.345. Fig. 7 shows the relation between \( \Delta \) and \( T \) for a different confidence levels. The maximum error margin for different values of the confidence level is obtained using (23). Notice that as the confidence level decreases, the probability that the actual estimation error exceeds the maximum error margin increases. Thus, we choose to set the confidence level to the maximum value, i.e., 0.99. In order to select an appropriate value of \( T \), the corresponding value of \( \Delta \) (the maximum expected error margin) should be as small as possible. From Fig. 7, for \( T \geq 150 \), the maximum error is \( \leq 0.1 \). For our simulation setup, we choose the \( T = 10^3 \), yielding an error margin \( \Delta < 0.04 \).

Following the proposed algorithm, the reporting order is randomly changed every \( T \) sensing rounds. Every \( T \) rounds, the probability of reporting ‘1’ to the fusion center by each node \((\hat{\rho}_n)\) is computed as depicted in (19)-(20). Fig. 8 plots the corresponding \( \hat{\rho}_n \) for each node over \( 10T \) rounds. Notice that only dependent malicious nodes show a variable \( \hat{\rho}_n \) as the the reporting order varies each \( T \) rounds. As \( \rho_n \) implicitly refers to the local performance, nodes with variable \( \hat{\rho} \)’s should be identified as dependent malicious nodes. On the other hand, independent malicious nodes and normal nodes show almost fixed local performance (constant value of \( \hat{\rho}_n \)) regardless of the reporting turn. Furthermore, independent malicious nodes can be easily detected as they show very bad performance \((\rho_n = 1, 0 \) and \( P_{\text{H}_0} \) for \( I_D, I_Z \) and \( I_F \), respectively).

![Fig. 7. The error margin versus \( T \) for different values of confidence levels.](image)

![Fig. 8. The probability of reporting ‘1’ (\( \hat{\rho}_n \)) versus different reporting orders for all nodes.](image)

The global performance of the proposed algorithm is shown in Fig. 9, by plotting the global detection probability versus the global false alarm probability. Three different scenarios are considered for the purpose of comparison. The first scenario refers to the case when no malicious detection algorithm is applied, while the proposed algorithm is applied in the second and third scenarios. Specifically, in the second scenario, once a malicious node is detected, its local decision will always be ignored by the fusion center. On the other hand, in the third scenario, aiming at improving the global performance, the fusion center will consider local decisions reported by dependent malicious nodes when they act as normal nodes. Results shown in Fig. 9 clearly demonstrate the performance improvements achieved by the proposed algorithm, which obtains high detection probability at a low false alarm probability by considering some honest local decisions reported by dependent malicious nodes. Notice that, in the third scenario, the achievable global performance approaches the ideal performance (i.e, \( P_D = 1 \) and \( P_F = 0 \)).

**D. Comparison with other algorithms**

Finally, we compare the performance of our algorithm with the following two well-known state-of-the-art schemes for the detection of malicious nodes, detailed below:

i) the algorithm proposed in [14], based on the number of the mismatches between each node and the global decision. This scheme estimates the local misdetection and false alarm probabilities of each node. If any of the estimated probabilities exceeds a predefined threshold, the corresponding node is identified as malicious.

ii) the algorithm proposed in [25], which is the only work that considers dependent malicious nodes. It counts the number of the mismatches between the local decisions of each two
nodes. Normal nodes will have almost identical number of mismatches, while a malicious node should have abnormal number of mismatches with respect to normal node.

Fig. 9. The global detection probability versus the global false alarm probability for three different scenarios. (N = 10)

Fig. 10. The global detection probability versus the global false alarm probability for different algorithms.

A WSN of 10 nodes is considered. The number of malicious nodes is 6, a single node from each type. The normal nodes (4 nodes) are assumed to have different local performance. Particularly, the local detection probabilities of the considered normal nodes are 0.8, 0.6, 0.8 and 0.9, while the local false alarm probabilities are 0.15, 0.45, 0.25 and 0.05, respectively. Fig. 10 shows the global detection probability versus the global false alarm probability for five different scenarios. The first three scenarios are identical to those assumed in Fig. 8, while the others refer to the algorithms proposed in [25] and [14]. Since the algorithm proposed in [14] is mainly proposed for independent malicious nodes, it shows marginal improvement in the global performance, compared to the scenario when no algorithms are applied. Another reason for such performance is that the algorithm in [14] results in a high performance only if the malicious nodes represent the minority, which is not the case in the considered setup. Similarly, the improvement in the global performance obtained by applying the algorithm proposed in [25] is also marginal although the algorithm considers the presence of dependent malicious nodes. This is due the fact that the algorithm in [25] assumes only a single malicious node and many normal nodes with identical local performance. On the other hand, our proposed algorithm achieves promising results, as it is able to provide high detection probability at low false alarm probability. The performance algorithm is further enhanced if the fusion center exploits the intelligent behavior of some malicious nodes and considers their honest reports.

### VII. Conclusions

In this paper, the performance of WSNs in the presence of dependent and independent malicious nodes has been thoroughly investigated. Our analysis has proven that dependency on other nodes does not increase the effect on the overall performance. Instead, it only helps dependent malicious nodes to occasionally act as normal nodes, hindering their detection by conventional detection algorithms. To that end, we introduced a novel algorithm to effectively detect all types of malicious nodes in the network. Moreover, the overall performance has been further enhanced by exploiting some honest reports from dependent malicious nodes. The results have shown that the proposed algorithm outperforms existing state-of-the-art algorithms. For example, the proposed algorithm is able to achieve a detection probability of 0.85-0.99 at a false alarm probability of 0.1 for a WSN that includes 6 different malicious nodes out of 10 nodes, while the achievable detection probability by other algorithms does not exceed 0.25 at the same false alarm probability.
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