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Abstract 

Automatic Language Translators also referred to as machine translation software automate the process of language translation without 

the intervention of humans While several automated language translators are available online at no cost there are large variations in 

their capabilities. This article reviews prior tests of some of these systems, and, provides a new and current comprehensive evaluation 

of the following eight: Google Translate, Bing Translator, Systran, PROMT, Babylon, WorldLingo, Yandex, and Reverso. This re-

search could be helpful for users attempting to explore and decide which automated language translator best suits their needs.   
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1 Introduction  

Automatic Language Translators also referred to as machine translation 

software automate the process of language translation without the inter-

vention of humans. Text from the source language is translated to text in 

the target language. The most basic automatic language translators strictly 

rely on word-for-word substitution. Some may include rule-based or sta-

tistically-modeled translation for more accurate translations (G2 Crowd, 

2019). However, modern automatic language translators have come a long 

way with vastly improved translation capability.  

Automatic Language Translators generally organize content around 

thematic subjects to make it feasible to access or learn commonly used 

expressions or phrases that obey proper rules of syntax and grammar (Har-

ris, 2012). . For example, automatic language translators catering to inter-

national travelers would organize content based on airports, hotels, restau-

rants and key phrases in the local language. Electronic automated lan-

guage translators can be viewed as digital phrase books. They store lots of 

ready-made phrases in the device's memory, enabling users to query the 

database and return results based on the search parameters. Most such lan-

guage translators are "intelligent" in that they learn from use and are able 

to expand their knowledgebase to improve translation capability and qual-

ity. 

While several free automated language translators are available 

online there are large variations in their capabilities. For this article we 

reviewed prior tests of some of these systems. Based on our research of 

published results of prior tests and experiments we present a new and cur-

rent comprehensive evaluation of the following eight electronic automatic 

language translators: Google Translate, Bing Translator, Systran, 

PROMT, Babylon, WorldLingo, Yandex, and Reverso. This research 

could be helpful for users attempting to explore and decide which auto-

mated language translator best suits their needs.   

2 Prior Comparisons using Human Review of Text 

Several studies of online translation systems have been conducted using 

humans to review the quality of results. Some of these are summarized 

chronologically below: 

 

 The National Institute of Standards and Technology compared 

22 machine translation systems in 2005 (many were not free or 

Web-based) and found that Google Translate was often first 

and never lower than third in the rankings using text translated 

from Arabic to English and from Chinese to English (NIST, 

2005).  

 

 In a study comparing free, online systems, 17 English sen-

tences were translated into Spanish using LogoMedia, Systran, 

and PROMT (Bezhanova, et al., 2005). All three produced us-

able translations, but Systran translations were generally the 

worst.   

 

 A study using English and Spanish with one human evaluator 

found that Systran, SDL, and WorldLingo provided roughly 

equal results, and InterTran was substantially worse (Aiken & 

Wong, 2006).  

 

http://www.ibii-us.org/Journals/JMSBI/
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 A sample of 10 German-to-English and 10 Spanish-to-English 

translations from four systems were reviewed by two evalua-

tors in another study (Aiken, et al., 2009), and results showed 

that Google was best, followed by Systran and X10 (tie) and 

then Applied Language. 

 

 Hampshire and Salvia (2010) evaluated 10 systems using Eng-

lish and Spanish and found that Google Translate was best, fol-

lowed by Babylon, Reverso, Bing, Babelfish, Systran, 

PROMT, WorldLingo, InterTran, and Webtrance.   

 

 In a survey of people using three translation systems (Shen, 

2010), results showed that Google Translate was preferred 

when translating long passages, but Microsoft Bing Translator 

and Yahoo Babelfish often produced better translations for 

phrases below 140 characters. Babelfish performed well with 

East Asian Languages such as Chinese and Korean and Bing 

Translator performed well with Spanish, German, and Italian.   

 

 Oliveira & Anastasiou (2011) compared Google Translate and 

Systran using English and Portuguese with a point system and 

found that Google was substantially better (107 points to 46).  

 

 Papula (2014) also used a point system with English and Span-

ish and found that Microsoft Bing was best with a value of 

68.4, followed by Systran (67.6), Promt (67.5), and Google 

Translate (67.3). Using English and Portuguese, the rankings 

were: Google Translate (60.9), Microsoft Bing (60.6), PROMT 

(58.4), and Systran (58.1). 

 

 Four human translators compared three popular machine trans-

lation programs(Google Translate,  Systran’s translation pro-

gram, and the Papago app from Naver) using English and Ko-

rean in another study (Brooks, 2017), and the results showed 

that Google Translate was best, followed by the Papago App, 

and Systran. 

 

 In another study (G2 Crowd, 2019), users reported liking 

Google Translate best with a score of 4.6 out of 6, followed by 

Systran (4.5), Bing (3.7), Yandex (4.0), and Babylon (3.0). 

 

 In a final study (Himmelein, 2019), English and German were 

used to compare Babylon, DeepL*, Google, Bing, PROMT, 

Systran, and WordLingo.  Results showed that Babylon, Sys-

tran and WordLingo were the worst, and Google Translate was 

more accurate than Bing. 

 

3 Automatic Evaluation of Text 

Because humans fluent in many languages are often not available to eval-

uate translations from systems, the studies above used only a few lan-

guages and evaluators, resulting in poor statistical reliability. To address 

this problem, automatic evaluation techniques such as BLEU (Bilingual 

Evaluation Understudy) are sometimes used. With this technique, a trans-

lation is compared with one or more acceptable translations and it looks 

for the presence or absence of particular words, as well as the ordering 

(Pan, 2016). 

The BLEU score was proposed by Kishore Papineni, et al. in their 

2002 paper “BLEU: a Method for Automatic Evaluation of Machine 

Translation“.  As the authors noted, human evaluations of machine trans-

lation are extensive but very expensive. Depending on the availability of 

qualified translators human evaluations can take months to finish at the 

expense of human labor that cannot be reused or duplicated. The authors 

proposed a method of automatic machine translation evaluation that is 

quick, inexpensive, and, language-independent. The metric referred to as 

the Bilingual Evaluation Understudy Score, or BLEU for short, and, cor-

relates highly with human evaluation, and that has little marginal cost per 

run. 

BLEU scores can be used for evaluating an automatic translator gen-

erated sentence in the target language to the sentence in the source lan-

guage. A perfect match results in a score of 1.0, whereas a perfect mis-

match results in a score of 0.0. It correlates highly with human evaluation. 

While not perfect, it has been widely adopted due to the following ad-

vantages: 

 

 It is quick and inexpensive to calculate. 

 It is easy to understand. 

 It is language independent. 

 It correlates highly with human evaluation. 

 It has been widely adopted. 

 

BLEU has limitations, however. For example, different, acceptable 

translations might be omitted as reference text.  In addition, the score re-

veals little about a particular passage. That is, an incomprehensible se-

quence of words could achieve a high score, but a perfectly understandable 

translation might obtain a low score. The score just gives an indication of 

accuracy, not an absolute measure. That is, there is no guarantee that an 

increase in BLEU score is an indicator of improved translation quality 

(Callison-Burch, et al., 2006). 

Some critics have argued that BLEU scores are inaccurate and per-

haps even worthless (e.g. Scarton & Specia, 2016). One study (Turian, et 

al., 2003) showed that the correlation between human judges and auto-

matic measures of translation quality was low. However, other studies 

(e.g., Coughlin, 2003,. Culy & Richemann, 2003; and Papineni, et al., 

2002) have found high correlations.  

While researchers must use caution in applying the results, BLEU 

can be relevant within certain constrained conditions, e.g. comparisons of 

systems with a certain, specified sample of text. For example, Savoy and 

Dolamic (2009) evaluated three free, online systems using 117,452 docu-

ments translated from French to English and found that that Google Trans-

late was most accurate followed by Babel Fish and then PROMT. 

 

4 An Updated Automatic Evaluation of Systems 

Some prior studies used online translation programs that are no longer 

available, and several online services are extremely limited in the number 

of languages supported. For example, DeepL Translator 

(https://www.deepl.com/en/translator) supports only nine languages, and 

Linguee (https://www.linguee.com/) supports only eight. However, the 

eight systems in Table 1 are currently available and provide support for at 

least a dozen languages.

 

 

https://www.deepl.com/en/translator
https://www.linguee.com/
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Table 1: A sample of free, online translation systems  

 

 

 

 

Translator 

 

 

 

URL L
a

n
g

u
a

g
e
s 

Google 

Translate 

https://translate.google.com/ 103 

Yandex https://translate.yandex.com/    81 

Bing Trans-

lator 

https://www.bing.com/translator 61 

Systran https://translate.systran.net/translation-

Tools/text   

41 

Babylon https://translation.babylon-software.com/ 23 

PROMT https://www.online-translator.com/ 20 

WorldLingo http://www.worldlingo.com/  14 

Reverso http://www.reverso.net/text_transla-

tion.aspx 

14 

 

In addition, previous tests have frequently been conducted with hu-

mans reviewing the quality. While this might provide more accurate re-

sults, it necessarily limits the number of language comparisons as fluent 

speakers are difficult to obtain. 

 

Some automatic evaluations have used the following text from 

www.omniglot.com: 

1. Pleased to meet you.  

2. My hovercraft is full of eels.  

3. One language is never enough.  

4. I don't understand.  

5. I love you. 

6. All human beings are born free and equal in dignity and 

rights. They are endowed with reason and conscience and 

should act towards one another in a spirit of brotherhood. 

In one study (Aiken & Balan, 2011), two humans evaluated the 

equivalent text from 50 non-English languages translated to English, and 

results showed there was a significant, positive correlation between com-

prehension and BLEU scores (Evaluator 1: R = 0.789, p < 0.001; Evalua-

tor 2: R = 0.506, p < 0.001). In another study (Aiken, 2019), there was a 

significant, positive correlation (R=0.530, p < 0.001) between one re-

viewer’s comprehension of the translated text sample and BLEU scores.  

Therefore, for this limited text, the use of BLEU scores appears to be ap-

propriate for a comparison of systems.   

This new study compared the eight translation systems listed in Ta-

ble 1 using the seven most-spoken languages in the world (Chinese, Eng-

lish, Hindi, Spanish, Arabic, Malay, and Russian). BLEU scores were cal-

culated using Tilde Custom Machine Translation’s Interactive BLEU 

score evaluator (https://www.letsmt.eu/Bleu.aspx ). Table 2 shows an ex-

ample with BLEU scores of Chinese-to-English translations.  

 

Table 2: Translations from Chinese to English  

for “My hovercraft is full of eels.” 

 

 

System 

 

 

Translation to English 

 

BLEU 

Score 

Yandex My hovercraft is full of eels. 100 

Google My hovercraft is full of trout. 87 

Bing My hovercraft is full of mackerel. 87 

Systran My hovercraft is full of eel. 87 

PROMT My hovercraft, is filled with Eels. 66 

Babylon My air pad fitted boat full of 鱔 fish. 45 

WorldLingo My hovercraft has packed the finless 

eel. 

44 

Reverso My air cushion ship was filled with 

eels. 

40 

 

Tables 3 -10 show average BLEU scores calculated from source lan-

guages (row headings) and targets (column headings) as follows: 

 

Table 3: Google Translate BLEU scores 

Table 4: Bing Translator BLEU scores 

Table 5:  Systran BLEU scores  

Table 6:  PROMT Online BLEU scores 

Table 7:  WorldLingo BLEU scores 

Table 8:  Reverso BLEU scores 

Table 9: Babylon BLEU scores 

Table 10: Yandex BLEU scores  

 

There was no translation to Chinese because the software was not 

able to calculate scores for that character set.  Overall average scores are 

shown in the cell at the bottom right of each table.  

Only Google, Bing, and Yandex translated all seven source lan-

guages, with resulting overall average scores of 58.9, 57.1, and 56.6, re-

spectively, and there was no significant difference between Google and 

Bing (p = 0.65) or between Google and Yandex (p = 0.60).  

Babylon and PROMT did not support Malay, and WorldLingo and 

Reverso did not support Malay and Hindi. Systran supported only English 

as a source language consistently.  

 Eliminating Malay and Hindi from the analysis (and disregarding 

Systran) gave the following overall averages: Yandex – 68.5, Google – 

67.6, Bing - 64.3, Babylon – 47.0, PROMT - 46.3, Reverso – 44.5, and 

WordLingo – 39.9. Again, there were no significant differences among the 

top three systems: Yandex-Google (p = 0.68) and Yandex-Bing (p = 0.36). 

 

https://translate.google.com/
https://translate.yandex.com/
https://www.bing.com/translator
https://translate.systran.net/translationTools/text
https://translate.systran.net/translationTools/text
https://translation.babylon-software.com/
https://www.online-translator.com/
http://www.worldlingo.com/
http://www.reverso.net/text_translation.aspx
http://www.reverso.net/text_translation.aspx
http://www.omniglot.com/
https://www.letsmt.eu/Bleu.aspx
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Table 3: Google Translate BLEU scores 

 

 

Source/ 

Target 
E

n
g

li
sh

 

H
in

d
i 

S
p

a
n

is
h

 

A
r
a

b
ic

 

M
a

la
y

 

R
u

ss
ia

n
  

 

Mean 

Chinese 78 38 74 39 67 71 61.2 

English  42 71 56 72 74 63 

Hindi 55  53 30 62 31 46.2 

Spanish 80 35  43 69 68 59 

Arabic 76 40 67  62 83 65.6 

Malay 76 40 69 49  48 56.4 

Russian 84 39 65 51 65  60.8 

Mean 74.8 39.0 66.5 44.7 66.2 62.5 58.9 

 

 

 

Table 4: Bing Translator BLEU scores 

 

 

 

Source/ 

Target E
n

g
li

sh
 

H
in

d
i 

S
p

a
n

is
h

 

A
r
a

b
ic

 

M
a

la
y

 

R
u

ss
ia

n
 

 

 

 

Mean 

Chinese 82 44 70 38 65 66 60.8 

English  43 83 45 66 70 61.4 

Hindi 64  53 24 58 43 48.4 

Spanish 86 43  34 59 62 56.8 

Arabic 68 39 57  56 63 56.6 

Malay 73 38 67 32  56 53.2 

Russian 90 38 77 42 65  62.4 

Mean 77.2 40.8 67.8 35.8 61.5 60 57.1 

 

 

 

Table 5: Systran BLEU scores  (X = not supported) 

 

 

 

Source/ 

Target E
n

g
li

sh
 

H
in

d
i 

S
p

a
n

is
h

 

A
r
a

b
ic

 

M
a

la
y

 

R
u

ss
ia

n
 

 

 

 

Mean 

Chinese 79 X 74 X X X 76.5 

English  42 76 49 71 59 59.4 

Hindi 78  58 X X X 68 

Spanish 81 30  X 61 X 57.3 

Arabic 80 X X  X X 80 

Malay 74 X 60 X X X 67 

Russian 87 X X X X  87 

Mean 79.8 36 67 49 66 59 65.1 

 

 

 

Table 6: PROMT Online BLEU scores (X = not supported) 

 

 

 

Source/ 

Target E
n

g
li

sh
 

H
in

d
i 

S
p

a
n

is
h

 

A
r
a

b
ic

 

M
a

la
y

 

R
u

ss
ia

n
 

 

 

 

Mean 

Chinese 71 31 59 38 X 11 42 

English  42 61 55 X 13 42.8 

Hindi 50  41 29 X 10 32.5 

Spanish 64 36  33 X 11 36 

Arabic 80 35 53  X 14 45.5 

Malay X X X X X X X 

Russian 79 38 40 58 X  53.8 

Mean 68.8 36.4 50.8 42.6 X 11.8 42.1 

 

 

 

Table 7: WorldLingo BLEU scores   (X = not supported) 

 

 

 

Source/ 

Target E
n

g
li

sh
 

H
in

d
i 

S
p

a
n

is
h

 

A
r
a

b
ic

 

M
a

la
y

 

R
u

ss
ia

n
 

 

 

 

Mean 

Chinese 54 X 38 24 X 35 37.8 

English  X 60 26 X 55 47 

Hindi X X X X X X X 

Spanish 70 X  21 X 42 44.3 

Arabic 42 X 27  X 30 33 

Malay X X X X X X X 

Russian 56 X 30 27 X  37.7 

Mean 55.5 X 38.8 24.5 X 40.5 39.9 

 

 

 

Table 8: Reverso BLEU scores (X = not supported) 

 

 

 

Source/ 

Target E
n

g
li

sh
 

H
in

d
i 

S
p

a
n

is
h

 

A
r
a

b
ic

 

M
a

la
y

 

R
u

ss
ia

n
 

 

 

 

Mean 

Chinese 67 X 53 15 X 28 40.8 

English  X 67 20 X 59 48.7 

Hindi X X X X X X X 

Spanish 77 X  7 X 32 38.7 

Arabic 69 X 45  X 55 56.3 

Malay X X X X X X X 

Russian 63 X 39 14 X  38.7 

Mean 69 X 51 14 X 43.5 44.5 
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Table 9: Babylon BLEU scores (X = not supported) 

 

 

 

Source/ 

Target E
n

g
li

sh
 

H
in

d
i 

S
p

a
n

is
h

 

A
r
a

b
ic

 

M
a

la
y

 

R
u

ss
ia

n
 

 

 

 

Mean 

Chinese 32 2 24 18 X 54 26 

English  2 77 12 X 81 43 

Hindi 3  3 4 X 31 10.3 

Spanish 72 3  2 X 51 32 

Arabic 54 1 26  X 65 36.5 

Malay X X X X X X X 

Russian 83 2 78 16 X  44.8 

Mean 48.8 2 41.6 10.4 X 56.4 40.5 

 

 

 

Table 10: Yandex BLEU scores 

 

 

 

Source/ 

Target E
n

g
li

sh
 

H
in

d
i 

S
p

a
n

is
h

 

A
r
a

b
ic

 

M
a

la
y

 

R
u

ss
ia

n
 

 

 

 

Mean 

Chinese 90 39 77 51 60 65 63.7 

English  40 85 51 63 65 60.8 

Hindi 52  47 14 10 11 26.8 

Spanish 85 43  43 60 69 60 

Arabic 82 41 67  56 73 63.8 

Malay 84 42 66 48  68 61.6 

Russian 85 38 61 48 62  58.8 

Mean 79.7 40.5 67.2 42.5 51.8 58.5 56.6 

 

 

5 Conclusion 

This study is perhaps the first to compare eight popular, free, online trans-

lation systems with seven languages in all combinations (except Chinese 

as the target). Results showed that, similar to other studies, Google Trans-

late was more accurate overall as compared to the other seven automatic 

language translators used for this study. In general, as expected, Google 

Translate is more accurate when the source language and target language 

are similar languages or dialects. For example translation from English to 

Spanish, or, Malaysian Malay to Indonesian will generate better transla-

tion than translation from German to Hindi. So while Google Translate 

had the best results and works well it might not be the most ideal option 

for some specific language pairs. In addition, as compared to other auto-

matic language translators, Google Translate provides support for far more 

languages than competitors do. 

 

 

6 Limitations and Directions for Future Research 

As with similar studies this study suffers from some limitations including 

the use of automatic evaluation rather than human review of translations, 

a limited sample of text, and a limitation of only six languages. Future 

research can potentially include other, and perhaps more complex, text 

samples, different languages and language pairs, and, alternate evaluation 

and analysis techniques. 
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