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Much philosophical thought on the subject of ethics has been driven
by the consideration of ethical dilemmas. Many of these involve deciding
upon a course of action when values conflict1. For instance should some-
one be permitted to do something that is harmful to them (e.g., smoking)
where the values of respect for human autonomy and prevention of harm
come into conflict. We consider here an implementation route to ethi-
cal reasoning where multiple values are at play in which we frame the
problem in terms of multiple agents.

1 Background

1.1 Ethical Governor Systems

There are numerous candidate implementations of ethical reasoning many
of which consider how the claims of multiple values or principles can be
weighed (e.g., [1]).

We take as our starting point ethical governor or consequence engine
systems [2, 17, 16] in which a governor evaluates the ethical outcomes
of actions proposed by some underlying system. The governor typically
vetoes unethical actions, but may also select the most ethical or even
demand more options from the underlying system [6]. Arkin’s ethical
governor [2] is generally credited as being the first such system. This was
originally devised for use with autonomous weapons targeting systems
and was divided into an evidential reasoner which evaluated the likely
outcomes of firing a missile at a potential target and a constraint system
which considered the acceptability of these outcomes by applying ethical
codes such as the laws of war and rules of engagement.

1 Though not all, it is notable that the widely discussed trolley problems [8, 3] are all concerned
with saving lives and the dilemmas arise from questions of how many lives, whose lives, the
action necessary to preserve lives, and the context in which the dilemma arises



An advantage of governor style systems is that the ethical governor
can encapsulate ethical reasoning in a manner that is transparent and
amenable to analysis. The underlying system, on the other hand, may
be much more complex and hard to analyse, using statistical and other
opaque methods to select its suggestions. In this way the power and flex-
ibility of, for instance, a deep neural network based system can be com-
bined with transparency at the ethics level.

Dennis and Fisher [7] proposed extending this architecture to multi-
ple evidential reasoners all of which submit their evaluations to an arbiter.
We here frame this as a multi-agent problem.

1.2 Cognitive Agent Systems
At its most general, an agent is an abstract concept that represents an
autonomous computational entity that makes its own decisions [18]. A
general agent is simply the encapsulation of some distributed computa-
tional component within a larger system. However, in many settings, it
is important for a computational agent to have explicit and transparent
reasons for making one choice over another.

Cognitive agents [5, 19] enable the representation of this kind of rea-
soning. Cognitive agent systems typically represent explicit beliefs and
goals for each agent, which in turn determine the agent’s intentions. Such
agents make decisions about what action to perform, given their current
beliefs, goals and intentions.

The predominant view of rational agency is that encapsulated within
the Beliefs-Desires-Intentions model (BDI) [12, 13]. Beliefs represent the
agent’s (possibly incomplete, possibly incorrect) information about it-
self, other agents, and its environment, desires represent the agent’s long-
term goals while intentions represent the goals that the agent is actively
pursuing.

There are many different agent programming languages and agent
platforms based, at least in part, on the BDI approach. We have chosen
the popular Jason agent programming language [4] as our development
platform.

2 Framework
We model each of our evidential reasoners and the arbiter as cognitive
agents in Jason. Each evidential reasoner is responsible for generating



beliefs about the acceptability of some action in some context with re-
spect to a particular value. The arbiter is responsible for weighing the
judgements of the evidential reasoners to come to a conclusion about the
overall acceptability of each action.

This system has been evaluated on an adaptation of an example by
Winfield et al [17]. In Winfield’s experiments a robot is operating in the
vicinity of a hazard, a hole in the ground. If the robot detects that a human
is approaching the hazard then the robot intervenes by placing itself in
the human’s path. Of course, there are plenty of situations in which a
human, particularly in a workplace setting, may have legitimate reasons
for wishing to approach a hazard. We reframe this problem as one in
which a human is moving around an area containing radioactive hazards
which become more extreme the closer the human approaches towards
the hazard.

The underlying system has goals of its own that the robot must per-
form. At each time step this system proposes three possible actions: one
in which the agent continues to move towards its goal, one in which it
moves in a direction that will ultimately place it between the human and
the radiation hazard based upon assumptions about the human’s current
movements, and one in which it moves away from the human. There
are two evidential reasoners: the safety reasoner considers how close
the human is to the radiation hazard and assigns a score to moves that
would place the robot between the human and the hazard according to
this distance – the closer the human is to the hazard, the higher the score;
the autonomy reasoner evaluates how often the robot has recently “got
in the way” of the human (and thus hampered the human’s autonomy)
and scores moves that take the robot away from the human accordingly.
These scores are then communicated to the arbiter. The arbiter weighs
the scores from the two evidential reasoners – these weights can depend
upon context. For instance, if the human is wearing appropriate protec-
tive clothing then the weights applied to the safety reasoner’s scores are
reduced giving higher priority to the judgments of the autonomy rea-
soner.

This representation of ethics makes it explicit to developers and users
how the competing concerns of safety and human autonomy are treated
within the system, allowing this to be analysed and discussed by stake-
holders. Furthermore we can demonstrate via simulation how different
values given to these weights and different assumptions about the be-



haviour of the human affect the chances of the human gaining too high a
dose of radiation, which can further inform the design and verification of
the system.

3 Discussion

We are advocating the use of multiple communicating cognitive agents as
a architecture for implementing governor style ethical reasoning where
multiple values are relevant. Our particular implementation uses conse-
quentialist style reasoning and can be viewed as an implementation of
utilitarianism [10] in which each evidential reasoner evaluates the utility
of each action according to its single value viewpoint and the arbiter then
uses these sub-utilities to calculate an overall utility of the actions. How-
ever the nature of BDI programming means it would also be possible to
construct such a system to use a different ethical theory such as those
based on Ross’s prima facie duties [14] or Deontic Logic [9].

Our argument is that a multi-agent architecture allows a system de-
signer to separate out the reasoning relevant to each individual value,
and the reasoning about which value(s) take precedence in some situa-
tion. Furthermore the use of cognitive agents allows this reasoning to be
implemented in a transparent fashion as advocated by many approaches
to responsible AI [11, 15].
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