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Abstract

Data on businesses collected by statistical agencies are challenging to protect. Many businesses have

unique characteristics, and distributions of employment, sales, and profits are highly skewed. Attackers

wishing to conduct identification attacks often have access to much more information than for any in-

dividual. As a consequence, most disclosure avoidance mechanisms fail to strike an acceptable balance

between usefulness and confidentiality protection. Detailed aggregate statistics by geography or detailed

industry classes are rare, public-use microdata on businesses are virtually inexistant, and access to con-

fidential microdata can be burdensome. Synthetic microdata have been proposed as a secure mechanism

to publish microdata, as part of a broader discussion of how to provide broader access to such datasets

to researchers.

In this article, we document an experiment to create analytically valid synthetic data, using the

exact same model and methods previously employed for the United States, for data from two di↵erent

countries: Canada (Longitudinal Employment Analysis Program (LEAP)) and Germany (Establishment

History Panel (BHP)). We assess utility and protection, and provide an assessment of the feasibility of

extending such an approach in a cost-e↵ective way to other data.
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1 Introduction

There is growing demand for firm-level data allowing detailed studies of firm dynamics. Recent examples

include Bartelsman, Haltiwanger, and Scarpetta (2009) who use cross-country firm-level data to study av-

erage post-entry behavior of young firms. Sedláček and Sterk (2017) use the Business Dynamics Statistics

(BDS) to show the role of firm size in firm dynamics. However, such studies are made di�cult due to the

limited or restricted access to firm-level data.

Data on businesses collected by statistical agencies are challenging to protect. Many businesses have

unique characteristics, and distributions of employment, sales, and profits are highly skewed. Attackers

wishing to conduct identification attacks often have access to much more information than for any individual.

It is easy to find examples of firms and establishments that are so dominant in their industry or location

that they would be immediately identified if data were publicly released that included their survey responses

or administratively collected data. Finally, there are also greater financial incentives to identifying the

particulars of some firms and their competitors.

As a consequence, most disclosure avoidance mechanisms fail to strike an acceptable balance between

usefulness and confidentiality protection. Detailed aggregate statistics by geography or detailed industry

classes are rare, public-use microdata on business are virtually inexistant,1 and access to confidential mi-

crodata can be burdensome. It is not uncommon that access to establishment microdata, if granted at all,

is provided through data enclaves (Research Data Centers), at headquarters of statistical agencies, or some

other limited means, under strict security conditions. These restrictions on data access reduce the growth

of knowledge by increasing the cost to researchers of accessing the data.

Synthetic microdata have been proposed as a secure mechanism to publish microdata (Drechsler et

al. 2008; Drechsler 2012; National Research Council 2007; Jarmin, Louis, and Miranda 2014), based on

suggestions and methods first proposed by Rubin (1993) and Little (1993). Such data are part of a broader

discussion of how to provide improved access to such datasets to researchers (Bender 2009; Vilhuber 2013;

Abowd and Lane 2004; Abowd and Schmutte 2015).2 For business data, synthetic business microdata were

released in the United States (Kinney et al. 2011b) and in Germany (Drechsler 2011b) in 2011. The former

dataset, called Synthetic Longitudinal Business Database (LBD) (SynLBD), was released to an easily web-

accessible computing environment (Abowd and Vilhuber 2010), and combined with a validation mechanism.

By making disclosable synthetic microdata available through a remotely accessible data server, combined

with a validation server, the SynLBD approach alleviates some of the access restrictions associated with

economic data. The approach is mutually beneficial to both agency and researchers. Researchers can

1See Guzman and Stern (2016) and Guzman and Stern (2020) for an example of scraped, public-use microdata.
2For a recent overview of some, see Vilhuber, Abowd, and Reiter (2016). See Drechsler (2011a) for a review of the theory

and applications of the synthetic data methodology. Other access methods include secure data enclaves (e.g., research data
centers of the U.S. Federal Statistical System, of the German Federal Employment Agency, others), and remote submission
systems. We will comment on the latter in the conclusion.
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access public use servers at little or no cost, and can later validate their model-based inferences on the full

confidential microdata. Details about the modeling strategies used for the SynLBDcan be found in Kinney

et al. (2011b) and Kinney et al. (2011a).

In this article, we document an experiment to create analytically valid synthetic data, using the exact

same model and methods previously used to create the SynLBD, but applied to data from two di↵erent

countries: Canada (Longitudinal Employment Analysis Program (LEAP)) and Germany (Establishment

History Panel (BHP)). We describe all three countries’ data in Section 2.

In Canada, the Canadian Center for Data Development and Economic Research (CDER) was created

in 2011 to allow Statistics Canada to make better use of its business data holdings, without compromising

security. Secure access to business microdata for approved analytical research projects is done through a

physical facility located in Statistics Canada’s headquarters.

CDER implements many risk mitigation measures to alleviate the security risks specific to micro-level

business data including limits on tabular outputs, centralized vetting, monitoring of program logs. Access

to the data is done through a Statistics Canada designed interface in which actual observations cannot be

viewed. But the most significant barrier to access remains the cost of traveling to Ottawa.

The Institute for Employment Research (IAB) in Germany also strictly regulates the access to its business

data. All business data can be accessed exclusively onsite at the research data center (RDC) and only after

the research proposal has been approved by the Federal Ministry of Labour and Social A↵airs. All output

is carefully checked by sta↵ at the RDC and only cleared output can be removed from the RDC.

The experiment described in this paper aims not so much at finding the best synthetic data method for

each file, but rather to assess the e↵ectiveness of using a ‘pre-packaged’ method to cost-e↵ectively generate

synthetic data. In particular, while we could have used newer implementations of methods combined with

a pre-defined or automated model (Nowok, Raab, and Dibben 2016; Raab, Nowok, and Dibben 2018), we

chose to use the exact SAS code used to create the original SynLBD. A brief synopsis of the method, and

any adjustments we made to take into account structural data di↵erences, are described in Section 3.

We verify the analytical validity of the synthetic data files so created along a variety of measures. First,

we show how well average firm characteristics (gross employment, total payroll) in the synthetic data match

those from the original data. We also consider how well the synthetic data replicates various measures of

firm dynamics (entry and exit rates) and job flows (job creation and destruction rate). Second, we assess

whether measures of economic growth vary between both datasets using dynamic panel data models. Finally,

to assess the analytical validity from a more general perspective, we compute global validity measures based

on the ideas of propensity score matching as proposed by Woo et al. (2009) and Snoke et al. (2018).

To assess how protective the newly created synthetic database is, we estimate the probability that the

synthetic first year equals the true first year given the synthetic fist year.

3



The rest of the paper is organized as follows. Section 2 describes the di↵erent data sources and sum-

marizes which steps were taken to harmonize the datasets prior to the actual synthesis. Section 3 provides

some background on the synthesis methods, limitations in the applications, and a discussion of some of the

measures, which are used in Section 4 to evaluate the analytical validity of the generated datasets. Prelimi-

nary results regarding the achieved level of protection are included in Section 5. The paper concludes with

a discussion of the implications of the study for future data synthesis projects.

2 Data

In this section, we briefly describe the structure of the three data sources.

2.1 United States: Longitudinal Business Database (LBD)

The LBD (U.S. Census Bureau 2015) is created from the U.S. Census Bureau’s Business Register (BR) by

creating longitudinal links of establishments using name and address matching. The database has information

on birth, death, location, industry, firm a�liation of employer establishments, and ownership by multi-

establishment firms, as well as their employment over time, for nearly all sectors of the economy from 1976

through 2015 (as of this writing). It serves as a key linkage file as well as a research dataset in its own right

for numerous research articles, as well as a tabulation input to the U.S. Census Bureau’s Business Dynamics

Statistics (U.S. Census Bureau 2017, BDS). Other statistics created from the underlying Business Register

include the County Business Patterns (U.S. Census Bureau 2016a, CBP) and the Statistics of U.S. Businesses

(U.S. Census Bureau 2016b, SBUSB). For a full description, readers should consult Jarmin and Miranda

(2002). The key variables of interest for this experiment are birth and death dates, payroll, employment, and

the industry coding of the establishment. Kinney, Reiter, and Miranda (2014b) explore a possible expansion

of the synthesis methods described later to include location and firm a�liation. Note that information

on payroll and employment does not come from individual-level wage records, as is the case for both the

Canadian and German datasets described below, as well as for the Quarterly Workforce Indicators (Abowd

et al. 2009) derived from the Longitudinal Employer-Household Dynamics (Vilhuber 2018, LEHD) in the

United States. Thus, methods that connect establishments based on labor flows (Benedetto et al. 2007;

Hethey and Schmieder 2010) are not employed. We also note that payroll is the cumulative sum of wages

paid over the entire calendar year, whereas employment is measured as of March 12 of each year.

2.2 Canada: Longitudinal Employment Analysis Program (LEAP)

The LEAP (Statistics Canada 2019b) contains information on annual employment for each employer business

in all sectors of the Canadian economy. It covers incorporated and unincorporated businesses that issue at
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least one annual statement of remuneration paid (T4 slips) in any given calendar year. It excludes self-

employed individuals or partnerships with non-salaried participants.

To construct the LEAP, Statistics Canada uses three sources of information: (1) T4 administrative data

from the Canada Revenue Agency (CRA), (2) data from Statistics Canada’s Business Register (Statistics

Canada 2019c), and (3) data from Statistics Canada’s Survey of Employment, Payrolls and Hours (SEPH)

(Statistics Canada 2019a). In general, all employers in Canada provide employees with a T4 slip if they paid

employment income, taxable allowances and benefits, or any other remuneration in any calendar year. The

T4 information is reported to the tax agency, which in turn provides this information to Statistics Canada.

The Business Register is Statistics Canada’s central repository of baseline information on businesses and

institutions operating in Canada. It is used as the survey frame for all business related data sets. The

objective of the SEPH is to provide monthly information on the level of earnings, the number of jobs, and

hours worked by detailed industry at the national and provincial levels. To do so, it combines a census of

approximately one million payroll deductions provided by the CRA, and the Business Payrolls Survey, a

sample of 15,000 establishments.

The core LEAP contains four variables (1) a longitudinal Business Register Identifier (LBRID), (2) an

industry classification, (3) payroll and (4) a measure of employment. The LBRID uniquely identifies each

enterprise and is derived from the Business Register. To avoid “false” deaths and births due to mergers, re-

structuring or changes in reporting practices, Statistics Canada uses employment flows. Similar to Benedetto

et al. (2007) and Hethey and Schmieder (2010), the method compares the cluster of workers in each newly

identified enterprise with all the clusters of workers in firms from the previous year. This comparison yields

a new identifier (LBRID) derived from those of the BR. The industry classification comes from the BR

for single-industry firms. If a firm operates in multiple industries, information on payroll from the SEPH

is used to identify the industry in which the firm pays the highest payroll. Prior to 1991, information on

industry was based on the SIC, but it is currently based on the North American Industrial Classification

System (NAICS). We use the information at the NAICS four-digit (industry group) level. The firm’s payroll

is measured as the sum of all T4s reported to the CRA for the calendar year. Employment is measured either

using Individual Labour Unit (ILU) or Average Labour Unit (ALU). ALUs are obtained by dividing the

payroll by the average annual earnings in its industry/province/class category computed using the SEPH.

ILUs are a head count of the number of T4 issued by the enterprise, with employees working for multiple

employers split proportionately across firms according to their total annual payroll earned in each firm.

For the purpose of this experiment, we exclude the public sector (NAICS 61, 62, and 91), even though it

is contained in the database, because it may not be accurately captured (Statistics Canada 2019b). Statistics

Canada does not publish any statistics for those sectors.
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2.3 Germany: Establishment History Panel (BHP)

The core database for the Establishment History Panel is the German Social Security Data (GSSD), which

is based on the integrated notification procedure for the health, pension and unemployment insurances,

introduced in 1973. Employers report information on all their employees. Aggregating this information via

an establishment identifier yields the Establishment History Panel (Bundesagentur für Arbeit 2013, German

abbreviation: BHP). We used data from 1975 until 2008, which at the time this project started was the

most current data available for research. Information for the former Eastern German States is limited to the

years 1992-2008.

Due to the purpose and structure of the GSSD, some variables present in the LBD are not available on the

BHP. Firm-level information is not captured, and it is thus not known whether establishments are part of

a multi-establishment employer. In 1999, reporting requirements were extended to all establishments; prior

to that date, only establishments that had at least one employee covered by social security on the reference

date June 30 of each year were subject to filing requirements. Payroll and employment are both based on a

reference date of June 30, and are thus consistent point-in-time measures. Industries are identified according

to the WZ 2003 classification system (Statistisches Bundesamt 2003) at the five digit level.3 We aggregated

the industry information for this project using the first four digits of the coding system.

2.4 Harmonizing and Preprocessing

In all countries, the underlying data provide annual measures. However, SynLBD assumes a longitudinal

(wide) structure of the dataset, with invariant industry (and location). In all cases, the modal industry is

chosen to represent the entity’s industrial activity. Further adjustments made to the BHP for this project

include estimating full-year payroll, creating time-consistent geographic information, and applying employ-

ment flow methods (Hethey and Schmieder 2010) to adjust for spurious births and deaths in establishment

identifiers. Drechsler and Vilhuber (2014b) provide a detailed description of the steps taken to harmonize

the input data.

In both Canada and Germany, we encountered various technical and data-driven limitations. In all

countries, data in the first year and last year are occasionally problematic, and such data were dropped.

Both the German and the Canadian data experience some level of industry coding change, which may

a↵ect the classification of some entities. Furthermore, due to the nature of the underlying data, entities are

establishments in Germany and the US, but employers in Canada.

After the various standardizations and choices made above, the data structure is intended to be com-

parable, as summarized in Table 1. The column ”Nature” identifies the treatment of the variable in the

3The WZ 2003 classification system is compliant with the requirements of the Statistical Classification of Economic Activities
in the European Community (NACE Rev. 1.1), which is based on the International Standard Industrial Classification (ISIC
Rev. 3.1).
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synthesis process SynLBD.

Table 1: Variable descriptions and comparison

Name Type Description US Canada Germany Nature

Entity Identifier identifier Establishment Employer Establishment Created

Industry code Categorical Various across countries SIC3 NAICS4 WZ2003 Unmodified
(3-digit ) (4-digit) (4-digit)

First year Categorical First year entity is observed — firstyear — Synthesized
Last year Categorical Last year entity is observed — lastyear — Synthesized
Year Categorical Year dating of annual variables — year — Derived

Employment Continuous Employment measure Count ALU* Count Synthesized
(March 15) (annual) (June 30)

Payroll Continuous Payroll (annual) Reported Computed Computed, Synthesized
Adjusted

* ALU = Average Labour Unit. See text for additional explanations.

3 Methodology

To create a partially synthetic database with analytic validity from longitudinal establishment data, Kinney et

al. (2011a) synthesize the life-span of establishments, as well as the evolution of their employment, conditional

on industry over that synthetic lifespan. Geography is not synthesized, but is suppressed from the released

file (Kinney et al. 2011a). Applying this to the LBD, Kinney et al. (2011b) created the current version

of the Synthetic LBD, based on the Standard Industrial Classification (SIC) and extending through 2000.

Kinney, Reiter, and Miranda (2014a) describe e↵orts to create a new version of the Synthetic LBD, using a

longer time series (through 2010) and newer industry coding (NAICS), while also adjusting and extending

the models for improved analytic validity and the imputation of additional variables. In this paper, we refer

to and re-use the older methodology, which we will call SynLBD. Our emphasis is on the comparability of

results obtained for a given methodology across the various applications.

The general approach to data synthesis is to generate a joint posterior predictive distribution of Y |X

where Y are variables to be synthesized and X are unsynthesized variables. The synthetic data are generated

by sampling new values from this distribution. In SynLBD, variables are synthesized in a sequential fashion,

with categorical variables being generally processed first using a variant of Dirichlet-Multinomial models.

Continuous variables are then synthesized using a normal linear regression model with kernel density-based

transformation (Woodcock and Benedetto 2009).4 The synthesis models are run independently for each

industry. SynLBD is implemented in SASTM, which is frequently used in national statistical o�ces.

To evaluate whether synthetic data algorithms developed in the U.S. can be adapted to generate similar

synthetic data for other countries, Drechsler and Vilhuber (2014a) implement SynLBD to the German

4Kinney, Reiter, and Miranda (2014a) shift to a Classification and Regression Trees (CART) model with Bayesian bootstrap.
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Longitudinal Business Database (GLBD). In this paper, we extend the analysis from the earlier paper, and

extend the application to the Canadian context (SynLEAP).

3.1 Limitations

In all countries, the synthesis of certain industries failed to complete. In both Canada and the US, this

number is less than 10. In Canada, they account for about 7 percent of the total number of observations

(see Table 13 in the Online Appendix).

In the German case, our experiments were limited to only a handful of industries, due to a combination of

time and software availability factors. The results should still be considered preliminary. In both countries, as

outlined in Section 2, there are subtle but potentially important di↵erences in the various variable definitions.

Industry coding di↵ers across all three countries, and the level of detail in each of the industry codings may

a↵ect the success and precision of the synthesis.5

As noted in Section 2, entities are establishments in Germany and the US, but employers in Canada.

SynLBD should work on any level of entity aggregation (see Kinney, Reiter, and Miranda (2014a) for an

application to hierarchical firm data with both firm/employer and establishment level imputation). However,

these di↵erences may a↵ect the observed density of the data within industry-year categories, and therefore

the overall comparability.

Finally, due to a feature of SynLBD that we did not fully explore, synthesis of data in the last year of

the data generally was of poor quality. For some industry-country pairs, this also happened in the first year.

We dropped those observations.

3.2 Measuring outcomes

In order to assess the outcomes of the experiment, we inspect analytical validity by various measures and also

evaluate the extent of confidentiality protection. To check analytical validity, we compare basic univariate

time series between the synthetic and confidential data (employment, entity entry and exit rates, job creation

and destruction rates), and the distribution of entities (firms and establishment, depending on country),

employment, and payroll across time by industry. For a more complex assessment, we compute a dynamic

panel data model of economic (employment) growth on each dataset. We computed, but do not report here

the confidence interval overlap measure (CIO) proposed by Karr et al. (2006) in all these evaluations.6 The

CIO is a popular measure when evaluating the validity for specific analyses. It evaluates how much the

confidence intervals of the original data and the synthetic data overlap. We did not find this measure to

5Statistics Canada and Bureau of the Census (1991), when comparing the 1987 US Standard Industrial Classification (SIC)
to the 1980 Canadian SIC, already pointed out that the degree of specialization, the organization of production, and the size of
the respective markets di↵ered. Thus, the density of establishments within each of the chosen categories is likely to a↵ect the
quality of the synthesis.

6The full parameter estimates and the computed CIO are available in our replication materials (Alam et al. 2020).
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be useful in our context. Most of our analyses are based on millions of records, and observed confidence

intervals were so small that confidence intervals (almost) never overlap even when the estimates between the

original data and the synthetic data are quite close.

To provide a more comprehensive measure of quality of the synthetic data relative to the confidential

data, we compute the pMSE (propensity score mean-squared error, Woo et al. 2009; Snoke and Slavkovic

2018; Snoke et al. 2018): the mean-squared error of the predicted probabilities (i.e., propensity scores) for

those two databases. Specifically, pMSE is a metric to assess how well we are able to discern the high

distributional similarity between synthetic data and confidential data. We follow Woo et al. (2009) and

Snoke and Slavkovic (2018) to calculate the pMSE, using the following algorithm:

1. Append the n1 rows of the confidential database X to the n2 rows of the synthetic database Xs to

create Xcomb with N = n1 + n2 rows, where both X and Xs are in the long format.

2. Create a variable Iet denoting membership of an observation for entity e, e = 1, . . . , E, at time point

t, t = 1, . . . , T , in the component databases, Iet = {1 : Xcomb
et 2 Xs}. Iet takes on values of 1 for the

synthetic database and 0 for the confidential database.

3. Fit the following generalised linear model to predict I

P (Iet = 1) = g�1(�0 + �1Empet + �2Payet +AgeTet�3 + �t + �i), (1)

where Empet is log employment of entity e in year t, Payet is log payroll of entity e in year t, Ageet is a

vector of age classes of entity e in year t, �t is a year fixed e↵ect, �i is an time-invariant industry-specific

e↵ect for the industry classification i of entity e, and g is an appropriate link function (in this case,

the logit link).

4. Calculate the predicted probabilities, p̂et.

5. Compute pMSE = 1
N

PT
t=1

PE
e=1(p̂et � c)2, where c = n2/N .

If n1 = n2, pMSE = 0 means every p̂i = 0.5, and the two databases are distributionally indistinguishable,

suggesting high analytical validity. While the number of records in the synthetic data typically matches

the number of records in the original data, i.e., n1 = n2, this does not necessarily hold in our application.

Although the synthesis process ensures that the total number of entities is the same in both datasets, the

years in which the entities are observed will generally di↵er between the original data and the synthetic data

and thus the number of records in the long format will not necessarily match between the two datasets. For

this reason we follow Woo et al. (2009) and Snoke et al. (2018) and use c = n2/N instead of fixing c at 0.5.

Using this more general definition, c will always be the mean of the predicted propensity scores so that the

pMSE measures the average of the squared deviations from the mean, as intended.
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Since the pMSE depends on the number of predictors included in the propensity score model, Snoke

et al. (2018) derived the expected value and standard deviation for the pMSE under the null hypothesis

(pMSE0) that the synthesis model is correct, i.e, it matches the true data generating process (Snoke et

al. 2018, Equation 1):

E[pMSE0] = (k � 1)(1� c)2
c

N

and

StDev[pMSE0] =
p
2(k � 1)(1� c)2

c

N

where k is the number of synthesized variables used in the propensity model. To measure the analytical

validity of the synthetic data, they suggest looking at the pMSE ratio

pMSEratio =
dpMSE

E[pMSE0]

and the standardized pMSE

pMSEs =
dpMSE � E[pMSE0]

StDev[pMSE0]
,

where dpMSE is the estimated pMSE based on the data at hand. Under the null hypothesis, the pMSE

ratio has an expectation of 1 and the expectation of the standardized pMSEs is zero.

4 Analytical validity

In the following figures, the data for the Canadian data are shown in the left panels, and the German data

in the right panels. In all cases, the Canadian data are reported for the entire private sector, including the

manufacturing sector but excluding the public sector industries (NAICS 61, 62, and 91). German results are

for two WZ2003 industries.

4.1 Entity Characteristics

Figure 1 shows a comparison between the synthetic data and the original data for gross employment level

(upper panels) and total payroll (lower panels) by year. While the general trends are preserved for both data

sources, the results for the German synthetic data resemble the trends from the original data more closely. For

the Canadian data the positive trends over time are generally overestimated. However, in both cases, levels

are mostly overestimated. These patterns are not robust. When considering the Canadian manufacturing

sector in Canada (Figure 8 in the Online Appendix), trends are better matched, but a significant negative

bias is present in levels.
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(b) GSynLBD

Figure 1: Gross employment level (upper panels) and total payroll (lower panels) by year.

4.2 Dynamics of Job Flows

Key statistics commonly computed from business registers such as the LEAP or the BHP include job flows

over time. Following Davis, Haltiwanger, and Schuh (1996), job creation is defined as the sum of all employ-

ment gains from expanding firms from year t� 1 to year t including entry firms. The job destruction rate is

defined as the sum of all employment losses from contracting firms from year t�1 to year t including exiting

firms. Figure 2 depicts job creation rates (upper panels) and destruction rates (lower panels). The general

levels and trends are preserved for both data sources, but the time-series align more closely for the German

data. Even the substantial increase in job creations in 1993, which can be attributed to the integration

of the data from Eastern Germany after reunification, is remarkably well preserved in the synthetic data.

Still, there seems to be a small but systematic overestimation of job creation and destruction rates in both

synthetic data sources. The substantial deviation in the job destruction rate in the last year of CanSynLBD
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(b) GSynLBD

Figure 2: Job creation rates (upper panels) and job destruction rates (lower panels) by year.

is an artefact requiring further investigation.7

4.3 Entity Dynamics

To assess how well the synthetic data capture entity dynamics, we also compute entry and exit rates, i.e.

how many new entities appear in the data and how many cease to exist relative to the population of entities

in a specific year.8 Figure 3 shows that those rates are very well preserved for both data sources.

Only the (delayed) re-unification spike in the entry rates in the German data is not preserved correctly.

The confidential data show a large spike in entry rates in 1993. In that year, detailed information about

Eastern German establishments was integrated for the first time. However, the synthetic data shows in-

creased entry rates in the two previous years. We speculate that this occurs due to incomplete data in the

confidential data: Establishments were successively integrated into the data starting in 1991, but many East

7The results for the Canadian manufacturing sector are included in Figure 9 in the Online Appendix, and are comparable
to the results for the entire private sector.

8As described in Section 2, for both countries’ data, corrections based on worker flows have been applied, correcting for any
bias due to legal reconfiguration of economic entities.
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German establishments did not report payroll and number of employees in the first two years. Thus, records

existed in the original data, but the establishment size is reported as missing. Such a combination is not

possible in the synthetic data. The synthesis models are constructed to ensure that whenever an establish-

ment exists, it has to have a positive number of employees. Since entry rates are computed by looking at

whether the employment information changed from missing to a positive value, most of the Eastern German

establishments only exist from 1993 on-wards in the original data, but from 1991 in the synthetic data.

The second, smaller spike in the entry rate in the German data occurs in 1999. In that year, employers

were required to report marginally employed workers for the first time. Some establishments exclusively

employ marginally employed workers, and will thus appear for the first time in the data after 1999. The

synthetic data preserves this pattern.
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Figure 3: Entry rates (upper panels) and exit rates (lower panels) by year.
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4.4 Distribution of variables across time and industry

The SynLBD code ensures that the total number of entities that ever exist within the considered time

frame match exactly between the original data and the synthetic data. But each entity’s entry and exit

date are synthesized, and the total number of entities at any particular point in time may di↵er, and with

it employment and payroll. To investigate how well the information is preserved at any given point in time,

we compute the following statistic:

xits = Xits/
X

i

X

t

Xits, (2)

where i is the index for the industry (aggregated to the two digit level for the Canadian data), t is the index

for the year and s denotes the data source (original or synthetic). Xits =
P

j Xitsj , j = 1, . . . , nits is the

variable of interest aggregated at the industry level and nits is the number of entities in industry i at time

point t in data source s. To compute the statistic provided in Equation (2), this number is then divided

by the total of the variable of interest aggregated across all industries and years. Figure 4 plots the results

from the original data against the results from the synthetic data for the number of entities, employment,

and payroll. If the information is well preserved, all points should be close to the 45 degree line.

We find that the share of entities is well preserved for both data sources, but share of employment and

share of payroll vary more in the Canadian data with an upward bias for the larger shares. It should be

noted that the German data shown here and elsewhere in this paper only contain data from two industries,

whereas the Canadian data contains nearly all available industry codes at the two digit level. Thus, results

from Canada are expected to be more diverse. When only considering the Canadian manufacturing sector

(see Figure 10 in the Online Appendix), less bias is present.

4.5 Modelling strategy

To assess how well the synthetic data perform in a more complex model and in the context of an analyst’s

modelling strategy, we simulate how a macroeconomist (the typical user of these data) might approach the

problem of estimating a model for the evolution of employment if only the synthetic data are available.

The analyst will consider both the literature and the data to propose a meaningful model. In doing so, a

sequence of models will be proposed, and tests or theory brought to bear on their merits, potentially rejecting

their appropriateness. In doing so, the outcome that the analyst obtains from following that strategy using

the synthetic data should not diverge substantially from the outcome they would obtain when using the

(inaccessible) confidential data. The specific parameter estimates obtained, and the actual model retained,

are not the goal of this exercise — the focus is on the process.

To do so, our analyst would start by using a base model (typically OLS), and then let economic and

statistical theory suggest more appropriate models. In this case, we will estimate variants of a dynamic panel
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Figure 4: Share of entities (upper panels), share of employment (middle panels), and share of payroll (lower
panels) by year and industry.

data model for the evolution of employment. For each model, tests can be specified to check whether the
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Figure 5: Modelling strategy of a hypothetical analyst

model is an appropriate fit under a certain hypothesis.9 The outcome of this exercise, illustrated by Figure 5,

allows us to assess whether the synthetic data capture variability in economic growth due to industry, firm

age and payroll — the key variables in the data — and whether the analyst might reasonable choose the

same, or a closely related modelling strategy.

The base model is an OLS specification:

Empet = �0 + ✓Empe,t�1 + ⌘Payet +AgeTet� + �i + �t + ✏et (3)

where Empet is log employment of entity e in year t, Empe,t�1 is its one year lag, Payet is the logarithm of

payroll of entity e in year t, Ageet is a vector of dummy variables for age of entity e in year t, �t is a year e↵ect,

�i is a time-invariant industry-specific e↵ect for each industry i, and ✏et is the disturbance term of entity

e in year t. As Empe,t�1 is correlated with �i because Empe,t�1 is itself determined by time-invariant �i,

OLS estimators are biased and inconsistent. To obtain consistent estimates of the parameters in the model,

Arellano and Bond (1991) suggest using generalized method of moments (GMM) estimation methods, as

well as associated tests to assess the validity of the model. We also estimate the model using system GMM

methods proposed by Arellano and Bover (1995) and Blundell and Bond (1998) (System GMM), as well as a

variant of equation (3) that includes a first-order moving average in the error term ✏et (System GMM MA):

Empet = �0 + ✓Empe,t�1 + ⌘Payet +AgeTet� + �t + ↵e + ✏et + ✏e,t�1 (4)

where ↵e is a time-invariant entity e↵ect, which includes any time-invariant industry e↵ects.

The Sargan test (Hansen 1982; Arellano and Bond 1991; Blundell, Bond, and Windmeijer 2001) is used

9We do not describe these models in more detail here, referring the reader to the literature instead, in particular Arellano
and Bover (1995) and Blundell and Bond (1998).

16



to assess the validity of the over-identifying restrictions. We also compute the z-score for the m2 test for

zero autocorrelation in the first-di↵erenced errors of order two (Arellano and Bond 1991).

An interesting derived e↵ect is to consider the long-run e↵ect of (log) payroll on (log) employment, or

the elasticity of employment with respect to payroll. This can be estimated as

⌘? =
⌘̂

1� ✓̂
.

It is important that this model is close, but not identical to the model used to synthesize the data.

In SynLBD, Empet is synthesized as f(Empe,t�1, Xet) (where Xet does not contain Payet), and Payet =

f(Paye,t�1, Empet, Xet) (Kinney et al. 2011b, pg. 366). Thus, the model we chose is purposefully not

(completely) congenial with the synthesis model, but the synthesis process of the SynLBD should preserve

su�cient serial correlation in the data to be able to estimate these models.

We estimate each model and test statistics separately on confidential and synthetic data for the private

sector (and for Canada, for the manufacturing sector). Detailed estimation results are reported in the

Online Appendix. Here we focus on the two regression coe�cients of major interest: ✓ and ⌘, the coe�cients

for lagged employment and payroll, as well as the elasticity ⌘?. Figure 6 plots the bias in the synthetic

coe�cients, i.e., ✓synth � ✓conf and ⌘synth � ⌘conf , for all four models. While the detailed results in the

Online Appendix confirm that all regression coe�cients still have the same sign, all estimates plotted in

Figure 6 show substantial bias in all models in all datasets (the OLS model for the German data being the

only exception). Still, the computed elasticity ⌘? has very little bias in most models.

Figure 6: Bias in estimates of coe�cients on pay and lagged employment
Note: For details on the estimated coe�cients, see the Online Appendix.

However, we observe a striking pattern: The biases of the two regression coe�cients are always symmetric,

i.e. the sum of the biases of ✓synth and ⌘synth is close to zero in all models (and mostly cancel out in the

computation of ⌘?). This may simply be a feature of the modeling strategy pointed out earlier, which

generates serial correlation with a slightly di↵erent structure. Another possible explanation could be that

the model is poorly identified because of multicollinearity generating a ridge for the estimated coe�cients.
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The estimated coe�cients would be highly unstable in this case even in the original data and thus it would

not be surprising to find substantial di↵erences between the coe�cients from the original data and the

coe�cients from the synthetic data. Better understanding this phenomenon will be an interesting area of

future research.

Table 2: m2 and Sargan tests by country

Canada Germany
Model Test Confidential Synthetic Confidential Synthetic

GMM m2 -14.5 -27.54 -2.51 -4.13
Sargan test 69000 15000 3600 2000

System GMM m2 -11.43 -41.6 19.49 -8.83
Sargan test 77000 18000 4500 2800

System GMM MA m2 8.2 -40.03 19.03 -11.69
Sargan test 28000 17000 3100 2500

Note: The Sargan test (Blundell, Bond, and Windmeijer 2001; Arellano and Bond 1991) is used to assess the validity of
the over-identifying restrictions. The z-score for the m2 tests for zero autocorrelation in the first-di↵erenced errors of order
two (Arellano and Bond 1991). See text for additional information.

Whereas the bias in coe�cients is quite consistent across countries and models, specification tests such

as the m2 test for autocorrelation and the Sargan test paint a slightly less consistent picture. Table 2 shows

the two tests for each of the models estimated by country, synthetic status, and model. The Sargan test

rejects the null in both countries and for all models, consistently for confidential and synthetic data. But

the m2 test is of opposite signs for half of the comparisons.

4.6 pMSE

To compute the pMSE, we estimate Equation (1) using logit models. The estimated pMSE is 0.0121 for

the Canadian data (0.0041 for the manufacturing sector) and 0.0013 for the German data (see Table 3).

While these numbers may seem small, the pMSE ratio and the standardized pMSE are large, indicating

that the null hypothesis that the synthetic data and the original data stem from the same data generating

process should be rejected. The expected pMSE is quite sensitive to sample size N . Even small di↵erences

between the original and synthetic data will lead to large values for this test statistic. In both countries, the

confidential data files are quite large (about 2 million cases for Germany and the manufacturing sector in

Canada and about 34.5 million cases for the full Canadian dataset). In practice, therefore, it is quite likely

to reject the null of equivalence given this test’s very high power.
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Table 3: pMSE by sector and country

Country Sector pMSE pMSE ratio standardized pMSE

Canada Manufacturing 0.0041 656.88 4908.17
Canada Private 0.0121 10957.61 135525.77
Germany Universe 0.0013 725.21 2896.85

5 Confidentiality protection

To assess the risk of disclosure, we use a measure proposed by Kinney et al. (2011b): For each industry, we

estimate the fraction of entities for which the synthetic birth year equals the true birth year, conditional on

the synthetic birth year, and interpret it as a probability. Tables 14 and 15 in the Online Appendix show the

minimum, maximum, and mean of these probabilities, by year. Figure 7 shows the maximum and average

values across time, for each country.10 The figure shows that these probabilities are quite low except for the

first year. Entry rates in the first year are much larger than in any other year due to censoring. It is therefore

quite likely that the (left-censored) entry year of the synthetic record matches that of the (left-censored)

original record if the synthetic entry year is the first year observed in the data. A somewhat more muted

version of this e↵ect can be seen for Germany in the years 1991 and 1992, when the lower panel of Figure 7

shows another spike. These are the years in which data from Eastern Germany were added to the database

successively, leading to new sets of (left-censored) entities.

With the exception of the first year in the data, the average rate of concordance between synthetic and

observed birth year of an establishment in the Canadian data is below 5%, and the maximum is never above

50%. The German data reflect results from a smaller set of industries, and while the average concordance is

higher (never above 10%), the maximum is never above 6% other than during the noted entry spikes. This

suggests that the synthetic lifespan of any given entity is highly unlikely to be matched to its confidential

real lifespan. This is generally considered to be a high degree of confidentiality.

6 Conclusion

In this paper, we presented results from two projects that evaluated whether code developed to synthesize

the U.S. LBD can easily be adapted to create synthetic versions of similar data from Canada and Germany.

We considered both univariate time-series comparisons as well as model-based comparisons of coe�cients

and model fit. In general, utility evaluations show significant di↵erences between each country’s synthetic

and confidential data. Frequently-used measures such as confidence interval overlap and pMSE suggest that

the synthetic data are an unreliable image of the confidential data. Less formal comparisons of specification

10The Canadian manufacturing sector is not shown. In the German case, we only use two industries, but we show the average
of the two, rather than the values for both industries, to maintain comparability with the Canadian plot.
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Figure 7: Average and maximum likelihood that synthetic birthyear matches actual birthyear

Note: Plot shows fraction of entities by industry for which the synthetic birth year equals the true
birth year, conditional on the synthetic birth year. Plot has been rescaled to be relative to the first
year observed in the data.

test scores suggest that the synthetic data do not reliably lead to the same modeling decisions.

Interestingly, the utility of the German synthetic data was higher than the utility of the Canadian data

in almost all dimensions evaluated. At this point we can only speculate about potential reasons. The

most important di↵erence between the two data sources is that the German data comprises only a handful

of industries while almost all industries have been included in the Canadian evaluation. Given that the

industries included in the German data were rather large, and synthesis models are run independently for

each industry, it might have been easier to preserve the industry level statistics for the German data. We

cannot exclude the possibility that the structure of the German data aligns more closely with the LBD and

thus the synthesis models tuned on the LBD data provide better results on the (adjusted) BHP than on the

LEAP. We note that both the LBD and the BHP are establishment-level datasets, whereas the LEAP is a

employer-level dataset.

We emphasize that adjustments to the original synthesis code were explicitly limited to ensuring that

the code runs on the new input data. The validity of the synthetic data could possibly be improved by

tuning the synthesis models to the particularities of the data at hand, such as the non-standard dynamics

introduced into the German data by reunification. However, the aim of this project was to illustrate that

the high investments necessary for developing the synthesis code for the LBD o↵ered additional payo↵s as
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the re-use of the code substantially reduced the amount of work required to generate decent synthetic data

products for other business data. One of the major criticisms of the synthetic data approach has been that

investments necessary to develop useful synthesizers are substantial. This project illustrated that substantial

gains can be achieved when exploiting knowledge from previous projects. With the advent of tailor-made

software such as the synthpop package in R (Nowok, Raab, and Dibben 2016), the investments for generating

useful synthetic data might be further reduced in the future.

However, even without fine-tuning or customization of models, the current synthetic data have, in fact,

proven useful. De facto, many deployments of synthetic data, including the Synthetic LBD in the US, have

been used for model preparation by researchers in a public or lower-security environment, with subsequent

remote submission of prepared code for validation against the confidential data. When viewed through

the lens of such a validation system, the synthetic data prepared here would seem to have reasonable

utility. While time series dynamics are not the same, they are broadly similar. Models converged in similar

fashions, and while coe�cients were strictly di↵erent, they were broadly similar and plausible. Specification

tests did not lead to the same conclusions, but they also did not collapse or yield meaningless conclusions.

Thus, we believe that the synthetic data, despite being di↵erent, have the potential to be a useful tool

for analysts to prepare models without direct access to the confidential data. Vilhuber and Abowd (2016)

and Vilhuber (2019) come to a similar conclusion when evaluating usage of the synthetic datasets available

through the Synthetic Data Server (Abowd and Vilhuber 2010), including the Synthetic LBD. A more

thorough evaluation would need to explicitly measure the investment in synthetic data generation, the cost

of setting up a validation structure, and the number of studies enabled through such a setup. We note that

such an evaluation is non-trivial: the counter-factual in many circumstances is that no access is allowed to

sensitive business microdata, or that access occurs through a secure research data system that is also costly

to maintain. This study has contributed to such a future evaluation by showing that plausible results can

be achieved with relatively low up-front investments.

The use of synthetic datasets to broaden access to confidential microdata is likely to increase in the near

future, with increasing concerns by statistical agencies regarding the disclosure risks of releasing microdata.

The resulting reduction in access to scientific microdata is overwhelmingly seen as problematic. Broadly

“plausible” if not analytically valid synthetic datasets such as those described in this paper, combined

with scalable remote submission systems that integrate modern disclosure avoidance mechanisms, may be a

feasible mitigation strategy.
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