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A neutron noise solver based on a discrete ordinates method 
HUAIQIAN YI 
Division of Subatomic, High Energy and Plasma Physics 
Department of Physics 
Chalmers University of Technology 
 
 

Abstract 
A neutron noise transport modelling tool is presented in this thesis. The simulator allows to 
determine the static solution of a critical system and the neutron noise induced by a prescribed 
perturbation of the critical system. The simulator is based on the neutron balance equations in 
the frequency domain and for two-dimensional systems. The discrete ordinates method is used 
for the angular discretization and the diamond finite difference method for the treatment of the 
spatial variable. The energy dependence is modelled with two neutron energy groups. The 
conventional inner-outer iterative scheme is employed for solving the discretized neutron 
transport equations. For the acceleration of the iterative scheme, the diffusion synthetic 
acceleration is implemented. 

The convergence rate of the accelerated and unaccelerated versions of the simulator is studied 
for the case of a perturbed infinite homogeneous system. The theoretical behavior predicted by 
the Fourier convergence analysis agrees well with the numerical performance of the simulator. 
The diffusion synthetic acceleration decreases significantly the number of numerical iterations, 
but its convergence rate is still slow, especially for perturbations at low frequencies. 

The simulator is further tested on neutron noise problems in more realistic, heterogeneous 
systems and compared with the diffusion-based solver. The diffusion synthetic acceleration 
leads to a reduction of the computational burden by a factor of 20. In addition, the simulator 
shows results that are consistent with the diffusion-based approximation. However, 
discrepancies are found because of the local effects of the neutron noise source and the strong 
variations of material properties in the system, which are expected to be better reproduced by a 
higher-order transport method such as the one used in the new solver.  

 

Keywords: Neutron noise, nuclear reactor modelling, deterministic neutron transport methods, 
discrete ordinates, diffusion synthetic acceleration, convergence analysis 
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Chapter 1  
 

Introduction 
The general background and the motivations of the work reported in this thesis are discussed 
together with the structure of the thesis. 

1.1 Reactor neutron noise, and core monitoring and 
diagnostics  
In nuclear reactors, the neutron flux is an important quantity to monitor, from an operational 
and safety viewpoint, since it is proportional to the reactor power output. Therefore, nuclear 
reactors are equipped with detectors for neutron flux measurements. The signals of these 
detectors show small fluctuations around the expected mean values, even under normal, steady 
state operating conditions. Such fluctuations are referred to as reactor neutron noise. In reactors 
operating at a high-power-level, this phenomenon is driven by perturbations such as vibrations 
of reactor components, disturbances in the operational conditions, etc. From the analysis of the 
neutron noise it is possible to obtain information about the dynamic properties of a reactor, 
identify anomalous patterns and, if necessary, take appropriate actions before dangerous 
situations arise [1, 2, 3].  

 

Figure 1.1 Illustration of using reactor neutron noise for core monitoring and diagnostics. [3] 

The use of neutron noise analysis for core monitoring and diagnostics requires the modelling 
of the reactor transfer function. The function describes the response of the neutron flux in the 
core induced by any possible perturbation. Its inversion allows to identify and locate the noise 
source from the measured neutron noise. Given the complexity of a reactor system, this task 
cannot be performed in an analytical manner, so numerical methods must be used.  
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Most of the past work in the modelling of the transfer function relies on neutron diffusion 
theory, e.g. [4]. The advantage of this approach is that neutron noise problems in relatively large 
systems can be simulated without heavy computational efforts. Nevertheless, recent efforts also 
focus on higher-order deterministic [5] or stochastic [6, 7, 8] methods for solving the transport 
neutron noise equation. Although these methods are more computationally expensive, they can 
provide more detailed results and be used to assess the limitations of the diffusion 
approximation for neutron noise applications. 

In the current thesis the first steps in the development of a higher-order transport solver for 
neutron noise simulations are presented. This research activity is part of the CORTEX project 
which aims to investigate reactor core monitoring and diagnostic techniques based on the 
analysis of neutron noise [2] and is supported by EU within the framework HORIZON 2020 – 
EURATOM. 

1.2 Structure of the thesis 
The thesis is built from the contents of Paper I and Paper II and is structured as follows.  In 
Chapter 2, the multi-energy-group neutron noise equations in the frequency domain are derived. 
In Chapter 3, the numerical algorithms used to solve the neutron noise equation in the case of 
two-energy groups and two-dimensional geometry, are described. In Chapter 4, the analysis of 
the convergence of the solver and the comparison with a diffusion-based solution for a two-
dimensional heterogeneous system with a localized neutron noise source are discussed. In 
Chapter 5, conclusions and an outlook for future work are provided. 
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Chapter 2  
 

Multi-energy-group neutron noise equation 
The time-dependent neutron balance equations used to describe nuclear reactor kinetics are 
introduced in Section 2.1. The transport neutron noise equation in the frequency domain is 
derived in Section 2.2. The solution of the neutron noise equations in the frequency domain is 
an advantageous strategy since it avoids expensive time-dependent simulations and requires 
only calculations for the frequency at which the neutron noise sources fluctuate.  

2.1 Neutron kinetics equations 
In a nuclear reactor, a fraction of the neutrons released from the fission reactions appears with 
a delay of seconds to minutes because of the beta decay of some fission products (the so-called 
precursors of delayed neutrons). Therefore, the modelling of the time-dependent behaviour of 
a reactor consists of a balance equation for the neutron density coupled to balance equations for 
the precursors of delayed neutrons. The precursors of delayed neutrons are usually grouped into 
a number of families according to their decay constants and a balance equation is given for each 
family. Then the neutron kinetics equations (with scattering treated as isotropic) reads, in a 
macroscopic sense, as: 

�
1

𝑣𝑣(𝑟𝑟,𝐸𝐸)
𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝛺𝛺� ∙ 𝛻𝛻 + 𝛴𝛴𝑡𝑡(𝑟𝑟,𝐸𝐸, 𝑡𝑡)� 𝜓𝜓�𝑟𝑟,𝛺𝛺�,𝐸𝐸, 𝑡𝑡� 

=
1

4𝜋𝜋
�𝛴𝛴𝑠𝑠(𝑟𝑟,𝐸𝐸′ → 𝐸𝐸, 𝑡𝑡)𝜙𝜙(𝑟𝑟,𝐸𝐸′, 𝑡𝑡)𝑑𝑑𝐸𝐸′ 

+
1

4𝜋𝜋𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒
�𝜒𝜒𝑝𝑝(𝑟𝑟,𝐸𝐸)��1 − 𝛽𝛽𝑞𝑞(𝑟𝑟)�

𝑞𝑞

�𝜈𝜈𝛴𝛴𝑓𝑓(𝑟𝑟,𝐸𝐸′, 𝑡𝑡)𝜙𝜙(𝑟𝑟,𝐸𝐸′, 𝑡𝑡)𝑑𝑑𝐸𝐸′ + �𝜒𝜒𝑑𝑑,𝑞𝑞(𝑟𝑟,𝐸𝐸)𝜆𝜆𝑞𝑞𝐶𝐶𝑞𝑞(𝑟𝑟, 𝑡𝑡)
𝑞𝑞

� ( 2. 1 ) 

and  

𝜕𝜕𝐶𝐶𝑞𝑞(𝑟𝑟, 𝑡𝑡)
𝜕𝜕𝜕𝜕

= 𝛽𝛽𝑞𝑞(𝑟𝑟)�𝜈𝜈𝛴𝛴𝑓𝑓(𝑟𝑟,𝐸𝐸′, 𝑡𝑡)𝜙𝜙(𝑟𝑟,𝐸𝐸′, 𝑡𝑡)𝑑𝑑𝐸𝐸′ − 𝜆𝜆𝑞𝑞𝐶𝐶𝑞𝑞(𝑟𝑟, 𝑡𝑡),𝑤𝑤𝑤𝑤𝑤𝑤ℎ 𝑞𝑞 = 1, … ,𝑄𝑄 ( 2. 2 ) 

Eq. (2.1) is the balance equation for the neutrons and is written in terms of the angular flux 
𝜓𝜓�𝑟𝑟,𝛺𝛺� ,𝐸𝐸, 𝑡𝑡�, which depends on the space vector 𝑟𝑟, the angular direction Ω�, the energy 𝐸𝐸 and 
the time 𝑡𝑡. On the left-hand side, the three terms represent, respectively, the time variation of 
the neutron density, the streaming of neutrons and the disappearance of neutrons in the unit 
phase space. The right-hand side contains three source terms related to scattering, prompt and 
delayed neutrons emitted from fission reactions, respectively. For the scattering and prompt 
fission contributions, the scalar flux 𝜙𝜙(𝑟𝑟,𝐸𝐸, 𝑡𝑡) estimated from the integration of the angular 
flux over all the angular directions, is used. In this equation, isotropy for the directions of the 
neutrons emitted from both prompt and delayed fission events are also assumed. The 
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contribution from the fission reactions is normalized using the effective multiplication factor 
𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒, since in the current work only perturbations in critical systems are considered.  

Eq. (2.2) gives the rate of change in the concentration 𝐶𝐶𝑞𝑞(𝑟𝑟, 𝑡𝑡) of the 𝑞𝑞-th family of delayed 
neutron precursors as the difference between the precursors created by fission and the 
precursors disappearing because of decay. This balance is equivalent to the balance of delayed 
neutrons since each precursor ultimately emits 1 delayed neutron. 

In order to simplify the problem, the energy dependence is treated with the multi-group 
formalism. The range of all possible neutron energy is divided into G energy bins as:  

[𝐸𝐸𝑚𝑚𝑚𝑚𝑚𝑚:𝐸𝐸𝑚𝑚𝑚𝑚𝑚𝑚] = ��𝐸𝐸𝑔𝑔:𝐸𝐸𝑔𝑔−1�
1

𝑔𝑔=𝐺𝐺

( 2. 3 ) 

where the first group (𝑔𝑔=1) has the neutrons with highest energies and the lowest energy 
neutrons belong to the last group (𝑔𝑔 = 𝐺𝐺). Eqs. (2.1) and (2.2) are integrated over the predefined 
energy bins and the following multi-group kinetics equations are obtained: 

�
1

𝑣𝑣𝑔𝑔(𝑟𝑟)
𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝛺𝛺� ∙ 𝛻𝛻 + 𝛴𝛴𝑡𝑡,𝑔𝑔(𝑟𝑟, 𝑡𝑡)� 𝜓𝜓𝑔𝑔�𝑟𝑟,𝛺𝛺� , 𝑡𝑡� 

=
1

4𝜋𝜋
�𝛴𝛴𝑠𝑠,𝑔𝑔′→𝑔𝑔(𝑟𝑟, 𝑡𝑡)𝜙𝜙𝑔𝑔′(𝑟𝑟, 𝑡𝑡)
𝑔𝑔′

 

+
1

4𝜋𝜋𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒
�𝜒𝜒𝑝𝑝,𝑔𝑔(𝑟𝑟)��1 − 𝛽𝛽𝑞𝑞(𝑟𝑟)�

𝑞𝑞

�𝜈𝜈𝛴𝛴𝑓𝑓,𝑔𝑔′(𝑟𝑟, 𝑡𝑡)𝜙𝜙𝑔𝑔′(𝑟𝑟, 𝑡𝑡)
𝑔𝑔′

+ �𝜒𝜒𝑑𝑑,𝑞𝑞,𝑔𝑔(𝑟𝑟)𝜆𝜆𝑞𝑞𝐶𝐶𝑞𝑞(𝑟𝑟, 𝑡𝑡)
𝑞𝑞

�  ( 2. 4 ) 

and 

𝜕𝜕𝐶𝐶𝑞𝑞(𝑟𝑟, 𝑡𝑡)
𝜕𝜕𝜕𝜕

= 𝛽𝛽𝑞𝑞(𝑟𝑟)�𝜈𝜈𝛴𝛴𝑓𝑓,𝑔𝑔′(𝑟𝑟, 𝑡𝑡)𝜙𝜙𝑔𝑔′(𝑟𝑟, 𝑡𝑡)
𝑔𝑔′

− 𝜆𝜆𝑞𝑞𝐶𝐶𝑞𝑞(𝑟𝑟, 𝑡𝑡) ( 2. 5 ) 

Setting the time derivatives in Eqs. (2.4) and (2.5) equal to zero, leads to the static equation: 

�𝛺𝛺� ∙ 𝛻𝛻 + 𝛴𝛴𝑡𝑡,𝑔𝑔,0(𝑟𝑟)�𝜓𝜓𝑔𝑔,0�𝑟𝑟,𝛺𝛺�� =
1

4𝜋𝜋
�𝛴𝛴𝑠𝑠,𝑔𝑔′→𝑔𝑔,0(𝑟𝑟)𝜙𝜙𝑔𝑔′,0(𝑟𝑟)
𝑔𝑔′

 

+
1

4𝜋𝜋𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒
�𝜒𝜒𝑝𝑝,𝑔𝑔(𝑟𝑟)��1 − 𝛽𝛽𝑞𝑞(𝑟𝑟)�

𝑞𝑞

+ �𝜒𝜒𝑑𝑑,𝑞𝑞,𝑔𝑔(𝑟𝑟)𝛽𝛽𝑞𝑞(𝑟𝑟)
𝑞𝑞

��𝜈𝜈𝛴𝛴𝑓𝑓,𝑔𝑔′,0(𝑟𝑟)𝜙𝜙𝑔𝑔′,0(𝑟𝑟)
𝑔𝑔′

          ( 2. 6 ) 

where the static quantities are denoted with the subscript “0”. Eq. (2.6) corresponds to an 
eigenvalue problem whose solution gives both the eigenvalue 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒  and the static neutron 
fluxes.  
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2.2 Frequency domain transport neutron noise equation 
The derivation of the transport neutron noise equation in the frequency domain follows a 
standard procedure used already in other works, e.g. [1, 4]. 

A critical system is assumed to be affected by a perturbation that can be described by a small, 
stationary fluctuation of the macroscopic neutron cross-sections around their mean values. The 
perturbation induces small fluctuations of the neutron flux and of the delayed neutron precursor 
concentrations. These quantities then can be written as the sum of a static mean value and a 
fluctuating part, such as: 

𝑋𝑋(𝑟𝑟, 𝑡𝑡) = 𝑋𝑋0(𝑟𝑟) + 𝛿𝛿𝛿𝛿(𝑟𝑟, 𝑡𝑡) ( 2. 7 ) 

Eq. (2.7) is used for the macroscopic cross-sections, the delayed neutron precursor 
concentrations, the angular and the scalar neutron flux, into the neutron kinetics equations (2.4) 
and (2.5). The second order perturbation terms are neglected because the fluctuations are small 
and linear theory can be applied. The static equation (2.6) is subtracted and a temporal Fourier 
transform is performed. The resulting equation is the transport neutron noise equation in the 
frequency domain and reads as: 

�𝛺𝛺� ∙ 𝛻𝛻 + 𝛴𝛴𝑡𝑡,𝑔𝑔,0(𝑟𝑟) +
𝑖𝑖𝑖𝑖
𝑣𝑣𝑔𝑔(𝑟𝑟)� 𝛿𝛿𝛿𝛿𝑔𝑔�𝑟𝑟,𝛺𝛺� ,𝜔𝜔� =

1
4𝜋𝜋

�𝛴𝛴𝑠𝑠,𝑔𝑔′→𝑔𝑔,0(𝑟𝑟)𝛿𝛿𝜙𝜙𝑔𝑔′(𝑟𝑟,𝜔𝜔)
𝑔𝑔′

 

  +
1

4𝜋𝜋𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒
�𝜒𝜒𝑝𝑝,𝑔𝑔(𝑟𝑟)��1 − 𝛽𝛽𝑞𝑞(𝑟𝑟)�

𝑞𝑞

+ �𝜒𝜒𝑑𝑑,𝑞𝑞,𝑔𝑔(𝑟𝑟)
𝜆𝜆𝑞𝑞𝛽𝛽𝑞𝑞(𝑟𝑟)
𝑖𝑖𝑖𝑖 + 𝜆𝜆𝑞𝑞𝑞𝑞

��𝜈𝜈𝛴𝛴𝑓𝑓,𝑔𝑔′,0(𝑟𝑟)𝛿𝛿𝛿𝛿𝑔𝑔′(𝑟𝑟,𝜔𝜔)
𝑔𝑔′

 

  +𝑆𝑆𝑔𝑔�𝑟𝑟,𝛺𝛺� ,𝜔𝜔�                                                                                                                                     ( 2. 8 ) 

where the noise source 𝑆𝑆𝑔𝑔�𝑟𝑟,𝛺𝛺� ,𝜔𝜔� has the following expression: 

Sg�𝑟𝑟,𝛺𝛺� ,𝜔𝜔� = −δ𝛴𝛴𝑡𝑡,𝑔𝑔(𝑟𝑟,𝜔𝜔)𝜓𝜓𝑔𝑔,0�𝑟𝑟,𝛺𝛺�� +
1

4𝜋𝜋
�δ𝛴𝛴𝑠𝑠,𝑔𝑔′→𝑔𝑔(𝑟𝑟,𝜔𝜔)𝜙𝜙𝑔𝑔′,0(𝑟𝑟)
𝑔𝑔′

 

+
1

4𝜋𝜋𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒
�𝜒𝜒𝑝𝑝,𝑔𝑔(𝑟𝑟)��1 − 𝛽𝛽𝑞𝑞(𝑟𝑟)�

𝑞𝑞

+ �𝜒𝜒𝑑𝑑,𝑞𝑞,𝑔𝑔(𝑟𝑟)
𝜆𝜆𝑞𝑞𝛽𝛽𝑞𝑞(𝑟𝑟)
𝑖𝑖𝑖𝑖 + 𝜆𝜆𝑞𝑞𝑞𝑞

��𝜈𝜈𝜈𝜈𝛴𝛴𝑓𝑓,𝑔𝑔′(𝑟𝑟,𝜔𝜔)𝜙𝜙𝑔𝑔′,0(𝑟𝑟)
𝑔𝑔′

( 2. 9 ) 

In the neutron noise equations, 𝑖𝑖 is the imaginary unit and 𝜔𝜔 = 2𝜋𝜋𝜋𝜋 is the angular frequency of 
the perturbation. As can be seen in Eqs. (2.8) and (2.9), 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒 and the static neutron fluxes are 
needed; therefore Eq. (2.6) must be first solved. Eq. (2.8) represents a fixed source problem 
with the fixed  𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒  obtained from the static problem. The solution to the noise problem 
provides the angular neutron noise 𝛿𝛿𝛿𝛿𝑔𝑔 and the scalar neutron noise δ𝜙𝜙𝑔𝑔 as complex numbers. 
Combining the real and imaginary parts of these quantities, amplitude and phase of the angular 
and scalar neutron noise can be estimated. 
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Chapter 3  
 

Neutron noise solver 
The computational methods and algorithms applied to solve the neutron noise equation are 
presented. In Section 3.1, the overall calculation scheme of the solver is provided. In Section 
3.2, the discrete ordinates method for the angular discretization and the diamond finite 
difference method for the spatial discretization are introduced. In Section 3.3, the transport 
sweeps and the iterative procedure for solving the multigroup transport equations are discussed. 
In Section 3.4, the diffusion synthetic acceleration method is described.  

3.1 Calculation scheme 
As shown in Section 2.2, the solution of the neutron noise equations in the frequency domain 
needs the value of 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒 and the static fluxes. Therefore, the solver that is under development in 
this project, consists of a static and a dynamic module (see Fig. 3.1). The static module first 
solves the eigenvalue problem represented by Eq. (2.6) so that the space dependent static 
angular and scalar fluxes and the effective multiplication factor 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒  are estimated. The 
dynamic module then solves Eq. (2.8), provided with the inputs from the static module and the 
position, amplitude and frequency of the fluctuating perturbation. The two modules are 
independent, so the first step in the calculation does not need to be repeated for problems with 
the same static configuration but different neutron noise sources.  

 

 

Figure 3.1 Overall calculation scheme of the discrete ordinates solver 
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3.2 Angular and spatial differencing schemes 
When solving numerically the problem, the equations are discretized with respect to the 
independent variables. The energy discretization is discussed in Section 2.1 and leads to the 
multi-energy-group equations. In addition, the discrete ordinates method and the diamond finite 
difference method are used for the angular variable Ω� and the spatial variable 𝑟𝑟, respectively. 
Consistently with the neutron noise solver presented in this thesis, the discussions are 
hereinafter based on two-dimensional cases. 

3.2.1 Discrete ordinates method 

In this work, a discrete ordinate method is applied to the angular discretization of Eqs. (2.6) and 
(2.8). The discrete ordinates (SN) method has been widely used in the nuclear community for 
solving the neutron transport equation because it is acknowledged for its simplicity in the 
derivation process, and for its good computational efficiency while avoiding excessive 
computer memory consumption [9].  

The angular variable 𝛺𝛺�  is expressed by the direction cosines. In the 2-D case, it is then given 
as:  

𝛺𝛺� = 𝛺𝛺��𝛺𝛺�𝑥𝑥,𝛺𝛺�𝑦𝑦� = 𝛺𝛺��𝛺𝛺� ∙ 𝑒̂𝑒𝑥𝑥,𝛺𝛺� ∙ 𝑒̂𝑒𝑦𝑦� = 𝛺𝛺�(𝜇𝜇, 𝜂𝜂) (3. 1) 

where 𝑒̂𝑒𝑥𝑥 and 𝑒̂𝑒𝑦𝑦 are the unit vectors in the positive direction of the two axes of the cartesian 
coordinate system. In the SN method, the transport equations are evaluated along a fixed number 
of discrete angular directions. 

Similar to the static case, the transport neutron noise equation for the generic discrete angular 
direction 𝛺𝛺�𝑛𝑛 = 𝛺𝛺�(𝜇𝜇𝑛𝑛, 𝜂𝜂𝑛𝑛) can thus be written as:  

�𝜇𝜇𝑛𝑛
𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝜂𝜂𝑛𝑛
𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝛴𝛴𝑡𝑡,𝑔𝑔,0(𝑟𝑟) +
𝑖𝑖𝑖𝑖
𝑣𝑣𝑔𝑔(𝑟𝑟)� 𝛿𝛿𝛿𝛿𝑔𝑔,𝑛𝑛(𝑟𝑟,𝜔𝜔) =

1
2𝜋𝜋

�𝛴𝛴𝑠𝑠,𝑔𝑔′→𝑔𝑔,0(𝑟𝑟)𝛿𝛿𝜙𝜙𝑔𝑔′(𝑟𝑟,𝜔𝜔)
𝑔𝑔′

 

  +
1

2𝜋𝜋𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒
�𝜒𝜒𝑝𝑝,𝑔𝑔(𝑟𝑟)��1 − 𝛽𝛽𝑞𝑞(𝑟𝑟)�

𝑞𝑞

+ �𝜒𝜒𝑑𝑑,𝑞𝑞,𝑔𝑔(𝑟𝑟)
𝜆𝜆𝑞𝑞𝛽𝛽𝑞𝑞(𝑟𝑟)
𝑖𝑖𝑖𝑖 + 𝜆𝜆𝑞𝑞𝑞𝑞

��𝜈𝜈𝛴𝛴𝑓𝑓,𝑔𝑔′,0(𝑟𝑟)𝛿𝛿𝛿𝛿𝑔𝑔′(𝑟𝑟,𝜔𝜔)
𝑔𝑔′

 

+𝑆𝑆𝑔𝑔,𝑛𝑛(𝑟𝑟,𝜔𝜔)                                                                                                                               (3. 2) 

with the noise source given as:  

𝑆𝑆𝑔𝑔,𝑛𝑛(𝑟𝑟,𝜔𝜔) = −δ𝛴𝛴𝑡𝑡,𝑔𝑔(𝑟𝑟,𝜔𝜔)𝜓𝜓𝑔𝑔,𝑛𝑛,0(𝑟𝑟) +
1

2𝜋𝜋
�δ𝛴𝛴𝑠𝑠,𝑔𝑔′→𝑔𝑔(𝑟𝑟,𝜔𝜔)𝜙𝜙𝑔𝑔′,0(𝑟𝑟)
𝑔𝑔′

 

+
1

2𝜋𝜋𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒
�𝜒𝜒𝑝𝑝,𝑔𝑔(𝑟𝑟)��1 − 𝛽𝛽𝑞𝑞(𝑟𝑟)�

𝑞𝑞

+ �𝜒𝜒𝑑𝑑,𝑞𝑞,𝑔𝑔(𝑟𝑟)
𝜆𝜆𝑞𝑞𝛽𝛽𝑞𝑞(𝑟𝑟)
𝑖𝑖𝑖𝑖 + 𝜆𝜆𝑞𝑞𝑞𝑞

��𝜈𝜈𝜈𝜈𝛴𝛴𝑓𝑓,𝑔𝑔′(𝑟𝑟,𝜔𝜔)𝜙𝜙𝑔𝑔′,0(𝑟𝑟)
𝑔𝑔′

(3. 3) 

In Eq. (3.2) the notation 𝛿𝛿𝛿𝛿𝑔𝑔,𝑛𝑛(𝑟𝑟,𝜔𝜔) = 𝛿𝛿𝛿𝛿𝑔𝑔�𝑟𝑟,��⃗ 𝛺𝛺�𝑛𝑛,𝜔𝜔� is used to represent the angular neutron 
noise for the 𝑛𝑛-th discrete angular direction. The scalar neutron noise is calculated with a 
quadrature formula that approximates the angle integration:  
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𝛿𝛿𝛿𝛿𝑔𝑔(𝑟𝑟,𝜔𝜔) =
𝜋𝜋
2
�𝑤𝑤𝑛𝑛𝛿𝛿𝛿𝛿𝑔𝑔,𝑛𝑛(𝑟𝑟,𝜔𝜔)
𝑁𝑁0

𝑛𝑛=1

(3. 4) 

The parameter 𝑁𝑁0 is the total number of discrete angular directions and the weights 𝑤𝑤𝑛𝑛 are 
normalized according to the following relationship:  

�𝑤𝑤𝑛𝑛

𝑁𝑁0

𝑛𝑛=1

= 4 (3. 5) 

The direction cosines and their corresponding weights can be determined with different 
quadrature sets. The widely applied level symmetric quadrature set (𝐿𝐿𝐿𝐿𝑁𝑁) is chosen in this 
work. Using the 𝐿𝐿𝐿𝐿𝑁𝑁 sets in two-dimensional geometry, the discrete ordinates approximation 
of order 𝑁𝑁 has (𝑁𝑁 + 2)𝑁𝑁/2 discrete directions. The details of the level symmetric method can 
be found, e.g., in [9]. 

One major drawback of the SN method applied to static calculations is the so called “ray 
effects”. Unphysical results may be generated if a low order SN approximation is used to solve 
problems defined in a highly absorbent media with localized source. This effect is also observed 
in the neutron noise problems that are discussed in Chapter 4. In this work, the most 
straightforward remedy, where the number of discrete ordinates is increased, is tested and it is 
shown to improve the results.  

3.2.2 Diamond finite difference scheme 

The discretization of the spatial variable is based on the diamond finite difference scheme. The 
method has been largely applied to the static equations [9]. Then the discussion is focused on 
the neutron noise equations.  

 

Figure 3.2 Two-dimensional domain with rectangular spatial mesh 
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A 2-dimensional domain is considered in the 𝑥𝑥 − 𝑦𝑦 plane. As shown in Figure 3.2, the domain 
is divided into cells bounded by the coordinates 𝑥𝑥1/2, 𝑥𝑥3/2,⋯ , 𝑥𝑥𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚+/2 in the direction 𝑥𝑥 and 
𝑦𝑦1/2 , 𝑦𝑦3/2,⋯ ,𝑦𝑦𝐽𝐽𝑚𝑚𝑚𝑚𝑚𝑚+/2  in the direction 𝑦𝑦 . Each cell thus are rectangles with width ∆𝑥𝑥𝐼𝐼 =
𝑥𝑥𝐼𝐼+1/2 − 𝑥𝑥𝐼𝐼−1/2 and ∆𝑦𝑦𝐽𝐽 = 𝑦𝑦𝐽𝐽+1/2 − 𝑦𝑦𝐽𝐽−1/2. In each cell, the system parameters take constant 
values and change only at the boundaries of the cells denoted by the half-integers. By 
integrating Eq. (3.2) over the generic cell (𝐼𝐼, 𝐽𝐽), the following relationship is obtained: 
𝜇𝜇𝑛𝑛
∆𝑥𝑥𝐼𝐼

�𝛿𝛿𝛿𝛿𝑔𝑔,𝑛𝑛,𝐼𝐼+1/2,𝐽𝐽(𝜔𝜔) − 𝛿𝛿𝛿𝛿𝑔𝑔,𝑛𝑛,𝐼𝐼−1/2,𝐽𝐽(𝜔𝜔)� +
𝜂𝜂𝑛𝑛
∆𝑦𝑦𝐽𝐽

�𝛿𝛿𝛿𝛿𝑔𝑔,𝑛𝑛,𝐼𝐼,𝐽𝐽+1/2(𝜔𝜔) − 𝛿𝛿𝛿𝛿𝑔𝑔,𝑛𝑛,𝐼𝐼,𝐽𝐽−1/2(𝜔𝜔)� 

  + �𝛴𝛴𝑡𝑡,𝑔𝑔,0,𝐼𝐼,𝐽𝐽 +
𝑖𝑖𝑖𝑖
𝑣𝑣𝑔𝑔,𝐼𝐼,𝐽𝐽

� 𝛿𝛿𝛿𝛿𝑔𝑔,𝑛𝑛,𝐼𝐼,𝐽𝐽(𝜔𝜔) =
1

2𝜋𝜋
�𝛴𝛴𝑠𝑠,𝑔𝑔′→𝑔𝑔,0,𝐼𝐼,𝐽𝐽δ𝜙𝜙𝑔𝑔′,𝐼𝐼,𝐽𝐽(𝜔𝜔)
𝑔𝑔′

 

       +
1

2𝜋𝜋𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒
�χ𝑝𝑝,𝑔𝑔,𝐼𝐼,𝐽𝐽��1 − 𝛽𝛽𝑞𝑞,𝐼𝐼,𝐽𝐽�

q

+ �𝜒𝜒𝑑𝑑,𝑞𝑞,𝑔𝑔,𝐼𝐼,𝐽𝐽
𝜆𝜆𝑞𝑞𝛽𝛽𝑞𝑞,𝐼𝐼,𝐽𝐽

𝑖𝑖𝑖𝑖 + 𝜆𝜆𝑞𝑞q

��𝜈𝜈𝛴𝛴𝑓𝑓,𝑔𝑔′,0,𝐼𝐼,𝐽𝐽𝛿𝛿𝛿𝛿𝑔𝑔′,𝐼𝐼,𝐽𝐽(𝜔𝜔)
𝑔𝑔′

 

         +𝑆𝑆𝑔𝑔,𝑛𝑛,𝐼𝐼,𝐽𝐽(𝜔𝜔)                                                                                                                            (3. 6) 

The neutron noise source term is equal to: 

𝑆𝑆𝑔𝑔,𝑛𝑛,𝐼𝐼,𝐽𝐽(𝜔𝜔) = −δ𝛴𝛴𝑡𝑡,𝑔𝑔,I,J(𝜔𝜔)𝜓𝜓𝑔𝑔,𝑛𝑛,0,I,J +
1

2𝜋𝜋
�δ𝛴𝛴𝑠𝑠,𝑔𝑔′→𝑔𝑔,I,J(𝜔𝜔)𝜙𝜙𝑔𝑔′,0,I,J
𝑔𝑔′

 

+
1

2𝜋𝜋𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒
�𝜒𝜒𝑝𝑝,𝑔𝑔,𝐼𝐼,𝐽𝐽��1 − 𝛽𝛽𝑞𝑞,𝐼𝐼,𝐽𝐽�

𝑞𝑞

+ �𝜒𝜒𝑑𝑑,𝑞𝑞,𝑔𝑔,𝐼𝐼,𝐽𝐽
𝜆𝜆𝑞𝑞𝛽𝛽𝑞𝑞,𝐼𝐼,𝐽𝐽

𝑖𝑖𝑖𝑖 + 𝜆𝜆𝑞𝑞q

��𝜈𝜈𝜈𝜈𝛴𝛴𝑓𝑓,𝑔𝑔′,𝐼𝐼,𝐽𝐽(𝜔𝜔)𝜙𝜙𝑔𝑔′,0,𝐼𝐼,𝐽𝐽
𝑔𝑔′

(3. 7) 

In Eqs. (3.6) and (3.7) the edge averaged angular neutron noise values are defined as:  

𝛿𝛿𝛿𝛿
𝑔𝑔,𝑛𝑛,𝐼𝐼±12,𝐽𝐽

=
1
∆yJ

� 𝛿𝛿𝛿𝛿𝑔𝑔,𝑛𝑛 �𝑥𝑥𝐼𝐼±12
,𝑦𝑦�𝑑𝑑𝑑𝑑

∆𝑦𝑦
𝐽𝐽+12

∆𝑦𝑦
𝐽𝐽−12

(3. 8) 

𝛿𝛿𝛿𝛿
𝑔𝑔,𝑛𝑛,𝐼𝐼,𝐽𝐽±12

=
1
∆xI

� 𝛿𝛿𝛿𝛿𝑔𝑔,𝑛𝑛 �𝑥𝑥,𝑦𝑦
𝐽𝐽±12

� 𝑑𝑑𝑑𝑑
∆𝑥𝑥

𝐼𝐼+12

∆𝑥𝑥
𝐼𝐼−12

(3. 9) 

and the cell averaged angular neutron noise is defined as: 

𝛿𝛿𝛿𝛿𝑔𝑔,𝑛𝑛,𝐼𝐼,𝐽𝐽 =
1

∆yJ∆xI
� � 𝛿𝛿𝛿𝛿𝑔𝑔,𝑛𝑛(𝑥𝑥,𝑦𝑦)𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

∆x
I+12

∆x
I−12

∆y
J+12

∆y
J−12

(3. 10) 

To relate the cell averaged angular neutron noise values to the edge averaged values, two 
auxiliary diamond difference approximations are required, such as: 

𝛿𝛿𝛿𝛿𝑔𝑔,𝑛𝑛,𝐼𝐼,𝐽𝐽 =
1
2
�𝛿𝛿𝛿𝛿

𝑔𝑔,𝑛𝑛,𝐼𝐼+12,𝐽𝐽
+ 𝛿𝛿𝛿𝛿

𝑔𝑔,𝑛𝑛,𝐼𝐼−12,𝐽𝐽
� (3. 11) 

𝛿𝛿𝛿𝛿𝑔𝑔,𝑛𝑛,𝐼𝐼,𝐽𝐽 =
1
2
�𝛿𝛿𝛿𝛿

𝑔𝑔,𝑛𝑛,𝐼𝐼,𝐽𝐽+12
+ 𝛿𝛿𝛿𝛿

𝑔𝑔,𝑛𝑛,𝐼𝐼,𝐽𝐽−12
� (3. 12) 
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The mesh for the dynamic module is the same as the mesh for the static module, so that the 
neutron noise source can be constructed using directly the fluxes and the correct 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒 from the 
criticality calculation. 

Vacuum and reflective boundary conditions are implemented for the fully discretized transport 
equations. For vacuum boundary conditions, the boundary angular flux with directions pointing 
into the system is set to zero. For reflective boundary conditions, since the angle quadrature set 
is defined such that the directions are symmetric with respect to the origin, the entering 
boundary flux is set equal to the corresponding outgoing boundary flux. 

The diamond difference method is an advantageous scheme because of the simplicity in its 
implementation. However, for static calculations, the method may cause negative surface 
fluxes, which are unphysical. This usually happens in systems with strong absorbing material 
while the computational mesh is not sufficiently fine. In the static module, the negative flux 
fixup algorithm is included: if negative fluxes are calculated, they are set to zero and the 
discretized transport equation is re-evaluated with zero exiting flux(es). For the dynamic 
module the issue of negative fluxes has not been encountered so far, since the calculations are 
performed in the frequency domain and the estimated neutron noise is a complex quantity. 

3.3 Iterative scheme based on the transport sweep 
The discussion is restricted to the case of two energy-groups, where the first group is the fast 
one, the second group is the thermal one, and up-scattering from the thermal to the fast group 
is neglected. The multi-energy-group case is planned to be investigated in the future of this 
research (see Chapter 5). 

Both the static and dynamic modules rely on the conventional inner-outer iterative scheme for 
solving the multigroup discrete ordinates problem.  

In the inner part of the iterative scheme, the spatial distribution of the neutron fluxes is solved 
using the conventional transport sweep algorithm. For the sweep procedure in the dynamic 
calculation, the 𝑔𝑔-th energy group and a direction that lies in the quadrant of the 2-D plane with 
𝜇𝜇𝑛𝑛 > 0 and 𝜂𝜂𝑛𝑛 > 0, is considered. For the cell (𝐼𝐼, 𝐽𝐽), the following equation is derived from Eq. 
(3.6): 

𝜇𝜇𝑛𝑛
∆𝑥𝑥

�𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼+1/2,𝐽𝐽
(l,m+1/2)(𝜔𝜔) − 𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼−1/2,𝐽𝐽

(l,m+1/2)(𝜔𝜔)� +
𝜂𝜂𝑛𝑛
∆𝑦𝑦

�𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽+1/2
(l,m+1/2)(ω)− 𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽−1/2

(l,m+1/2)(ω)� 

+𝛴𝛴t,𝐼𝐼,𝐽𝐽
dyn������ 𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽

(𝑙𝑙,𝑚𝑚+1/2)(𝜔𝜔) 

=
1
2π

𝛴𝛴𝑠𝑠𝑠𝑠����
𝐼𝐼,𝐽𝐽 δ𝜙𝜙����𝐼𝐼,𝐽𝐽

(𝑙𝑙,𝑚𝑚)(𝜔𝜔) +
1
2π

𝛴𝛴𝑠𝑠𝑠𝑠����
𝐼𝐼,𝐽𝐽 δ𝜙𝜙����𝐼𝐼,𝐽𝐽

(𝑙𝑙,𝑀𝑀)(𝜔𝜔) +
1
2π

χ�I,J νΣf����
𝐼𝐼,𝐽𝐽
𝑇𝑇

 δ𝜙𝜙����𝐼𝐼,𝐽𝐽
(𝑙𝑙,0)(𝜔𝜔) + 𝑆𝑆𝑛̅𝑛,𝐼𝐼,𝐽𝐽(𝜔𝜔) (3. 13) 
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In the equation above, column-vectors and matrices are defined as:  

𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽
(𝑙𝑙,𝑚𝑚+1/2) = �

𝛿𝛿𝛿𝛿1,𝑛𝑛,𝐼𝐼,𝐽𝐽
(𝑙𝑙,𝑚𝑚+1/2)

𝛿𝛿𝛿𝛿2,𝑛𝑛,𝐼𝐼,𝐽𝐽
(𝑙𝑙,𝑚𝑚+1/2)� (3. 14) 

δ𝜙𝜙����𝐼𝐼,𝐽𝐽
(𝑙𝑙,𝑚𝑚) = �

δ𝜙𝜙1,𝐼𝐼,𝐽𝐽
(𝑙𝑙,𝑚𝑚)

δ𝜙𝜙2,𝐼𝐼,𝐽𝐽
(𝑙𝑙,𝑚𝑚)� (3. 15) 

𝑆𝑆𝑖̅𝑖,𝑗𝑗(𝜔𝜔) = �
𝑆𝑆1,𝑛𝑛,𝐼𝐼,𝐽𝐽(𝜔𝜔)
𝑆𝑆2,𝑛𝑛,𝐼𝐼,𝐽𝐽(𝜔𝜔)� (3. 16) 

𝛴𝛴𝑠𝑠𝑠𝑠����
𝐼𝐼,𝐽𝐽 = �

𝛴𝛴𝑠𝑠,1→1,0,𝐼𝐼,𝐽𝐽 0
0 𝛴𝛴𝑠𝑠,2→2,0,𝐼𝐼,𝐽𝐽

� (3. 17) 

 𝛴𝛴𝑠𝑠𝑠𝑠����
𝐼𝐼,𝐽𝐽 = �0 𝛴𝛴𝑠𝑠,1→2,0,𝐼𝐼,𝐽𝐽

0 0
� (3. 18) 

𝛴𝛴t,𝐼𝐼,𝐽𝐽
dyn������ =

⎣
⎢
⎢
⎢
⎡𝛴𝛴𝑡𝑡,1,0,𝐼𝐼,𝐽𝐽 +

𝑖𝑖𝑖𝑖
𝑣𝑣1,𝐼𝐼,𝐽𝐽

0

0 𝛴𝛴𝑡𝑡,2,0,𝐼𝐼,𝐽𝐽 +
𝑖𝑖𝑖𝑖
𝑣𝑣2,𝐼𝐼,𝐽𝐽⎦

⎥
⎥
⎥
⎤

(3. 19) 

𝜈𝜈𝛴𝛴𝑓𝑓�����
𝐼𝐼,𝐽𝐽

=
1

𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒
[𝜈𝜈𝛴𝛴𝑓𝑓,1,0,𝐼𝐼,𝐽𝐽 𝜈𝜈𝛴𝛴𝑓𝑓,2,0,𝐼𝐼,𝐽𝐽]𝑇𝑇 (3. 20) 

χ�𝐼𝐼,𝐽𝐽 =

⎣
⎢
⎢
⎢
⎢
⎡χp,1,𝐼𝐼,𝐽𝐽��1 − βq,𝐼𝐼,𝐽𝐽�

q

+ �χd,q,1,𝐼𝐼,𝐽𝐽
λqβq,𝐼𝐼,𝐽𝐽

𝑖𝑖𝑖𝑖 + λqq

χp,2,𝐼𝐼,𝐽𝐽��1 − βq,𝐼𝐼,𝐽𝐽�
q

+ �χd,q,2,𝐼𝐼,𝐽𝐽
λqβq,𝐼𝐼,𝐽𝐽

𝑖𝑖𝑖𝑖 + λqq ⎦
⎥
⎥
⎥
⎥
⎤

(3. 21) 

Eq. (3.13) is written for the sweep performed at the (𝑚𝑚 + 1)-th inner iteration within the (𝑙𝑙 +
1)-th outer iteration. The index (𝑚𝑚 + 1/2) denotes evaluations of quantities before the updates 
made at the end of the (𝑚𝑚 + 1)-th inner iteration. The right-hand side of Eq. (3.13) contains 
four source terms. The first term that represents the self-scattering source is updated from the 
previous 𝑚𝑚-th inner iteration. The maximum number of inner iterations is fixed to 𝑀𝑀. The 
second term is the down scattering term and it is estimated after performing the prescribed 𝑀𝑀 
inner iterations for the first energy group. The third term is the fission source term and it is 
updated after each outer iteration. The last term is related to the neutron noise source. Thus, all 
these source terms are known from either the input or the information from the previous 
iterations, and Eq. (3.13) can be used to compute the spatial distribution of the angular neutron 
noise 𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽

(𝑙𝑙,𝑚𝑚+1/2) as described in the following. 
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The sweep starts from the bottom left corner cell of the computational domain. The left surface 
angular neutron noise 𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼−1/2,𝐽𝐽

(l,m+1/2)(𝜔𝜔)  and the bottom surface angular neutron noise 

𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽−1/2
(l,m+1/2)(𝜔𝜔) are assumed to be known from the boundary conditions. The right surface 

angular neutron noise 𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼+1/2,𝐽𝐽
(l,m+1/2)(𝜔𝜔) and the top surface angular neutron noise 𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽+1/2

(l,m+1/2)(𝜔𝜔)  
are eliminated from Eq. (3.13) by making use of the diamond difference expressions Eqs. (3.11) 
and (3.12), i.e. 

𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼+1/2,𝐽𝐽
(𝑙𝑙,𝑚𝑚+1/2)(𝜔𝜔) = 2𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽

(𝑙𝑙,𝑚𝑚+1/2)(𝜔𝜔) − 𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼−1/2,𝐽𝐽
(𝑙𝑙,𝑚𝑚+1/2)(𝜔𝜔) (3. 22) 

𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽+1/2
(𝑙𝑙,𝑚𝑚+1/2)(𝜔𝜔) = 2𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽

(𝑙𝑙,𝑚𝑚+1/2)(𝜔𝜔) − 𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽−1/2
(𝑙𝑙,𝑚𝑚+1/2)(𝜔𝜔) (3. 23) 

Therefore, the cell averaged angular neutron noise 𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽
(𝑙𝑙,𝑚𝑚+1/2) is computed as:  

𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽
(𝑙𝑙,𝑚𝑚+1/2)(𝜔𝜔) =

�2 𝜇𝜇𝑛𝑛
∆𝑥𝑥𝑖𝑖

𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼−1/2,𝐽𝐽
(𝑙𝑙,𝑚𝑚+1/2)(𝜔𝜔) + 2 𝜂𝜂𝑛𝑛

∆𝑦𝑦𝑗𝑗
𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽−1/2

(𝑙𝑙,𝑚𝑚+1/2)(𝜔𝜔) + 𝑞𝑞�𝑛𝑛,𝐼𝐼,𝐽𝐽�

�𝛴𝛴t,𝐼𝐼,𝐽𝐽
dyn������ + 2 𝜇𝜇𝑛𝑛

∆𝑥𝑥𝐼𝐼
+ 2 𝜂𝜂𝑛𝑛

∆𝑦𝑦𝐽𝐽
�

(3. 24)   

In Eq. (3.24), the sum of all the source terms in Eq. (3.13) is denoted by the vector 𝑞𝑞�𝑛𝑛,𝐼𝐼,𝐽𝐽 and in 
the solver, the arithmetic operations shown in this equation are done for each group separately. 
Obtaining the updated cell center neutron noise value from Eq. (3.24) and knowing the values 
for the left and bottom surfaces, then the neutron noise values at the right and top surface can 
be determined using Eqs. (3.22) and (3.23). From the initial cell in the bottom-left corner, the 
algorithm takes, one by one, the cells of the first row along the direction x. When the first row 
is completed, the algorithm moves to the cells of the next row and repeats the procedure until 
all the domain is covered. The directions lying in the other quadrants are evaluated with a 
similar strategy where the sweep follows the direction of neutron travel. Once the sweeps for 
all the directions are performed, the scalar neutron noise is calculated according to Eq. (3.4), 
i.e. 

δ𝜙𝜙����𝐼𝐼,𝐽𝐽
(𝑙𝑙,𝑚𝑚+1)(𝜔𝜔) =

π
2
�𝑤𝑤𝑛𝑛𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽

(l,m+1/2)(𝜔𝜔)
N0

n=1

(3. 25) 

The self-scattering term in 𝑞𝑞�𝑛𝑛,𝐼𝐼,𝐽𝐽 is updated for each spatial cell, and one inner iteration is over. 
The advantage of the transport sweep procedure is that it requires relatively few computational 
operations in each cell. However, the computational time can be significant for problems with 
a large number of cells and discrete ordinates. To alleviate this issue, the solver relies on a 
simple parallelization of the sweeps for different directions. 

The inner iterations are embedded into one outer iteration. Accordingly, a prescribed number 
𝑀𝑀 of inner iterations are performed for the first energy group. Then the down-scattering term 
is updated and 𝑀𝑀 inner iterations are also run for the second energy group. After the 𝑀𝑀 inner 
iterations for both groups, the scalar neutron noise in the fission source term is updated for the 
next outer iteration: 
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δ𝜙𝜙����𝐼𝐼,𝐽𝐽
(𝑙𝑙+1,0)(𝜔𝜔) = δ𝜙𝜙����𝐼𝐼,𝐽𝐽

(𝑙𝑙,𝑀𝑀)(𝜔𝜔) (3. 26) 

In the static module, the iteration procedure is similar but with some differences. In fact, the 
static module solves an eigenvalue problem without external source. Therefore, after the sweeps 
are performed for the last energy group, the power iteration method is applied to update 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒, 
which is part of the fission source term. In the dynamic module, 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒 is fixed and the noise 
source is known, so both do not need to be updated iteratively. 

At the end of the outer iteration, the convergence is checked. For the static calculations, the 
relative differences between the last two iterations for both 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒 and the pointwise scalar fluxes 
are evaluated. In the dynamic module, since the values of the neutron noise are complex 
quantities, the convergence is checked on the real part, the imaginary part, the amplitude and 
the phase of the scalar neutron noise. For each of these quantities the relative differences 
between the last two iterations are calculated pointwise. The iterative process stops when the 
relative differences are all below a certain predefined value. 

3.4 Diffusion synthetic acceleration 
The inner-outer iterative scheme can be inefficient and costly in terms of computational effort. 
To improve the convergence rate of a transport solver, various acceleration methods have been 
devised. Most of the previous work on acceleration methods has been done for static and time-
dependent schemes. The acceleration methods that are most commonly employed in neutron 
transport codes are the coarse mesh rebalance (CMR) method [10], the diffusion synthetic 
acceleration (DSA) method [11] and the coarse mesh finite difference (CMFD) method [12]. In 
all these three methods, the “high-order” transport calculations are accelerated with “low-order” 
calculations. CMR is one of the first acceleration techniques that were studied. Its performance 
is very sensitive to how the fine and coarse mesh are chosen. The CMR method suffers from 
instability problems if too few fine mesh cells are contained in a coarse mesh. On the other 
hand, it becomes stable but inefficient if the cells of the coarse mesh are large and contains 
many fine cells. The DSA method has the advantage to be a linear and unconditional stable 
scheme, but the improvement of the convergence rate may be limited. The CMFD method has 
recently attracted great interest since, even though it is conditionally stable, its efficiency does 
not degrade when the coarse mesh size is small. For the acceleration of dynamic transport 
solvers in the frequency domain, little work is reported in the open literature. 

In the current work, the DSA method was investigated as a first attempt to accelerate the 2-
energy-group neutron noise algorithm. The derivation and implementation of the DSA 
equations for the inner and outer iterations of the static module follow closely the work reported 
in [11] and [13]. The same approach is adapted to the acceleration of the inner and outer 
iterations of the dynamic module. The general DSA-based scheme is shown in Figure 3.3 and 
the details are discussed only for the dynamic calculations. 
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Figure 3.3 The DSA-based scheme for both static and dynamic module of the simulator 
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The dynamic module starts with the inner iterations, in which Eq. (3.13) is solved for  
𝛿𝛿𝛿𝛿����𝑛𝑛

(𝑙𝑙,m+1/2) and used to update the scalar neutron noise  𝛿𝛿𝛿𝛿����𝑛𝑛
(𝑙𝑙,𝑚𝑚+1/2) (instead of 𝛿𝛿𝛿𝛿����𝑛𝑛

(𝑙𝑙,𝑚𝑚+1) in 
the unaccelerated case) with the quadrature formula: 

δ𝜙𝜙����𝐼𝐼,𝐽𝐽
�𝑙𝑙,𝑚𝑚+12�(𝜔𝜔) =

π
2
�𝑤𝑤𝑛𝑛𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽

�𝑙𝑙,𝑚𝑚+12�(𝜔𝜔)
𝑁𝑁0

n=1

(3. 27) 

In these inner iterations, the estimates of the scalar neutron noise 𝛿𝛿𝛿𝛿����𝑛𝑛
(𝑙𝑙,𝑚𝑚+1/2) are adjusted in 

order to favor convergence. The acceleration step at the (𝑚𝑚 + 1)-th inner iteration, within the 
(𝑙𝑙 + 1)-th outer iteration, consists of a low-order diffusion problem that provides the quantities 
𝛿𝛿𝛿𝛿𝑔𝑔,𝐼𝐼+1/2,𝐽𝐽+1/2

(𝑙𝑙,𝑚𝑚+1)  located at cell vertices for the correction of the neutron noise associated with the 
𝑔𝑔-th energy-group, at cell center positions. The discretized equation for the correction quantities 
reads as:  

2
∆𝑥𝑥𝐼𝐼

�∆𝑦𝑦𝐽𝐽𝐷𝐷𝑔𝑔,𝐼𝐼,𝐽𝐽 + ∆𝑦𝑦𝐽𝐽+1𝐷𝐷𝑔𝑔,𝐼𝐼,𝐽𝐽+1� �𝛿𝛿𝛿𝛿𝑔𝑔,𝐼𝐼+1/2,𝐽𝐽+1/2
(𝑙𝑙,𝑚𝑚+1) − 𝛿𝛿𝛿𝛿𝑔𝑔,𝐼𝐼−1/2,𝐽𝐽+1/2

(𝑙𝑙,𝑚𝑚+1) � 

 −
2

∆𝑥𝑥𝐼𝐼+1
�∆𝑦𝑦𝐽𝐽𝐷𝐷𝑔𝑔,𝐼𝐼+1,𝐽𝐽 + ∆𝑦𝑦𝐽𝐽+1𝐷𝐷𝑔𝑔,𝐼𝐼+1,𝐽𝐽+1� �𝛿𝛿𝛿𝛿𝑔𝑔,𝐼𝐼+3/2,𝐽𝐽+1/2

(𝑙𝑙,𝑚𝑚+1) − 𝛿𝛿𝛿𝛿𝑔𝑔,𝐼𝐼+1/2,𝐽𝐽+1/2
(𝑙𝑙,𝑚𝑚+1) � 

 +
2
∆𝑦𝑦𝐽𝐽

�∆𝑥𝑥𝐼𝐼𝐷𝐷𝑔𝑔,𝐼𝐼,𝐽𝐽 + ∆𝑥𝑥𝐼𝐼+1𝐷𝐷𝑔𝑔,𝐼𝐼+1,𝐽𝐽� �𝛿𝛿𝛿𝛿𝑔𝑔,𝐼𝐼+1/2,𝐽𝐽+1/2
(𝑙𝑙,𝑚𝑚+1) − 𝛿𝛿𝛿𝛿𝑔𝑔,𝐼𝐼+1/2,𝐽𝐽−1/2

(𝑙𝑙,𝑚𝑚+1) � 

−
2

∆𝑦𝑦𝐽𝐽+1
�∆𝑥𝑥𝐼𝐼𝐷𝐷𝑔𝑔,𝐼𝐼,𝐽𝐽+1 + ∆𝑥𝑥𝐼𝐼+1𝐷𝐷𝑔𝑔,𝐼𝐼+1,𝐽𝐽+1� �𝛿𝛿𝛿𝛿𝑔𝑔,𝐼𝐼+1/2,𝐽𝐽+3/2

(𝑙𝑙,𝑚𝑚+1) − 𝛿𝛿𝛿𝛿𝑔𝑔,𝐼𝐼+1/2,𝐽𝐽+1/2
(𝑙𝑙,𝑚𝑚+1) � 

+ �� ��𝛴𝛴𝑅𝑅,𝑔𝑔,𝐼𝐼′,𝐽𝐽′𝑉𝑉𝐼𝐼′,𝐽𝐽′�
𝐽𝐽+1

𝐽𝐽′=𝐽𝐽

𝐼𝐼+1

𝐼𝐼′=𝐼𝐼

� 𝛿𝛿𝛿𝛿𝑔𝑔,𝐼𝐼+1/2,𝐽𝐽+1/2
(𝑙𝑙,𝑚𝑚+1) = � �𝛴𝛴𝑠𝑠𝑠𝑠,𝑔𝑔,𝐼𝐼′,𝐽𝐽′𝑉𝑉𝐼𝐼′,𝐽𝐽′ �𝛿𝛿𝛿𝛿𝑔𝑔,𝐼𝐼′,𝐽𝐽′

(𝑙𝑙,𝑚𝑚+1/2) − 𝛿𝛿𝛿𝛿𝑔𝑔,𝐼𝐼′,𝐽𝐽′
(𝑙𝑙,𝑚𝑚) �

𝐽𝐽+1

𝐽𝐽′=𝐽𝐽

𝐼𝐼+1

𝐼𝐼′=𝐼𝐼

    (3. 28) 

where 

𝐷𝐷𝑔𝑔,𝐼𝐼,𝐽𝐽 =
1

�3𝛴𝛴𝑡𝑡,𝑔𝑔,𝐼𝐼,𝐽𝐽
𝑑𝑑𝑑𝑑𝑑𝑑 �

(3. 29) 

𝛴𝛴𝑅𝑅,𝑔𝑔,𝐼𝐼,𝐽𝐽 = 𝛴𝛴𝑡𝑡,𝑔𝑔,𝐼𝐼,𝐽𝐽
𝑑𝑑𝑑𝑑𝑑𝑑 − 𝛴𝛴𝑠𝑠𝑠𝑠,𝑔𝑔,𝐼𝐼,𝐽𝐽 (3. 30) 

Eq. (3.28) is a fixed source problem and by taking all the cell (𝐼𝐼, 𝐽𝐽) of the discretized domain, 
a system of linear equations is built for each energy group, and then it is solved with the LU 
factorization method. Instead of the update equation used in the unaccelerated scheme (Eq. 
3.25) to calculate the scalar neutron noise for next inner iteration, the calculated quantities 
𝛿𝛿𝛿𝛿𝑔𝑔,𝐼𝐼+1/2,𝐽𝐽+1/2

(𝑙𝑙,𝑚𝑚+1)  are used to modify cell center scalar neutron noise as follows:  

𝛿𝛿𝛿𝛿𝑔𝑔,𝐼𝐼,𝐽𝐽
(𝑙𝑙,𝑚𝑚+1) = 𝛿𝛿𝛿𝛿𝑔𝑔,𝐼𝐼,𝐽𝐽

�𝑙𝑙,𝑚𝑚+12� +
1
4
��𝛿𝛿𝛿𝛿𝑔𝑔,𝐼𝐼′−1/2,𝐽𝐽′−1/2

(𝑙𝑙,𝑚𝑚+1)
𝐽𝐽+1

𝐽𝐽′=𝐽𝐽

𝐼𝐼+1

𝐼𝐼′=𝐼𝐼

(3. 31) 

The new values given by Eq. (3.31) updates the self-scattering term in Eq. (3.13) before the 
next inner iteration. As in the unaccelerated case, 𝑀𝑀 inner iterations are performed for each 
energy group. 
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When the inner iterations are completed for all the energy groups, the calculation continues 
with the outer iteration. For the acceleration of the (𝑙𝑙 + 1)-th outer iteration, the correction 
quantities 𝛿𝛿𝛿𝛿����𝑔𝑔,𝐼𝐼+1/2,𝐽𝐽+1/2

(𝑙𝑙+1)   for both energy groups are calculated at the cell vertices using the 
following equation: 
 

2
∆𝑥𝑥𝐼𝐼

�∆𝑦𝑦𝐽𝐽𝐷𝐷�𝐼𝐼,𝐽𝐽 + ∆𝑦𝑦𝐽𝐽+1𝐷𝐷�𝐼𝐼,𝐽𝐽+1��𝛿𝛿𝛿𝛿����𝐼𝐼+1/2,𝐽𝐽+1/2
(𝑙𝑙+1) − 𝛿𝛿𝛿𝛿����𝐼𝐼−1/2,𝐽𝐽+1/2

(𝑙𝑙+1) � 

−
2

∆𝑥𝑥𝐼𝐼+1
�∆𝑦𝑦𝐽𝐽𝐷𝐷�𝐼𝐼+1,𝐽𝐽 + ∆𝑦𝑦𝐽𝐽+1𝐷𝐷�𝐼𝐼+1,𝐽𝐽+1��𝛿𝛿𝛿𝛿����𝐼𝐼+3/2,𝐽𝐽+1/2

(𝑙𝑙+1) − 𝛿𝛿𝛿𝛿����𝐼𝐼+1/2,𝐽𝐽+1/2
(𝑙𝑙+1) � 

+
2
∆𝑦𝑦𝐽𝐽

�∆𝑥𝑥𝐼𝐼𝐷𝐷�𝐼𝐼,𝐽𝐽 + ∆𝑥𝑥𝐼𝐼+1𝐷𝐷�𝐼𝐼+1,𝐽𝐽��𝛿𝛿𝛿𝛿����𝐼𝐼+1/2,𝐽𝐽+1/2
(𝑙𝑙+1) − 𝛿𝛿𝛿𝛿����𝐼𝐼+1/2,𝐽𝐽−1/2

(𝑙𝑙+1) � 

−
2

∆𝑦𝑦𝐽𝐽+1
�∆𝑥𝑥𝐼𝐼𝐷𝐷�𝐼𝐼,𝐽𝐽+1 + ∆𝑥𝑥𝐼𝐼+1𝐷𝐷�𝐼𝐼+1,𝐽𝐽+1��𝛿𝛿𝛿𝛿����𝐼𝐼+1/2,𝐽𝐽+3/2

(𝑙𝑙+1) − 𝛿𝛿𝛿𝛿����𝐼𝐼+1/2,𝐽𝐽+1/2
(𝑙𝑙+1) � 

+ ��� �𝛴𝛴𝑅𝑅���,𝐼𝐼′,𝐽𝐽′𝑉𝑉𝐼𝐼′,𝐽𝐽′�
𝐽𝐽+1

𝐽𝐽′=𝐽𝐽

𝐼𝐼+1

𝐼𝐼′=𝐼𝐼

� 𝛿𝛿𝛿𝛿����𝐼𝐼+1/2,𝐽𝐽+1/2
(𝑙𝑙+1)  

−��� �𝛴𝛴𝑠𝑠𝑠𝑠����
,𝐼𝐼′,𝐽𝐽′𝑉𝑉𝐼𝐼′,𝐽𝐽′�

𝐽𝐽+1

𝐽𝐽′=𝐽𝐽

𝐼𝐼+1

𝐼𝐼′=𝐼𝐼

� 𝛿𝛿𝛿𝛿����
𝐼𝐼+12,𝐽𝐽+12

(𝑙𝑙+1) = ��χ�I′,J′  νΣf����
I′,J′𝑉𝑉𝐼𝐼′,𝐽𝐽′ �𝛿𝛿𝛿𝛿����𝐼𝐼′,𝐽𝐽′

(𝑙𝑙,𝑀𝑀) − 𝛿𝛿𝛿𝛿����𝐼𝐼′,𝐽𝐽′
(𝑙𝑙) �

𝐽𝐽+1

𝐽𝐽′=𝐽𝐽

𝐼𝐼+1

𝐼𝐼′=𝐼𝐼

              (3. 32) 

with  

𝛿𝛿𝛿𝛿����𝐼𝐼+1/2,𝐽𝐽+1/2
(𝑙𝑙+1) = �

𝛿𝛿𝛿𝛿𝑔𝑔=1,𝐼𝐼+1/2,𝐽𝐽+1/2
(𝑙𝑙+1)

𝛿𝛿𝛿𝛿𝑔𝑔=2,𝐼𝐼+1/2,𝐽𝐽+1/2
(𝑙𝑙+1) � (3. 33) 

Eq. (3.32) also represents a fixed source problem where the two energy groups are coupled. 
Therefore, the linear system constructed for the overall discretized domain, in each outer 
iteration, includes both energy groups. The calculated values of 𝛿𝛿𝛿𝛿����𝐼𝐼+1/2,𝐽𝐽+1/2

(𝑙𝑙+1)  are used to correct 
the neutron noise at cell centers with the following relationship: 

𝛿𝛿𝛿𝛿����𝐼𝐼,𝐽𝐽
(𝑙𝑙+1) = 𝛿𝛿𝛿𝛿����𝐼𝐼,𝐽𝐽

(𝑙𝑙,𝑀𝑀) +
1
4
��𝛿𝛿𝛿𝛿����𝐼𝐼′−1/2,𝐽𝐽′−1/2

(𝑙𝑙+1)
𝐽𝐽+1

𝐽𝐽′=𝐽𝐽

𝐼𝐼+1

𝐼𝐼′=𝐼𝐼

(3. 34) 

Before checking whether the calculation has converged, an updated evaluation of the fission 
source term of Eq. (3.13) is obtained from the new values of 𝛿𝛿𝛿𝛿����𝐼𝐼,𝐽𝐽

(𝑙𝑙+1). According to the outcome 
of the convergence criteria, the calculation is stopped or the next inner-outer iteration is started. 

As mentioned above, the accelerated iterative scheme applied in the static and dynamic modules 
are similar. However, the calculation of the static neutron fluxes requires the update of the value 
of 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒  in the fission source term after every outer iteration, while the neutron noise is 
determined assuming the value of 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒 to be constant and equal to the static one. 
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Chapter 4  
 

Verification of the neutron noise solver 
The performance of the dynamic module in the frequency domain is examined. In Section 4.1, 
the convergence rate of the unaccelerated and DSA inner-outer iteration schemes for dynamic 
calculations is studied in the case of an infinite homogeneous system. In Section 4.2, a neutron 
noise problem in a 2-D heterogeneous system was simulated with the SN solver and the results 
are compared with the ones obtained from the diffusion-based solver CORE SIM [4]. 

4.1 Fourier convergence analysis of the dynamic module 
The Fourier convergence analysis method has been widely applied to deterministic neutron 
transport methods for static calculations [14] and to some extent for time-dependent 
calculations [15]. The convergence rate of the dynamic module is estimated from the analytical 
Fourier analysis and compared to numerical results generated by the SN solver.  

In Paper I, the theoretical analysis is based on the one-dimensional continuous form of the 
iterative equations, while the numerical analysis is performed for a two-dimensional problem. 
In static calculations, it was shown in [16] that the theoretical results do not depend on the 
numbers of spatial dimensions when the diamond differencing method is considered. For the 
dynamic calculations, the same outcome is observed. The Fourier analysis reported below, is 
based on two-dimensional fully discretized equations. 

4.1.1 Spectral radius for the unaccelerated scheme 

The 2-dimensional system under study is homogeneous, so cross-sections and kinetic 
parameters are independent on the spatial position. The spatial discretization is such that the 
mesh nodes are identical with constant ∆𝑥𝑥 and ∆𝑦𝑦. The spatial vector that identifies the centre 
of the node (𝐼𝐼, 𝐽𝐽) is defined as: 

𝑟𝑟 = ��𝐼𝐼 −
1
2
� ∆x, �𝐽𝐽 −

1
2
� ∆y� , 𝐼𝐼 = 1, … 𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚, 𝐽𝐽 = 1, … , 𝐽𝐽𝑚𝑚𝑚𝑚𝑚𝑚 (4. 1) 

Additional spatial vectors to locate the surfaces and vertices of the nodes are defined as:  

𝑎𝑎1����⃗ = �
∆𝑥𝑥
2

, 0� , 𝑎𝑎2����⃗ = �0,
∆𝑦𝑦
2
� (4. 2) 

Using the notations above, the location of surface with index (𝐼𝐼 + 1/2, 𝐽𝐽) can be given by 𝑟𝑟 +
𝑎𝑎1����⃗ . Similarly, the vertex location with index (𝐼𝐼 + 1/2, 𝐽𝐽 + 1/2) can be expressed as 𝑟𝑟 + 𝑎𝑎1����⃗ +
𝑎𝑎2����⃗ .  
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The errors for the angular neutron noise (at the surfaces or at the center of a cell) and the scalar 
neutron noise are respectively:  

𝛿𝛿𝛿𝛿����𝑛𝑛
err,(𝑙𝑙,𝑚𝑚+1/2) = 𝛿𝛿𝛿𝛿����𝑛𝑛 − 𝛿𝛿𝛿𝛿����𝑛𝑛

(𝑙𝑙,𝑚𝑚+1/2) (4. 3)  

and 

δ𝜙𝜙����𝐼𝐼,𝐽𝐽
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚) = δ𝜙𝜙����𝐼𝐼,𝐽𝐽 − δ𝜙𝜙����𝐼𝐼,𝐽𝐽

(𝑙𝑙,𝑚𝑚) (4. 4) 

where 𝛿𝛿𝛿𝛿����𝑛𝑛 and δ𝜙𝜙����𝐼𝐼,𝐽𝐽 are the exact (or converged) solutions and 𝛿𝛿𝛿𝛿����𝑛𝑛
(𝑙𝑙,𝑚𝑚+1/2) and δ𝜙𝜙����𝐼𝐼,𝐽𝐽

(𝑙𝑙,𝑚𝑚) are the 
values estimated at the 𝑚𝑚-th inner iteration, within the (𝑙𝑙 + 1)-th outer iteration. 

In the case of the unaccelerated scheme, the equation for the error quantities is obtained by 
subtracting Eq. (3.13) from Eq. (3.6): 

𝜇𝜇𝑛𝑛
∆𝑥𝑥 �𝛿𝛿𝛿𝛿

����
𝑛𝑛,𝐼𝐼+1/2,𝐽𝐽
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1/2)(𝜔𝜔)− 𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼−1/2,𝐽𝐽

𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1/2)(𝜔𝜔)�+
𝜂𝜂𝑛𝑛
∆𝑦𝑦 �𝛿𝛿𝛿𝛿

����
𝑛𝑛,𝐼𝐼,𝐽𝐽+1/2
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1/2)(ω)− 𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽−1/2

𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1/2)(ω)� 

+𝛴𝛴t,𝐼𝐼,𝐽𝐽
dyn������ 𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽

𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1/2)(𝜔𝜔) 

=
1
2π

𝛴𝛴𝑠𝑠𝑠𝑠����
𝐼𝐼,𝐽𝐽 δ𝜙𝜙����𝐼𝐼,𝐽𝐽

𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚)(𝜔𝜔)  +
1
2π

𝛴𝛴𝑠𝑠𝑠𝑠����
𝐼𝐼,𝐽𝐽 δ𝜙𝜙����𝐼𝐼,𝐽𝐽

𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑀𝑀)(𝜔𝜔) +
1

2𝜋𝜋
𝜒̿𝜒𝐼𝐼,𝐽𝐽 𝜈𝜈𝛴𝛴𝑓𝑓�����

𝐼𝐼,𝐽𝐽
 δ𝜙𝜙����𝐼𝐼,𝐽𝐽

𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,0)(𝜔𝜔) (4. 5) 

Eq. (4.5) is similar to Eq. (3.13), but the angular and the scalar neutron noise are replaced by 
the corresponding error quantities and the source term is equal to zero. Then the rate of 
convergence for the solution of Eq. (3.13) is equivalent to the rate at which the error quantities 
tend to zero. 

In order to study the rate at which the error quantities tend to zero, it is convenient to define the 
error quantities according to the following Fourier ansatz: 

δ𝜙𝜙����𝐼𝐼,𝐽𝐽
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙)(𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴(𝑙𝑙)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙𝑟𝑟 (4. 6) 

𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽
err,(l,m+1/2)(𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴(𝑙𝑙)(𝜔𝜔)𝛼𝛼�𝑛𝑛

(𝑙𝑙,𝑚𝑚)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙𝑟𝑟 (4. 7) 

𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼+1/2,𝐽𝐽
err,(l,m+1/2)(𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴(𝑙𝑙)(𝜔𝜔)𝛼𝛼�𝑖𝑖

(𝑙𝑙,𝑚𝑚)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙(𝑟𝑟+𝑎𝑎1�����⃗ ) (4. 8) 

𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼−1/2,𝐽𝐽
err,(l,m+1/2)(𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴(𝑙𝑙)(𝜔𝜔)𝛼𝛼�𝑖𝑖

(𝑙𝑙,𝑚𝑚)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙(𝑟𝑟−𝑎𝑎1�����⃗ ) (4. 9) 

𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽+1/2
err,(l,m+1/2)(𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴(𝑙𝑙)(𝜔𝜔)𝛼𝛼�𝑗𝑗

(𝑙𝑙,𝑚𝑚)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙(𝑟𝑟+𝑎𝑎2�����⃗ ) (4. 10) 

𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽−1/2
err,(l,m+1/2)(𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴(𝑙𝑙)(𝜔𝜔)𝛼𝛼�𝑗𝑗

(𝑙𝑙,𝑚𝑚)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙(𝑟𝑟−𝑎𝑎2�����⃗ ) (4. 11) 

δ𝜙𝜙����𝐼𝐼,𝐽𝐽
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚)(𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴(𝑙𝑙)(𝜔𝜔)𝜉𝜉𝑢̿𝑢𝑢𝑢,2−𝐷𝐷

(𝑙𝑙,𝑚𝑚) (𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙𝑟𝑟 (4. 12) 

In Eqs. (4.6) to (4.12), 𝛩𝛩�⃗ = (𝛩𝛩1,𝛩𝛩2) is the Fourier error mode. It consists of two components 
that are, respectively, the error modes in the 𝑥𝑥 and 𝑦𝑦 directions and can take any values in the 
interval [−∞, +∞]. The elements of the column vector 𝑏𝑏� are equal to 1. The matrix 𝐴̿𝐴(𝑙𝑙) is 
diagonal and each element of the diagonal is associated with the error for one neutron energy 
group, after the 𝑙𝑙-th outer iteration. The matrices 𝛼𝛼�𝑛𝑛

(𝑙𝑙,𝑚𝑚),  𝛼𝛼�𝑖𝑖
(𝑙𝑙,𝑚𝑚), 𝛼𝛼�𝑗𝑗

(𝑙𝑙,𝑚𝑚) and 𝜉𝜉𝑢̿𝑢𝑢𝑢,2−𝐷𝐷
(𝑙𝑙,𝑚𝑚)  are diagonal 
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matrices, and each element of the diagonal is associated with the error for one neutron energy 
group at the 𝑚𝑚-th inner iteration, within the (𝑙𝑙 + 1)-th outer iteration.  

The convergence rate is related to the variation of the matrix 𝐴̿𝐴 between the two successive 
outer iterations 𝑙𝑙 and 𝑙𝑙 + 1. This variation depends on the properties of the matrix 𝜉𝜉𝑢̿𝑢𝑢𝑢,2−𝐷𝐷

(𝑙𝑙,𝑚𝑚) . In 
fact, once all the prescribed 𝑀𝑀  inner iterations are performed within the (𝑙𝑙 + 1) -th outer 
iteration, the error δ𝜙𝜙����𝐼𝐼,𝐽𝐽

𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑀𝑀) given by Eq. (4.12) is equal to the error δ𝜙𝜙����𝐼𝐼,𝐽𝐽
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙+1) given by Eq. 

(4.6) at the end of the (𝑙𝑙 + 1)-th outer iteration, i.e.: 

𝐴̿𝐴(𝑙𝑙+1) = 𝐴̿𝐴(𝑙𝑙)(𝜔𝜔)𝜉𝜉𝑢̿𝑢𝑢𝑢,2−𝐷𝐷
(𝑙𝑙,𝑀𝑀) (4. 13) 

For the determination of 𝜉𝜉𝑢̿𝑢𝑢𝑢,2−𝐷𝐷
(𝑙𝑙,𝑀𝑀) , the Fourier ansatz is entered in Eq. (4.5) and 𝑒𝑒𝑖𝑖Θ��⃗ ∙𝑟𝑟  is 

eliminated from all the terms. The expressions: 

𝑒𝑒𝑖𝑖Θ��⃗ ∙𝑎𝑎1�����⃗ − 𝑒𝑒−𝑖𝑖Θ��⃗ ∙𝑎𝑎1�����⃗ = 2𝑖𝑖 sin �𝛩𝛩1
Δ𝑥𝑥
2
� (4. 14) 

𝑒𝑒𝑖𝑖Θ��⃗ ∙𝑎𝑎2�����⃗ − 𝑒𝑒−𝑖𝑖Θ��⃗ ∙𝑎𝑎2�����⃗ = 2𝑖𝑖 sin �𝛩𝛩2
Δ𝑦𝑦
2
� (4. 15) 

are used in the first two terms of the left-hand side, so that the equation is rewritten as: 

𝜇𝜇𝑛𝑛
∆𝑥𝑥

𝛼𝛼�𝑖𝑖
(𝑙𝑙,𝑚𝑚)2𝑖𝑖 sin �𝛩𝛩1

Δ𝑥𝑥
2
� +

𝜂𝜂𝑛𝑛
∆𝑦𝑦

𝛼𝛼�𝑗𝑗
(𝑙𝑙,𝑚𝑚)2𝑖𝑖 sin �𝛩𝛩2

Δ𝑦𝑦
2
� + 𝛴𝛴𝑡𝑡

𝑑𝑑𝑑𝑑𝑑𝑑������𝛼𝛼�𝑛𝑛
(𝑙𝑙,𝑚𝑚) 

                                        =
1
2π

𝛴𝛴𝑠𝑠𝑠𝑠����𝜉𝜉𝑢̿𝑢𝑢𝑢,2−𝐷𝐷
(𝑙𝑙,𝑚𝑚)  +

1
2π

𝛴𝛴𝑠𝑠𝑠𝑠���� 𝜉𝜉𝑢̿𝑢𝑢𝑢,2−𝐷𝐷
(𝑙𝑙,𝑀𝑀) +

1
2π

χ� νΣf���� (4. 16) 

The coefficient matrices 𝛼𝛼�𝑖𝑖
(𝑙𝑙,𝑚𝑚)  and 𝛼𝛼�𝑗𝑗

(𝑙𝑙,𝑚𝑚)  are replaced with 𝛼𝛼�𝑛𝑛
(𝑙𝑙,𝑚𝑚)  through the relationships 

derived from the diamond difference scheme: 

𝛼𝛼�𝑛𝑛
(𝑙𝑙,𝑚𝑚) =

1
2
𝛼𝛼�𝑖𝑖

(𝑙𝑙,𝑚𝑚)�𝑒𝑒𝑖𝑖𝛩𝛩��⃗ ∙𝑎𝑎1�����⃗ + 𝑒𝑒−𝑖𝑖𝛩𝛩��⃗ ∙𝑎𝑎1�����⃗ � = 𝛼𝛼�𝑖𝑖
(𝑙𝑙,𝑚𝑚) cos �𝛩𝛩1

Δ𝑥𝑥
2
� (4. 17) 

𝛼𝛼�𝑛𝑛
(𝑙𝑙,𝑚𝑚) =

1
2
𝛼𝛼�𝑗𝑗

(𝑙𝑙,𝑚𝑚)�𝑒𝑒𝑖𝑖𝛩𝛩��⃗ ∙𝑎𝑎2�����⃗ + 𝑒𝑒−𝑖𝑖𝛩𝛩��⃗ ∙𝑎𝑎2�����⃗ � = 𝛼𝛼�𝑗𝑗
(𝑙𝑙,𝑚𝑚) cos �𝛩𝛩2

Δ𝑦𝑦
2
� (4. 18) 

As a result, Eq. (4.16) becomes: 

𝜇𝜇𝑛𝑛
∆𝑥𝑥

𝛼𝛼�𝑛𝑛
(𝑙𝑙,𝑚𝑚)2𝑖𝑖 tan �𝛩𝛩1

Δ𝑥𝑥
2
� +

𝜂𝜂𝑛𝑛
∆𝑦𝑦

𝛼𝛼�𝑛𝑛
(𝑙𝑙,𝑚𝑚)2𝑖𝑖 tan �𝛩𝛩2

Δ𝑦𝑦
2
� + 𝛴𝛴𝑡𝑡

𝑑𝑑𝑑𝑑𝑑𝑑������𝛼𝛼�𝑛𝑛
(𝑙𝑙,𝑚𝑚) 

                                        =
1
2π

𝛴𝛴𝑠𝑠𝑠𝑠����𝜉𝜉𝑢̿𝑢𝑢𝑢,2−𝐷𝐷
(𝑙𝑙,𝑚𝑚)  +

1
2π

𝛴𝛴𝑠𝑠𝑠𝑠���� 𝜉𝜉𝑢̿𝑢𝑢𝑢,2−𝐷𝐷
(𝑙𝑙,𝑀𝑀) +

1
2π

χ� νΣf���� (4. 19) 

Isolating 𝛼𝛼�𝑛𝑛
(𝑙𝑙,𝑚𝑚) leads to: 

𝛼𝛼�𝑛𝑛
(𝑙𝑙,𝑚𝑚) =

1
2π

∙
𝛴𝛴𝑠𝑠𝑠𝑠����𝜉𝜉𝑢̿𝑢𝑢𝑢,2−𝐷𝐷

(𝑙𝑙,𝑚𝑚)  + 𝛴𝛴𝑠𝑠𝑠𝑠���� 𝜉𝜉𝑢̿𝑢𝑢𝑢,2−𝐷𝐷
(𝑙𝑙,𝑀𝑀) + χ� νΣf����

μn
∆x 2𝑖𝑖 tan �Θ1

Δ𝑥𝑥
2 � + ηn

∆y 2𝑖𝑖 tan �Θ2
Δ𝑦𝑦
2 � + 𝛴𝛴𝑡𝑡

𝑑𝑑𝑑𝑑𝑑𝑑������ (4. 20) 
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This equation contains 𝛼𝛼�𝑛𝑛 and 𝜉𝜉𝑢̿𝑢𝑢𝑢,2−𝐷𝐷
(𝑙𝑙,𝑚𝑚) , so a second relationship is necessary to eliminate 𝛼𝛼�𝑛𝑛. 

For this purpose, the error of the scalar neutron noise is expressed as a function of the error of 
the angular neutron noise via a quadrature formula derived from Eqs. (3.25), (4.3) and (4.4):  

δ𝜙𝜙����𝐼𝐼,𝐽𝐽
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1)(𝜔𝜔) =

π
2
�wn𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽

𝑒𝑒𝑒𝑒𝑒𝑒,(l,m+1/2)(𝜔𝜔)
N0

n=1

(4. 21) 

Eq. (4.21) in combination with Eqs. (4.7) and (4.12) yields the additional relationship between 
𝛼𝛼�𝑛𝑛 and 𝜉𝜉𝑢̿𝑢𝑢𝑢,2−𝐷𝐷

(𝑙𝑙,𝑚𝑚) , i.e.: 

ξ̿𝑢𝑢𝑢𝑢,2−𝐷𝐷
(𝑙𝑙,𝑚𝑚+1) =

π
2
�wn𝛼𝛼�𝑛𝑛

(𝑙𝑙,𝑚𝑚)
N0

n=1

(4. 22) 

Both sides of Eq. (4.20) are multiplied by 𝜋𝜋
2
𝑤𝑤𝑛𝑛 and the summation over 𝑛𝑛 is taken, so the left-

hand side will be equal to the right-hand side of Eq. (4.22) and an expression for the matrix  
𝜉𝜉𝑢̿𝑢𝑢𝑢,2−𝐷𝐷

(𝑙𝑙,𝑚𝑚)  is found, which reads as: 

ξ̿𝑢𝑢𝑢𝑢,2−𝐷𝐷
(𝑙𝑙,𝑚𝑚+1) =

𝜋𝜋
2
�wn

1
2π 𝛴𝛴𝑠𝑠𝑠𝑠

����𝜉𝜉̿(𝑙𝑙,𝑚𝑚)  + 1
2π𝛴𝛴𝑠𝑠𝑠𝑠

���� 𝜉𝜉̿(𝑙𝑙,𝑀𝑀) + 1
2π χ� νΣf����

𝜇𝜇𝑛𝑛
∆𝑥𝑥 2𝑖𝑖 tan �Θ1

Δ𝑥𝑥
2 � + 𝜂𝜂𝑛𝑛

∆𝑦𝑦 2𝑖𝑖 tan �Θ2
Δ𝑦𝑦
2 � + 𝛴𝛴𝑡𝑡

𝑑𝑑𝑑𝑑𝑑𝑑������

N0

n=1

(4. 23) 

Eq. (4.23) can be arranged in a more compact form as follows (being 𝑚𝑚 = 𝑀𝑀):  

ξ̿𝑢𝑢𝑢𝑢,2−𝐷𝐷
(𝑙𝑙,𝑀𝑀) = �𝐼𝐼 ̿ − �𝐼𝐼 ̿ − 𝑃𝑃��

−1
�𝐼𝐼 ̿ − 𝑃𝑃�𝑀𝑀�𝑄𝑄��

−1
�𝑃𝑃�𝑀𝑀 + �𝐼𝐼 ̿ − 𝑃𝑃��

−1
�𝐼𝐼 ̿ − 𝑃𝑃�𝑀𝑀�𝑅𝑅�� (4. 24) 

with  

𝑃𝑃� = 𝑇𝑇�𝛴𝛴𝑡𝑡
𝑑𝑑𝑑𝑑𝑑𝑑������−1𝛴𝛴𝑠𝑠𝑠𝑠���� (4. 25) 

𝑄𝑄� = 𝑇𝑇�𝛴𝛴𝑡𝑡
𝑑𝑑𝑑𝑑𝑑𝑑������−1𝛴𝛴𝑠𝑠𝑠𝑠���� (4. 26) 

𝑅𝑅� = 𝑇𝑇�𝛴𝛴𝑡𝑡
𝑑𝑑𝑑𝑑𝑑𝑑������−1χ� νΣf���� (4. 27) 

𝑇𝑇� = �
1
4

wn ��2𝑖𝑖
μn
∆x

tan �Θ1
Δ𝑥𝑥
2
� + 2𝑖𝑖

ηn
∆y

tan �Θ2
Δ𝑦𝑦
2
�� 𝛴𝛴𝑡𝑡

𝑑𝑑𝑑𝑑𝑑𝑑������−1 + 𝐼𝐼�̿
−1N0

n=1

(4. 28) 

and  𝐼𝐼 ̿is the identity matrix. 

The spectral radius of the unaccelerated scheme, denoted as 𝜌𝜌, is equal to the maximum among 
the absolute values of the eigenvalues of the matrix ξ̿𝑢𝑢𝑢𝑢,2−𝐷𝐷

(𝑙𝑙,𝑀𝑀) �𝜔𝜔,𝛩𝛩�⃗ �, given any possible values 
of 𝛩𝛩1 and 𝛩𝛩2, i.e.: 

ρ�𝜔𝜔,𝑀𝑀,𝛩𝛩�⃗ � = 𝑚𝑚𝑚𝑚𝑚𝑚 �𝑎𝑎𝑎𝑎𝑎𝑎 �𝑒𝑒𝑒𝑒𝑒𝑒 �ξ̿𝑢𝑢𝑢𝑢,2−𝐷𝐷
(𝑙𝑙,𝑀𝑀) �𝜔𝜔,𝛩𝛩�⃗ ���� (4. 29) 
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The rate at which the error quantities tend to zero and thus the rate at which the unaccelerated 
scheme converges can then be determined by taking the maximum of ρ over all possible error 
modes:  

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑜𝑜𝑜𝑜 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = max
−∞<Θ1,Θ2<+∞

(𝜌𝜌) (4. 30) 

4.1.2 Spectral radius of the DSA scheme 

As shown in Eqs. (3.27) to (3.34), the DSA algorithm is such that two quantities 𝛿𝛿𝛿𝛿��� and 𝛿𝛿𝛿𝛿���� are 
used to adjust and thus accelerate respectively the inner and the outer iterations of the neutron 
noise calculation. Analogous to the unaccelerated case, the theoretical convergence rate is 
derived for the two-dimensional scheme. 

First the part of the algorithm that includes the inner iterations is considered. An inner iteration 
starts with the transport sweep based on Eq. (3.13). This operation is common in the 
unaccelerated and DSA schemes, hence error quantities like those that fulfil Eq. (4.5) in the 
unaccelerated case, can be defined. The Fourier ansatz for the error quantities associated with 
the transport sweep of the accelerated solver, is formalized as: 

δ𝜙𝜙����𝐼𝐼,𝐽𝐽
𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)(𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙𝑟𝑟 (4. 31) 

𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽
𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚+1/2)(𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)(𝜔𝜔)𝛼𝛼�𝑛𝑛

𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙𝑟𝑟 (4. 32) 

𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼+1/2,𝐽𝐽
𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚+1/2)(𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)(𝜔𝜔)𝛼𝛼�𝑖𝑖

𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙(𝑟𝑟+𝑎𝑎1�����⃗ ) (4. 33) 

𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼−1/2,𝐽𝐽
𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚+1/2)(𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)(𝜔𝜔)𝛼𝛼�𝑖𝑖

𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙(𝑟𝑟−𝑎𝑎1�����⃗ ) (4. 34) 

𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽+1/2
𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚+1/2)(𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)(𝜔𝜔)𝛼𝛼�𝑗𝑗

𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙(𝑟𝑟+𝑎𝑎2�����⃗ ) (4. 35) 

𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽−1/2
𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚+1/2)(𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)(𝜔𝜔)𝛼𝛼�𝑗𝑗

𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙(𝑟𝑟−𝑎𝑎2�����⃗ ) (4. 36) 

𝛿𝛿𝜙𝜙����𝐼𝐼,𝐽𝐽
𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚)(𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)(𝜔𝜔)𝜉𝜉2̿−𝐷𝐷

𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙𝑟𝑟 (4. 37) 

The matrices 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)(𝜔𝜔), 𝛼𝛼�𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚) and ξ̿2−𝐷𝐷
𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚) are similar to the matrices used in Eqs. (4.6) 

to (4.12) for the unaccelerated problem. The procedure used to obtain Eq. (4.20) from Eq. (4.5), 
can be adapted to the accelerated case in such a manner that yields: 

𝛼𝛼�𝑛𝑛
𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚) =

1
2𝜋𝜋 𝛴𝛴𝑠𝑠𝑠𝑠

����𝜉𝜉2̿−𝐷𝐷
𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚)  + 1

2𝜋𝜋 𝛴𝛴𝑠𝑠𝑠𝑠
���� 𝜉𝜉2̿−𝐷𝐷

𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑀𝑀) + 1
2𝜋𝜋 𝜒̿𝜒 𝜈𝜈𝛴𝛴𝑓𝑓�����

𝜇𝜇𝑛𝑛
∆𝑥𝑥 2𝑖𝑖 𝑡𝑡𝑡𝑡𝑡𝑡 �𝛩𝛩1

𝛥𝛥𝛥𝛥
2 �+ 𝜂𝜂𝑛𝑛

∆𝑦𝑦 2𝑖𝑖 𝑡𝑡𝑡𝑡𝑡𝑡 �𝛩𝛩2
𝛥𝛥𝛥𝛥
2 � + 𝛴𝛴𝑡𝑡

𝑑𝑑𝑑𝑑𝑑𝑑������
(4. 38) 

The transport sweep gives the angular neutron noise that is required in Eq. (3.27) to estimate 
the scalar neutron noise. This estimation identified by the iteration index (𝑚𝑚 + 1/2) , is 
corrected according to the DSA method before it can be used to update the next inner iteration. 
Therefore, differently from the unaccelerated scheme, an error is also specified for this scalar 
neutron noise, i.e.:  

δ𝜙𝜙����𝐼𝐼,𝐽𝐽
𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚+1/2) = δ𝜙𝜙����𝐼𝐼,𝐽𝐽 − δ𝜙𝜙����𝐼𝐼,𝐽𝐽

(𝑙𝑙,𝑚𝑚+1/2) (4. 39) 

The Fourier ansatz relative to δ𝜙𝜙����𝐼𝐼,𝐽𝐽
𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚+1/2) reads as: 
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δ𝜙𝜙����𝐼𝐼,𝐽𝐽
𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚+1/2)(𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)(𝜔𝜔)β�(𝑙𝑙,𝑚𝑚)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙𝑟𝑟 (4. 40) 

were β�(𝑙𝑙,𝑚𝑚) is a diagonal matrix in which each element of the diagonal is connected to the error 
for one neutron energy group at the the 𝑚𝑚 -th inner iteration, within the (𝑙𝑙 + 1)-th outer 
iteration. 

From Eq. (3.27) and the definitions of the errors δ𝜙𝜙����𝐼𝐼,𝐽𝐽
𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑐𝑐,(𝑙𝑙,𝑚𝑚+1/2) and 𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽

𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(l,m+1/2), the 
following expression is obtained: 

δ𝜙𝜙����𝐼𝐼,𝐽𝐽
𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚+1/2)(𝜔𝜔) =

π
2
�𝑤𝑤𝑛𝑛𝛿𝛿𝛿𝛿����𝑛𝑛,𝐼𝐼,𝐽𝐽

𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(l,m+1/2)(𝜔𝜔)
N0

n=1

(4. 41) 

The combination of Eqs. (4.41), (4.32) and (4.40) leads to: 

𝛽̿𝛽(𝑙𝑙,𝑚𝑚) =
π
2
�𝑤𝑤𝑛𝑛𝛼𝛼�𝑛𝑛

𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚)
N0

n=1

(4. 42) 

Eq. (4.42) is substituted in Eq. (4.38), so that a relationship between  𝛽̿𝛽(𝑙𝑙,𝑚𝑚) and 𝜉𝜉2̿−𝐷𝐷
𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚) is 

derived: 

𝛽̿𝛽(𝑙𝑙,𝑚𝑚)  =
𝜋𝜋
2
�𝑤𝑤𝑛𝑛

1
2𝜋𝜋 𝛴𝛴𝑠𝑠𝑠𝑠

����𝜉𝜉2̿−𝐷𝐷
𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚)  + 1

2𝜋𝜋 𝛴𝛴𝑠𝑠𝑠𝑠
���� 𝜉𝜉2̿−𝐷𝐷

𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑀𝑀) + 1
2𝜋𝜋 𝜒̿𝜒 𝜈𝜈𝛴𝛴𝑓𝑓�����

𝜇𝜇𝑛𝑛
∆𝑥𝑥 2𝑖𝑖 𝑡𝑡𝑡𝑡𝑡𝑡 �𝛩𝛩1

𝛥𝛥𝛥𝛥
2 �+ 𝜂𝜂𝑛𝑛

∆𝑦𝑦 2𝑖𝑖 𝑡𝑡𝑡𝑡𝑡𝑡 �𝛩𝛩2
𝛥𝛥𝛥𝛥
2 � + 𝛴𝛴𝑡𝑡

𝑑𝑑𝑑𝑑𝑑𝑑������

𝑁𝑁

𝑛𝑛=1

(4. 43) 

The numerical acceleration is such that the estimation δ𝜙𝜙����𝐼𝐼,𝐽𝐽
(𝑙𝑙,𝑚𝑚+1/2) is corrected with the factor  

𝛿𝛿𝛿𝛿���. Then an error quantity  𝛿𝛿𝛿𝛿���𝑒𝑒𝑒𝑒𝑒𝑒 is defined as the difference between the converged correction 
factor 𝛿𝛿𝛿𝛿��� and 𝛿𝛿𝛿𝛿���(𝑙𝑙,𝑚𝑚) after one inner iteration. The equation for this error quantity at a certain 
inner iteration (𝑚𝑚 + 1), within the (𝑙𝑙 + 1)-th outer iteration, is formally derived from the 
difference between the DSA inner equation (Eq. (3.28)) written for the converged solution 
(although the converged value of 𝛿𝛿𝛿𝛿��� is zero) and for the inner iteration of interest, i.e.:  

2
∆𝑥𝑥𝐼𝐼

�∆𝑦𝑦𝐽𝐽𝐷𝐷�𝐼𝐼,𝐽𝐽 + ∆𝑦𝑦𝐽𝐽+1𝐷𝐷�𝐼𝐼,𝐽𝐽+1��𝛿𝛿𝛿𝛿���𝐼𝐼+1/2,𝐽𝐽+1/2
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1) − 𝛿𝛿𝛿𝛿���𝐼𝐼−1/2,𝐽𝐽+1/2

𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1)� 

−
2

∆𝑥𝑥𝐼𝐼+1
�∆𝑦𝑦𝐽𝐽𝐷𝐷�𝐼𝐼+1,𝐽𝐽 + ∆𝑦𝑦𝐽𝐽+1𝐷𝐷�𝐼𝐼+1,𝐽𝐽+1��𝛿𝛿𝛿𝛿���𝐼𝐼+3/2,𝐽𝐽+1/2

𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1) − 𝛿𝛿𝛿𝛿���𝐼𝐼+1/2,𝐽𝐽+1/2
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1)� 

+
2
∆𝑦𝑦𝐽𝐽

�∆𝑥𝑥𝐼𝐼𝐷𝐷�𝐼𝐼,𝐽𝐽 + ∆𝑥𝑥𝐼𝐼+1𝐷𝐷�𝐼𝐼+1,𝐽𝐽��𝛿𝛿𝛿𝛿���𝐼𝐼+1/2,𝐽𝐽+1/2
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1) − 𝛿𝛿𝛿𝛿���𝐼𝐼+1/2,𝐽𝐽−1/2

𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1)� 

+
2

∆𝑦𝑦𝐽𝐽+1
�∆𝑥𝑥𝐼𝐼𝐷𝐷�𝐼𝐼,𝐽𝐽+1 + ∆𝑥𝑥𝐼𝐼+1𝐷𝐷�𝐼𝐼+1,𝐽𝐽+1��𝛿𝛿𝛿𝛿���𝐼𝐼+1/2,𝐽𝐽+3/2

𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1) − 𝛿𝛿𝛿𝛿���𝐼𝐼+1/2,𝐽𝐽+1/2
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1)� 

+ ��� �𝛴𝛴𝑅𝑅���,𝐼𝐼′,𝐽𝐽′𝑉𝑉𝐼𝐼′,𝐽𝐽′�
𝐽𝐽+1

𝐽𝐽′=𝐽𝐽

𝐼𝐼+1

𝐼𝐼′=𝐼𝐼

� 𝛿𝛿𝛿𝛿���
𝐼𝐼+12,𝐽𝐽+12

𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1) 

= ��𝛴𝛴𝑠𝑠𝑠𝑠����
,𝐼𝐼′,𝐽𝐽′𝑉𝑉𝐼𝐼′,𝐽𝐽′ �𝛿𝛿𝛿𝛿����𝐼𝐼′,𝐽𝐽′

𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,�𝑙𝑙,𝑚𝑚+12� − 𝛿𝛿𝛿𝛿����𝐼𝐼′,𝐽𝐽′
𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚)�                                                 

𝐽𝐽+1

𝐽𝐽′=𝐽𝐽

𝐼𝐼+1

𝐼𝐼′=𝐼𝐼

(4. 44) 
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Eq. (4.44) relates the values of 𝛿𝛿𝛿𝛿���𝑒𝑒𝑒𝑒𝑒𝑒  at the 5 vertices (𝐼𝐼 + 1/2, 𝐽𝐽 + 1/2), (𝐼𝐼 + 1/2, 𝐽𝐽 −
1/2), (𝐼𝐼 − 1/2, 𝐽𝐽 + 1/2), (𝐼𝐼 + 3/2, 𝐽𝐽 + 1/2) and (𝐼𝐼 + 1/2, 𝐽𝐽 + 3/2). The Fourier ansatz used 
for them is the following one: 

δ𝑓𝑓���𝐼𝐼+1/2,𝐽𝐽+1/2
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1)(𝑟𝑟,𝜔𝜔�������⃗ ) = 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)(𝜔𝜔)𝛾̿𝛾(𝑙𝑙,𝑚𝑚)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙(𝑟𝑟+𝑎𝑎1�����⃗ +𝑎𝑎2�����⃗ ) (4. 45) 

δ𝑓𝑓���𝐼𝐼−1/2,𝐽𝐽+1/2
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1)(𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)(𝜔𝜔)𝛾̿𝛾(𝑙𝑙,𝑚𝑚)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙(𝑟𝑟−𝑎𝑎1�����⃗ +𝑎𝑎2�����⃗ ) (4. 46) 

δ𝑓𝑓���𝐼𝐼+1/2,𝐽𝐽−1/2
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1)(𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)(𝜔𝜔)𝛾̿𝛾(𝑙𝑙,𝑚𝑚)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙(𝑟𝑟+𝑎𝑎1�����⃗ −𝑎𝑎2�����⃗ ) (4. 47) 

δ𝑓𝑓���𝐼𝐼+1/2,𝐽𝐽+3/2
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1)(𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)(𝜔𝜔)𝛾̿𝛾(𝑙𝑙,𝑚𝑚)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙(𝑟𝑟+𝑎𝑎1�����⃗ +3𝑎𝑎2�����⃗ ) (4. 48) 

δ𝑓𝑓���𝐼𝐼+3/2,𝐽𝐽+1/2
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1)(𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)(𝜔𝜔)𝛾̿𝛾(𝑙𝑙,𝑚𝑚)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙(𝑟𝑟+3𝑎𝑎1�����⃗ +𝑎𝑎2�����⃗ ) (4. 49) 

In Eq. (4.44), the error quantities 𝛿𝛿𝛿𝛿����𝐼𝐼′,𝐽𝐽′
𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚+1/2)

 and  𝛿𝛿𝛿𝛿����𝐼𝐼′,𝐽𝐽′
𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚)

, whose definition and 
Fourier ansatz are introduced above, also appear. 

Inserting Eqs. (4.45) to (4.49), (4.37) and (4.40) into Eq. (4.44) leads to a relationship for the 
matrices ξ̿2−𝐷𝐷

𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚), 𝛾̿𝛾(𝑙𝑙,𝑚𝑚) and β�(𝑙𝑙,𝑚𝑚), i.e.: 

𝛾̿𝛾(𝑙𝑙,𝑚𝑚) = 𝐿𝐿� ∙  𝑎𝑎 ∙ �β�(𝑙𝑙,𝑚𝑚) − ξ̿2−𝐷𝐷
𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚)� (4. 50) 

The matrix 𝐿𝐿� and coefficient 𝑎𝑎 are respectively equal to: 

𝐿𝐿� = Δ𝑥𝑥Δ𝑦𝑦 �4
Δ𝑦𝑦
Δ𝑥𝑥

𝐷𝐷�(1 − cosΘ1Δ𝑥𝑥) + 4
Δ𝑥𝑥
Δ𝑦𝑦

𝐷𝐷�(1 − cosΘ2Δ𝑦𝑦) + 2𝛴𝛴𝑅𝑅���Δ𝑥𝑥Δ𝑦𝑦�
−1

𝛴𝛴𝑠𝑠𝑠𝑠���� (4. 51) 

𝑎𝑎 = cos �
Θ1Δ𝑥𝑥

2
+
Θ2Δ𝑦𝑦

2
� + cos �

Θ1Δ𝑥𝑥
2

−
Θ2Δ𝑦𝑦

2
� (4. 52) 

An alternative relationship between ξ̿2−𝐷𝐷
𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚) , 𝛾̿𝛾(𝑙𝑙,𝑚𝑚)  and 𝛽̿𝛽(𝑙𝑙,𝑚𝑚)  is built from Eq. (3.31) that 

updates the scalar neutron noise in the accelerated inner iterations. Eq. (3.31) together with the 
definition of 𝛿𝛿𝛿𝛿���𝑒𝑒𝑒𝑒𝑒𝑒 and 𝛿𝛿𝛿𝛿����𝑒𝑒𝑒𝑒𝑒𝑒, gives: 

𝛿𝛿𝛿𝛿����𝐼𝐼,𝐽𝐽
𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚+1) = 𝛿𝛿𝛿𝛿����𝐼𝐼,𝐽𝐽

𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,�𝑙𝑙,𝑚𝑚+12� +
1
4
��𝛿𝛿𝛿𝛿���𝐼𝐼′−1/2,𝐽𝐽′−1/2

𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑚𝑚+1)
𝐽𝐽+1

𝐽𝐽′=𝐽𝐽

𝐼𝐼+1

𝐼𝐼′=𝐼𝐼

(4. 53) 

Eqs. (4.37), (4.40) and (4.45) to (4.49) are inserted into Eq. (4.53) and the second relationship 
for ξ̿2−𝐷𝐷

𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚+1), 𝛾̿𝛾(𝑙𝑙,𝑚𝑚) and β�(𝑙𝑙,𝑚𝑚) is obtained: 

ξ̿2−𝐷𝐷
𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑚𝑚+1) = 𝛽̿𝛽(𝑙𝑙,𝑚𝑚) +

𝑎𝑎
2
𝛾̿𝛾(𝑙𝑙,𝑚𝑚) (4. 54) 

Then, ξ̿2−𝐷𝐷
𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑀𝑀) can be determined with an expression that is derived from Eqs. (4.43), (4.50) 

and (4.54), and that reads as: 

ξ�2−𝐷𝐷
𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑀𝑀)

= �𝐼𝐼 ̿ − �𝐼𝐼 ̿ − 𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎�������
−1
�𝐼𝐼 ̿ − 𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎�������𝑄𝑄𝑎𝑎𝑎𝑎𝑎𝑎�������

−1
�𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎������𝑀𝑀 + �𝐼𝐼 ̿ − 𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎�������

−1
�𝐼𝐼 ̿ − 𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎������𝑀𝑀�𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎������� (4. 55) 

with  



Chapter 4 Verification of the neutron noise solver 

26 

 

𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎������ = 𝑇𝑇�𝛴𝛴𝑡𝑡
𝑑𝑑𝑑𝑑𝑑𝑑������−1𝛴𝛴𝑠𝑠𝑠𝑠����+

𝑎𝑎2

2
𝐿𝐿� �𝑇𝑇�𝛴𝛴𝑡𝑡

𝑑𝑑𝑑𝑑𝑑𝑑������−1𝛴𝛴𝑠𝑠𝑠𝑠���� − 𝐼𝐼�̿ (4. 56) 

𝑄𝑄𝑎𝑎𝑎𝑎𝑎𝑎������ = 𝑇𝑇�𝛴𝛴𝑡𝑡
𝑑𝑑𝑑𝑑𝑑𝑑������−1𝛴𝛴𝑠𝑠𝑠𝑠���� +

𝑎𝑎2

2
𝐿𝐿�𝑇𝑇�𝛴𝛴𝑡𝑡

𝑑𝑑𝑑𝑑𝑑𝑑������−1𝛴𝛴𝑠𝑠𝑠𝑠���� (4. 57) 

𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎������ = 𝑇𝑇�𝛴𝛴𝑡𝑡
𝑑𝑑𝑑𝑑𝑑𝑑������−1χ� νΣf���� +

𝑎𝑎2

2
𝐿𝐿�𝑇𝑇�𝛴𝛴𝑡𝑡

𝑑𝑑𝑑𝑑𝑑𝑑������−1χ� νΣf���� (4. 58) 

The matrix 𝑇𝑇� is specified in Eq. (4.28). The maximum spectral radius of the matrix given in Eq. 
(4.55) represents the convergence rate of the scheme with DSA-based inner iterations and 
unaccelerated outer iterations. 

For the convergence analysis of the full DSA scheme, the part related to the outer iterations 
also needs to be taken in account. Then an error quantity  𝛿𝛿𝛿𝛿����𝑒𝑒𝑒𝑒𝑒𝑒 is defined for the correction 
factor 𝛿𝛿𝛿𝛿���� used to accelerate the outer iterations. This error is formally equal to the difference 
between the converged value (which is zero) and the value at a certain outer iteration. 
Subtracting the DSA outer equation (Eq. (3.32)) for the (𝑙𝑙 + 1)-th outer iteration from Eq. (3.32) 
written for the converged solution yields: 

2
∆𝑥𝑥𝐼𝐼

�∆𝑦𝑦𝐽𝐽𝐷𝐷�𝐼𝐼,𝐽𝐽 + ∆𝑦𝑦𝐽𝐽+1𝐷𝐷�𝐼𝐼,𝐽𝐽+1� �𝛿𝛿𝛿𝛿����𝐼𝐼+1/2,𝐽𝐽+1/2
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙+1)

− 𝛿𝛿𝛿𝛿����𝐼𝐼−1/2,𝐽𝐽+1/2
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙+1)

� 

−
2

∆𝑥𝑥𝐼𝐼+1
�∆𝑦𝑦𝐽𝐽𝐷𝐷�𝐼𝐼+1,𝐽𝐽 + ∆𝑦𝑦𝐽𝐽+1𝐷𝐷�𝐼𝐼+1,𝐽𝐽+1� �𝛿𝛿𝛿𝛿����𝐼𝐼+3/2,𝐽𝐽+1/2

𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙+1)
− 𝛿𝛿𝛿𝛿����𝐼𝐼+1/2,𝐽𝐽+1/2

𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙+1)
� 

+
2
∆𝑦𝑦𝐽𝐽

�∆𝑥𝑥𝐼𝐼𝐷𝐷�𝐼𝐼,𝐽𝐽 + ∆𝑥𝑥𝐼𝐼+1𝐷𝐷�𝐼𝐼+1,𝐽𝐽� �𝛿𝛿𝛿𝛿����𝐼𝐼+1/2,𝐽𝐽+1/2
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙+1)

− 𝛿𝛿𝛿𝛿����𝐼𝐼+1/2,𝐽𝐽−1/2
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙+1)

� 

+
2

∆𝑦𝑦𝐽𝐽+1
�∆𝑥𝑥𝐼𝐼𝐷𝐷�𝐼𝐼,𝐽𝐽+1 + ∆𝑥𝑥𝐼𝐼+1𝐷𝐷�𝐼𝐼+1,𝐽𝐽+1� �𝛿𝛿𝛿𝛿����𝐼𝐼+1/2,𝐽𝐽+3/2

𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙+1)
− 𝛿𝛿𝛿𝛿����𝐼𝐼+1/2,𝐽𝐽+1/2

𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙+1)
� 

+ �� � �𝛴𝛴𝑅𝑅����,𝐼𝐼′,𝐽𝐽′𝑉𝑉𝐼𝐼′,𝐽𝐽′�
𝐽𝐽+1

𝐽𝐽′=𝐽𝐽

𝐼𝐼+1

𝐼𝐼′=𝐼𝐼

� 𝛿𝛿𝛿𝛿����𝐼𝐼+1/2,𝐽𝐽+1/2
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙+1)

−� � �𝛴𝛴𝑠𝑠𝑠𝑠�����
,𝐼𝐼′,𝐽𝐽′𝑉𝑉𝐼𝐼′,𝐽𝐽′�

𝐽𝐽+1

𝐽𝐽′=𝐽𝐽

𝐼𝐼+1

𝐼𝐼′=𝐼𝐼

𝛿𝛿𝛿𝛿����
𝐼𝐼+12,𝐽𝐽+12

𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙+1)
 

= � � χ�I′,J′ νΣf����
I′,J′𝑉𝑉𝐼𝐼′,𝐽𝐽′ �𝛿𝛿𝛿𝛿����𝐼𝐼′,𝐽𝐽′

𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑀𝑀) − 𝛿𝛿𝛿𝛿����𝐼𝐼′,𝐽𝐽′
𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)�

𝐽𝐽+1

𝐽𝐽′=𝐽𝐽

                                                                 
𝐼𝐼+1

𝐼𝐼′=𝐼𝐼

(4. 59) 

where  𝛿𝛿𝛿𝛿����𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎 denotes the error of the scalar neutron noise, as discussed above. Similar to 
the case of 𝛿𝛿𝛿𝛿���𝑒𝑒𝑒𝑒𝑒𝑒 in Eq. (4.44), the error quantity  𝛿𝛿𝛿𝛿����𝑒𝑒𝑒𝑒𝑒𝑒 is given at the 5 vertices (𝐼𝐼 + 1/2, 𝐽𝐽 +
1/2), (𝐼𝐼 + 1/2, 𝐽𝐽 − 1/2), (𝐼𝐼 − 1/2, 𝐽𝐽 + 1/2), (𝐼𝐼 + 3/2, 𝐽𝐽 + 1/2)  and  (𝐼𝐼 + 1/2, 𝐽𝐽 + 3/2)  and 
the associated Fourier ansatz is formulated as: 

𝛿𝛿𝛿𝛿����𝐼𝐼+1/2,𝐽𝐽+1/2
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙+1) (𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)(𝜔𝜔)𝜗̿𝜗(𝑙𝑙)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙(𝑟𝑟+𝑎𝑎1�����⃗ +𝑎𝑎2�����⃗ ) (4. 60) 

𝛿𝛿𝛿𝛿����𝐼𝐼−1/2,𝐽𝐽+1/2
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙+1) (𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)(𝜔𝜔)𝜗̿𝜗(𝑙𝑙)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙(𝑟𝑟−𝑎𝑎1�����⃗ +𝑎𝑎2�����⃗ ) (4. 61) 

𝛿𝛿𝛿𝛿����𝐼𝐼+1/2,𝐽𝐽−1/2
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙+1) (𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)(𝜔𝜔)𝜗̿𝜗(𝑙𝑙)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙(𝑟𝑟+𝑎𝑎1�����⃗ −𝑎𝑎2�����⃗ ) (4. 62) 

𝛿𝛿𝛿𝛿����𝐼𝐼+1/2,𝐽𝐽+3/2
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙+1) (𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)(𝜔𝜔)𝜗̿𝜗(𝑙𝑙)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙(𝑟𝑟+𝑎𝑎1�����⃗ +3𝑎𝑎2�����⃗ ) (4. 63) 

𝛿𝛿𝛿𝛿����𝐼𝐼+3/2,𝐽𝐽+1/2
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙+1) (𝑟𝑟,𝜔𝜔) = 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙)(𝜔𝜔)𝜗̿𝜗(𝑙𝑙)(𝜔𝜔)𝑏𝑏�𝑒𝑒𝑖𝑖Θ��⃗ ∙(𝑟𝑟+3𝑎𝑎1�����⃗ +𝑎𝑎2�����⃗ ) (4. 64) 
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For the error quantities 𝛿𝛿𝛿𝛿����𝐼𝐼′,𝐽𝐽′
𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙) and 𝛿𝛿𝛿𝛿����𝐼𝐼′,𝐽𝐽′

𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙,𝑀𝑀), the Fourier ansatz are the ones defined in Eqs. 
(4.31) and (4.37). 

Eqs. (4.60) to (4.64), (4.31) and (4.37) are entered in Eq. (4.59). The resulting equation gives a 
relationship between 𝜗̿𝜗(𝑙𝑙) and ξ̿2−𝐷𝐷

𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑀𝑀) and reads as: 

𝜗̿𝜗(𝑙𝑙) = 𝑈𝑈�−1χ� νΣf����Δ𝑥𝑥Δ𝑦𝑦𝑦𝑦�ξ̿2−𝐷𝐷
𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑀𝑀) − 𝐼𝐼�̿ (4. 65) 

with  

𝑈𝑈� = �4
Δ𝑦𝑦
Δ𝑥𝑥

𝐷𝐷�(1 − cos(Θ1Δ𝑥𝑥)) + 4
Δ𝑥𝑥
Δ𝑦𝑦

𝐷𝐷�(1 − cos(Θ2Δ𝑦𝑦)) + 2𝛴𝛴𝑅𝑅���Δ𝑥𝑥Δ𝑦𝑦 − 2𝛴𝛴𝑠𝑠𝑠𝑠����Δ𝑥𝑥Δ𝑦𝑦� (4. 66) 

Eq. (3.34) that updates the scalar neutron noise in the outer iterations and the definitions of 
𝛿𝛿𝛿𝛿����𝑒𝑒𝑒𝑒𝑒𝑒 and 𝛿𝛿𝛿𝛿����𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎, are used to obtain:  

𝛿𝛿𝛿𝛿����𝐼𝐼,𝐽𝐽
𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙+1) = 𝛿𝛿𝛿𝛿����𝐼𝐼,𝐽𝐽

𝑒𝑒𝑒𝑒𝑒𝑒,𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑀𝑀) +
1
4
��𝛿𝛿𝛿𝛿����

𝐼𝐼′−12,𝐽𝐽′−12

𝑒𝑒𝑒𝑒𝑒𝑒,(𝑙𝑙+1)
𝐽𝐽+1

𝐽𝐽′=𝐽𝐽

𝐼𝐼+1

𝐼𝐼′=𝐼𝐼

(4. 67) 

In this equation the Fourier ansatz for the error quantities is introduced and the relationship 
between 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙) and 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙+1) is derived: 

𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙+1) = �ξ̿2−𝐷𝐷
𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑀𝑀) +

𝑎𝑎
2
𝜗̿𝜗(𝑙𝑙)� 𝐴̿𝐴𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙) (4. 68) 

Eqs. (4.65) and (4.68) are combined and the spectral radius of the overall DSA scheme can be 
calculated as: 

𝜌𝜌𝐷𝐷𝐷𝐷𝐷𝐷�𝜔𝜔,𝑀𝑀,Θ��⃗ � =  max �abs �eig�ξ̿2−𝐷𝐷
𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑀𝑀) +

𝑎𝑎2

2
𝑈𝑈�−1χ� νΣf����Δ𝑥𝑥Δ𝑦𝑦�ξ̿2−𝐷𝐷

𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑀𝑀) − 𝐼𝐼�̿��� (4. 69) 

where ξ̿2−𝐷𝐷
𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑀𝑀) is given by Eq. (4.55). The convergence rate of the DSA scheme can thus be 

evaluated by taking the maximum of 𝜌𝜌𝐷𝐷𝐷𝐷𝐷𝐷�𝜔𝜔,𝑀𝑀,Θ��⃗ � over all error modes. 

4.1.3 Convergence rate for 1-D and 2-D calculations 

For the current analysis, the generic equation for the theoretical spectral radius can be written 
as follows: 

𝜌𝜌𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔�𝜔𝜔,𝑀𝑀,Θ��⃗ � =  𝑚𝑚𝑚𝑚𝑚𝑚�𝑎𝑎𝑎𝑎𝑎𝑎�𝑒𝑒𝑒𝑒𝑒𝑒�𝑓𝑓(𝜉𝜉̿(𝑙𝑙,𝑀𝑀))��� (4. 70) 

where 𝑓𝑓(𝜉𝜉̿(𝑙𝑙,𝑀𝑀)) indicates a function of the matrix 𝜉𝜉̿(𝑙𝑙,𝑀𝑀). According to the discussion in Paper 
I and section 4.1.1, the matrix function 𝑓𝑓(𝜉𝜉̿(𝑙𝑙,𝑀𝑀)) in the case of the one- and two-dimensional 
unaccelerated schemes, is: 

𝑓𝑓�ξ̿𝑢𝑢𝑢𝑢
(𝑙𝑙,𝑀𝑀)� = ξ̿𝑢𝑢𝑢𝑢

(𝑙𝑙,𝑀𝑀) = �𝐼𝐼 ̿ − �𝐼𝐼 ̿ − 𝑃𝑃��
−1
�𝐼𝐼 ̿ − 𝑃𝑃�𝑀𝑀�𝑄𝑄��

−1
�𝑃𝑃�𝑀𝑀 + �𝐼𝐼 ̿ − 𝑃𝑃��

−1
�𝐼𝐼 ̿ − 𝑃𝑃�𝑀𝑀�𝑅𝑅�� (4. 71) 

In the equation above, the matrices 𝑃𝑃�, 𝑄𝑄� and 𝑅𝑅� depend on a matrix denoted as 𝑇𝑇�. For the 1-D 
problem, the matrix 𝑇𝑇� is given in Eq. (20) in Paper I, i.e. 
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𝑇𝑇�1𝐷𝐷 =
1
2
��𝑖𝑖𝑖𝑖Θ𝛴𝛴𝑡𝑡

𝑑𝑑𝑑𝑑𝑑𝑑������−1 + 𝐼𝐼�̿
−11

−1

𝑑𝑑𝑑𝑑 (4. 72) 

For the 2-D scheme, 𝑇𝑇� is obtained from Eq. (4.28). 

In the 1-D case, Paper I shows that the maximum spectral radius which is related to the 
convergence rate of the algorithm, is always associated with the zeroth error mode (Θ = 0). In 
the 2-D case, the same result is found. In Figure 4.1, the plot on the left provides the spectral 
radius and its dependence on the error mode Θ��⃗  for a 2-D unaccelerated problem, where the 
frequency of the neutron noise source is equal to 1 Hz and the number of inner iterations 𝑀𝑀 is 
equal to 2. When the zeroth error mode is taken, the matrices 𝑇𝑇� in Eqs. (4.72) and (4.28) are 
equal to the identity matrix, and so the expression for the spectral radius and the convergence 
rate becomes identical for 1-D and 2-D problems. 

For the DSA scheme, the same conclusion can be drawn as the maximum spectral radius for 
the accelerated scheme is also associated with 𝛩𝛩�⃗ = 0; see plot on the right in Figure 4.1. The 
function 𝑓𝑓(𝜉𝜉̿(𝑙𝑙,𝑀𝑀)) for calculating the spectral radius in the one-dimensional DSA case is given 
by Eq. (29) in Paper I and is equal to: 

𝑓𝑓�ξ̿1−𝐷𝐷
𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑀𝑀)� = ξ̿1−𝐷𝐷

𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑀𝑀) + �Θ2𝐷𝐷� + Σ�𝑅𝑅 − Σ�𝑠𝑠,𝑑𝑑�
−1
χ� νΣf�����ξ̿1−𝐷𝐷

𝑎𝑎𝑎𝑎𝑎𝑎,(𝑙𝑙,𝑀𝑀) − 𝐼𝐼�̿ (4. 73) 

The function for the two-dimensional DSA scheme is given in Eq. (4.69). Again, the two 
functions are identical when the zeroth error mode is taken. 

 

Figure 4.1 Theoretical spectral radius associated with the unaccelerated scheme (left) and the 
DSA scheme (right), for a neutron noise calculation in a 2-D homogeneous system. 

4.1.4 Convergence properties of the unaccelerated and DSA 
schemes 

The convergence properties of the unaccelerated and DSA algorithms are investigated with 
respect to the number of inner iterations and the frequency of the neutron noise source. In 
addition, the theoretical and numerical values of the convergence rates are compared. This is 
part of the verification of the correct implementation of the algorithms. For the purpose, a 
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problem that consists of a neutron noise source (namely, an absorber of variable strength) in a 
two-dimensional homogeneous system, is used. The neutron cross sections and the kinetics 
parameters of the system are taken from [7]. The spatial domain is discretized using a 30 × 30 
square mesh, in which the size of one computational cell is such that Δ𝑥𝑥 = Δ𝑦𝑦 = 1 𝑐𝑐𝑐𝑐. For the 
angular discretization, S8 level symmetric quadrature set is used. The boundary conditions are 
reflective, so the system can be considered infinite. 

The theoretical predictions of the convergence rate for the unaccelerated and DSA algorithms 
are respectively calculated with the expressions given in Eqs. (4.29) and (4.69). The numerical 
convergence rate (denoted as ρ𝑛𝑛𝑛𝑛𝑛𝑛) is estimated from the simulations as: 

ρ𝑛𝑛𝑛𝑛𝑛𝑛 =
�𝛿𝛿𝛿𝛿����(𝑙𝑙+1)(r�⃗ ,ω)−𝛿𝛿𝛿𝛿����(𝑙𝑙)(r�⃗ ,ω)�2
�𝛿𝛿𝛿𝛿����(𝑙𝑙)(r�⃗ ,ω)−𝛿𝛿𝛿𝛿����(𝑙𝑙−1)(r�⃗ ,ω)�2

(4. 74)  

where ‖ ∙ ‖2 is the Euclidean norm, and 𝛿𝛿𝛿𝛿����(𝑙𝑙+1), 𝛿𝛿𝛿𝛿����(𝑙𝑙) and 𝛿𝛿𝛿𝛿����(𝑙𝑙−1) are the two-energy group 
scalar neutron noise column-vectors computed from the solver, respectively, at iterations 
(𝑙𝑙 + 1), 𝑙𝑙 and (𝑙𝑙 − 1). 

Dependence of the convergence rate on the number of inner iterations 

Stationary fluctuations of the thermal capture cross-section are introduced in one point of the 
2-D homogeneous system. The perturbation has an amplitude equal to unity and a frequency of 
1 kHz.  

The influence of the number of inner iterations 𝑀𝑀 on the convergence rate is shown in Figure 
4.2. The numerical performance of the algorithms is consistent with the theoretical predictions. 
For the unaccelerated numerical scheme, the spectral radius decreases with more inner 
iterations performed. On the other hand, the convergence rate of the accelerated scheme is not 
affected by the number of inner iterations. In fact, when the error-mode is taken to be zero, the 
matrix 𝑇𝑇� (Eq. (4.28)) becomes an identity matrix. Then the matrix 𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎������ (Eq. (4.56)) is zero, 
which causes the spectral radius in Eq. (4.69) to be independent of 𝑀𝑀. 

  

Figure 4.2 Convergence rate as a function of the number of inner iterations 𝑀𝑀 for the 
accelerated and DSA schemes 
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Dependence of the convergence rate on the frequency of the neutron noise source 

The relationship between convergence rate and frequency of the neutron noise source is 
explored by varying the frequency of the neutron noise source defined above, i.e. a stationary 
fluctuation of the thermal capture cross section in one point of the system. The number of inner 
iterations 𝑀𝑀 is chosen equal to 4. The results are plotted in Figure 4.3 for both the unaccelerated 
and accelerated schemes. Again, the numerical behavior of the algorithms agrees with the 
theoretical one. A plateau region is found between ~0.1 Hz and ~100 Hz, where the convergence 
is rather insensitive to the frequency. Below the frequencies of the plateau region, the spectral 
radius increases largely with decreasing frequency and the convergence becomes slow. Above 
the frequencies of the plateau region, the spectral radius decreases with increasing frequency 
and the trend is more remarkable for the accelerated scheme.  

 

Figure 4.3 Convergence rate as a function of frequency for the unaccelerated scheme (left) 
and for the DSA scheme (right) 

4.2 Neutron noise simulations in heterogeneous systems 
The accelerated and unaccelerated solvers are further tested using neutron noise problems based 
on the two-dimensional C3 and C4V configurations reported in [17]. 

The C3 and C4V systems consist of a 2 × 2 assembly arrangement, where two UO2 assemblies 
are respectively located North-West and South-East and two MOX assemblies are respectively 
located North-East and South-West. Each fuel assembly contains 17 × 17  squares that 
represents homogenized fuel cells or guide tubes. The C3 test case has reflective boundary 
condition on all sides of the system while the C4V test case has both reflective and vacuum 
boundary conditions. The cross-sections used to model the static benchmark problems are given 
in a two-energy group formalism. 

In both the C3 and C4V systems the neutron noise source is assumed to be a stationary 
fluctuation of the capture cross-section in both energy groups. The source is placed at the fuel 
cell with position indexes (16,19) which belongs to the North-East MOX fuel assembly. The 
amplitude of the perturbation is taken to be 5% of the nominal values of the capture cross-
section for each group. The frequency of the perturbation is set to 1 Hz. In addition, a 
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homogeneous 𝛽𝛽 value equal to 0.0049 and a 𝜆𝜆 value equal to 0.0797 s-1 are chosen. The layout 
of the benchmark problems with the location of the noise source shown in red is given in Figure 
4.4.  

 
Figure 4.4 System configuration of C3 and C4V benchmark problems with the neutron noise 

source location labelled in red. 

In these calculations, the same 34 × 34 meshes where each node corresponds to a homogenized 
fuel cell that has a size of 1.26 × 1.26 cm, and level-symmetric S8 quadrature sets are used. In 
addition, the problems are solved with the unaccelerated and accelerated schemes, using one 
inner iteration per outer iteration. The convergence criterion for both the static and dynamic 
module is set to 𝜀𝜀 < 1E − 7.  

The effective multiplication factor  𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒  calculated with the unaccelerated and DSA static 
modules were first compared with the reference values. As reported in Table 4.1, the two 
algorithms give the same results and the differences with the reference are small, i.e. 52 pcm 
for the C3 configuration and 62 pcm for the C4V system. 

The numerical performances of the unaccelerated and DSA schemes are summarized in Table 
4.2. The improvement in the convergence rate is significant when DSA is applied. The number 
of required iterations is reduced by a factor of at least 13 for the static module and a factor of 
20 for the dynamic module. 

Table 4.1 Effective multiplication factor 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒 calculated by the static module 

Problem Unaccelerated DSA Reference 

C3 1.01847 1.01847 1.01795 

C4V 0.91782 0.91782 0.91720 
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Table 4.2 Number of outer iterations required for convergence of the unaccelerated and DSA 
algorithms 

Module System 
configuration 

Unaccelerated DSA 

Static 
C3 469 35 

C4V 569 37 

Dynamic 
C3 30297 1449 

C4V 29991 1436 

 

The dynamic calculations with the unaccelerated and DSA solvers lead to very similar neutron 
noise results. For each of the two problems, the real part, imaginary part, amplitude and phase 
of the neutron noise are compared in a point wise manner. The maximum relative difference 
that is found is less than 0.03%. 

The amplitude and phase of the neutron noise of both groups, calculated from the accelerated 
solver, are plotted in Figures 4.5 and 4.6 for the C3 and C4V problems, respectively. For the 
two cases, the spatial distribution of the noise amplitude follows the trend of the static fluxes. 
This outcome is expected since the size of the system is relatively small, and thus the system 
behaves in a point-kinetic manner. At the location of the perturbation, a local peak is observed 
in the fast and thermal neutron noise. The phase is close to 180 degrees and slightly decreases 
when moving away from the location of the neutron noise source. The calculated phase is 
consistent with the fact that the perturbation is defined in the capture cross-section and an out 
of phase behavior should result in the response of neutron flux. The decrease of the phase is 
also expected since it indicates that the response of the neutron flux to the perturbation is a little 
delayed further away from the source. 
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Figure 4.5 Neutron noise obtained from the DSA solver for the C3 case; fast (top-left) and 

thermal (top-right) amplitude and fast (bottom-left) and thermal (bottom-right) phase 

 

 
Figure 4.6 Neutron noise obtained from the DSA solver for the C4V case; fast (top-left) and 

thermal (top-right) amplitude and fast (bottom-left) and thermal (bottom-right) phase 
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4.3 Comparison with the diffusion-based simulator CORE 
SIM 
The solver is compared to the neutron noise simulator CORE SIM. Both computational tools 
solve Eqs. (2.6) and (2.8), but the CORE SIM scheme relies on the diffusion approximation. 

On one hand, the test contributes to the verification of the solver presented in this work, since 
CORE SIM has been used to analyse different neutron noise scenarios in the past. On the other 
hand, the comparison can also provide insights into possible limitations of lower-order methods 
as the one applied in CORE SIM. For the purpose, the C3 configuration is chosen and a 
fluctuation of the capture cross section in the fuel cell (16,19) is introduced with the frequency 
of 1 Hz, as described in the previous section. The complete discussion can be found in Paper 
II. The results for the two neutron energy groups are similar, so the focus of the section is 
narrowed to the thermal case in which the discrepancies are wider. 

Calculations of both simulators are first performed with different computational spatial grids. 
In Figure 4.7, the amplitude of the thermal neutron noise predicted by CORE SIM (full blue 
line with circles) and by the SN solver (full line with stars) at the location of the perturbation, 
are plotted with respect to the resolution of the grid. The relative differences are also included 
(dashed red line). The coarser mesh is the mesh used in the previous section where each node 
corresponds to the size of each fuel cell/guide tube. Then the mesh is progressively refined from 
2 × 2 to 8 × 8 equal square nodes per fuel cell/guide tube. As shown in the plot, the results 
obtained from the meshes with 5 × 5, 6 × 6, 7 × 7 and 8 × 8 nodes per fuel cell/guide tube are 
similar and can be considered mesh-independent. In addition, 𝑆𝑆8 and 𝑆𝑆16 approximations are 
used for the angular direction; some ‘ray effect’ affects the coarser option, even though they 
are not severe (see details reported in Paper II). Then the mesh with 5 × 5 nodes per fuel 
cell/guide tube and the 𝑆𝑆8 discretization of the angular variable are selected.  

 

Figure 4.7 Effect of the spatial grid resolution on the amplitude of the thermal neutron noise at 
the location of the noise source 

4.3.1 Static flux and neutron noise calculated with the 2 solvers 

The comparison between the static fluxes calculated with the two solvers is shown in the plot 
on the left in Figure 4.8. The biggest difference is observed in the guide tubes of the MOX fuel 
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assemblies. The guide tubes introduce abrupt variations of the material properties of the system 
and these strong heterogeneities can be resolved better with higher-order transport methods than 
diffusion. The relatively large discrepancies in the guide tubes are also observed in the neutron 
noise calculations (see plot on the right in Figure 4.8). This is expected because the system 
under study is small and its response is characterized by a dominant point-kinetic component. 
Then the spatial distribution of the neutron noise tends to follow the static flux. Additional large 
differences are found at the location of the neutron noise source and its close surroundings (~ −
14%). For other locations in the system, the differences are quite small (less than 3%). The 
phase of the neutron noise predicted from both solvers also show negligible differences; a 
maximum relative difference is found to be less than 0.1%. 

 

Figure 4.8 Spatial distribution of the relative differences between the two simulators, in the 
thermal neutron static flux (left) and in the thermal neutron noise (right) 

4.3.2 Dependence on the frequency of the neutron noise source 

The relative differences between the two solvers are also investigated for other frequencies, 
within the interval 0.01 Hz and 100 Hz. In Figure 4.9, the results are shown for the central 
computational node of different fuel cells/guide tubes in the system, viz.: (16,19) where the 
noise source is placed; (17,18) as representative of fuel cells close to the perturbation; (31,4) as 
representative of the guide tubes in the MOX fuel assemblies; and (25,10) as a representative 
of the fuel cells far away from the perturbation. The position indexes used to identify the fuel 
cells/guide tubes are consistent with Figure 4.4. 

The behaviour of the calculated neutron noise amplitude with respect to frequency is consistent 
with the zero-power reactor transfer function. Therefore, the amplitude decreases as the 
frequency of the perturbation increases, except in a plateau region at intermediate frequencies 
where the amplitude is almost constant. This is again explained by the fact that the system is 
driven by point-kinetics essentially, due to the small size of the system, with the point-kinetic 
response given by the zero-power reactor transfer function. 

The discrepancies between the discrete ordinates solver and CORE SIM are nearly constant in 
the plateau region, otherwise they may become larger with frequencies. This may be explained 
by the different performances of higher- and lower-order methods to reproduce the propagation 
of a disturbance in the system. At the location of the perturbation, the relative differences for 
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the thermal noise amplitude increase from ~ − 8% to ~ − 24% over the frequency range (see 
Figure 4.9-a). In the close surroundings of the perturbation, they vary from ~3% at 0.01 Hz up 
to ~4.5% at 100 Hz (see Figure 4.9-b). Large deviations can be found in the guide tubes 
because of the strong variation of material properties, so they are rather independent of the 
frequency. For example, at the guide tube (31,4), the relative differences are about −12% (see 
Figure 4.9-c). The discrepancies at locations away from the perturbation and from strong 
variations of material properties are negligible and insensitive to frequency. For one of these 
locations such as the fuel cell (25,10), the relative differences are around 1.2 – 1.6% (see Figure 
4.9-d). 

 

(a) Location of the perturbation (16,19) 

 

(b) Location (17,18) 

 

(c) Location (31,4) 

 

(d) Location (25,10) 

Figure 4.9 Amplitude of the thermal neutron noise calculated with the two solvers and relative 
differences, at various locations in the system 

The calculated values of the phase of the thermal neutron noise in the central node of the fuel 
cell (16,19) and of the guide tube (17,18) are given in Figure 4.10, together with their relative 
differences. The behaviour with respect to frequency resembles a bell-shaped curve as expected 
from the zero-power reactor transfer function. The discrepancies between CORE SIM and the 
discrete ordinates solver are relatively small and constant in the plateau region. For this interval 
of frequencies, a phase close to 180 degrees is expected because the perturbation of the 
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macroscopic neutron capture cross-section induces an out-of-phase response of the neutron 
flux. Outside the plateau region, the relative differences may be somewhat larger. At the 
location of the perturbation, they are found to be ~ -3% for the thermal neutron noise at the 
frequency of 0.01 Hz and ~ -3.5% for the thermal neutron noise at the frequency of 100 Hz. 
When taking other locations, CORE SIM and the discrete ordinates solver provide very similar 
results. For example, the maximum relative differences are already below 1.2% already in the 
fuel cell (17,18) which is just next to the perturbed one. 

 

Figure 4.10 Phase of the thermal neutron noise calculated with the two solvers and relative 
differences, at the location of the neutron noise source (left) and at the location (17,18) (right) 
 

It should nevertheless be emphasized that the good agreement between CORE SIM and the 
discrete ordinates solver away from the applied perturbation and from material discontinuities 
is expected to deteriorate when anisotropic scattering is considered. Diffusion-based solvers 
can be considered as only resolving the isotropic part of the scattering (with a transport 
correction). Thus, only considering the isotropic part of the scattering in this work for the 
transport solver is believed to reduce possible discrepancies between diffusion-based and 
transport-based computations. 
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Chapter 5  
 

Conclusion and outlook  
 

5.1 Summary 
A neutron noise transport simulator based on the 2-D neutron balance equations in the 
frequency domain, is developed. It consists of a static module that solves the criticality problem 
and a dynamic module that calculates the neutron noise induced by possible perturbations 
expressed in terms of stationary fluctuations of the macroscopic cross sections. The equations 
are discretized according to the discrete ordinates method (with respect to the angular variable) 
and the diamond finite difference scheme (with respect to the spatial variable). The energy 
dependence is treated with a two-energy group model. The computational burden of the 
simulations is reduced by applying the DSA method to both modules. 

In order to verify the correct implementation of the algorithm, a study of the convergence and 
comparisons with the diffusion-based neutron noise simulator CORE SIM are carried out. 

The convergence properties of the unaccelerated and accelerated solver are investigated in the 
case of an absorber of variable strength in an infinite, two-dimensional, homogeneous problem. 
The maximum analytical spectral radius of the algorithm, which is a measure of the 
convergence rate, is obtained from the Fourier convergence analysis and agrees with the 
numerical value estimated from the simulator. The DSA method improves the convergence, but 
the reduction of the spectral radius at the zeroth error mode is still limited. For both the 
accelerated and unaccelerated scheme, the convergence rate is slower with decreasing 
frequency of the perturbation. In addition, a higher number of inner iterations per outer iteration 
is beneficial for the convergence of the unaccelerated scheme, while it does not influence the 
accelerated scheme (as expected from the Fourier analysis).  

The diffusion synthetic acceleration of the solver is further tested on neutron noise problems 
derived from the heterogeneous, two-dimensional configurations C3 and C4V. The neutron 
noise source is defined as the fluctuation of the two-energy group macroscopic capture cross 
sections associated with one fuel cell of the system. The frequency of the perturbation is 1 Hz. 
The use of DSA reduces the number of iterations by a factor of 20.  

For the comparisons with CORE SIM, the neutron noise problem based on the C3 configuration, 
with the fluctuation of the neutron capture cross section in one fuel cell, is considered. The 
results show that the new solver is consistent with CORE SIM, although differences can be 
found because of the strong material heterogeneities of the system, the local impact of the 
perturbation, and the frequency of the disturbance. This outcome then suggests that higher-
order transport methods may provide an important contribution to more accurate simulations of 
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neutron noise problems and to the assessment of lower-order transport methods such as the 
diffusion approximation. 

5.2 Outlook 
In the continuation of this research several developments are needed. 

The DSA method lowers significantly the computational cost of the solver, but the number of 
iterations required for convergence is still large. The effect deteriorates if the frequency of the 
perturbation decreases. An alternative is to use the CMFD – Coarse Mesh Finite Difference 
method. This option has been proven to be an efficient acceleration technique in static and 
transient transport problems, since the combination of a coarse-mesh problem together with the 
original fine-mesh, higher-order problem can remove the low-frequency components of the 
error modes that are the slowest to converge. However, its implementation must be explored 
carefully because of possible issues with numerical stability. 

The solver will be extended in such a manner that simulations of three-dimensional and multi-
energy group problems can be performed. For more accurate simulations, the treatment of 
anisotropic scattering is an important capability that will be included. 

Further tests for verification and validation are also planned. The solver under development will 
be used to simulate numerical problems and neutron noise experiments, that are available from 
the activities of the CORTEX project [2]. 
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