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Abstract Image annotation is the process of assign-

ing metadata to images, allowing effective retrieval by

text-based search techniques. Despite the lots of efforts

in automatic multimedia analysis, automatic semantic

annotation of multimedia is still inefficient due to the

problems in modelling high level semantic terms. In this

paper we examine the factors affecting the quality of

annotations collected through crowdsourcing platforms.

An image dataset was manually annotated utilizing: (i)

a vocabulary consists of pre-selected set of keywords,

(ii) an hierarchical vocabulary, and (iii) free keywords.

The results show that the annotation quality is affected

by the image content itself and the used lexicon. As we

expected while annotation using the hierarchical vocab-

ulary is more representative, the use of free keywords

leads to increased invalid annotation. Finally it is shown
that images requiring annotations that are not directly

related to their content (i.e. annotation using abstract

concepts), lead to accrue annotator inconsistency re-

vealing in that way the difficulty in annotating such

kind of images is not limited to automatic annotation,

but it is generic problem of annotation.
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1 Introduction

The enormous increase in the number of digital images

generates the need to develop technologies for efficient

archiving and access to visual content. Image retrieval

can be performed either by content-based [66], [77], [48]

or text-based [40], [15] methods. The content-based ap-

proach performs the retrieval by examining the collec-

tion of images and returning those with similar visual

content to the image given to the user’s query. On the

other hand, text-based approach returns images which

are accompanied by text similar to the user’s text query.

Text-based image retrieval (Fig. 1) remains the predom-

inant choice, despite the successful development of sev-

eral content-based multimedia retrieval platforms. For

effective retrieval using text-based techniques, annota-

tion process is an essential step.

Although image annotation can be accomplished through

several methods [49], [74], [16], causes a significant diffi-

culty in image retrieval for various reasons: It requires a

huge effort, lots of images lack tagging because of their

creators/ owners’ unwillingness to describe them using

textual information, manual tagging itself is not always

accurate while the quality of annotation is questionable.

These are some of the reasons why the content-based

retrieval, despite its limitations, is still regarded as an

alternative for accessing several image collections.

Many efforts have been made to achieve automatic

image annotation [12], [42], [29] which take advantage

of the benefits of both content-based and text-based re-

trieval methods and try to overcome their limitations.

The ultimate goal is to provide keywords searching based

on image content [75] without the need to explicitly tag

all images in the collection. Automatic image annota-

tion tries to emulate humans aiming to implicitly asso-

ciate image visual content with semantic labels. Due to
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Fig. 1 Text-based image retrieval.

the broad range of its applications in addition to im-

age retrieval, a large number of image techniques have

been proposed that have been shown to achieve very

promising results on various datasets. Automatic im-

age annotation has many applications in the domain

of image understanding and analysis and also used in

other disciplines such as urban management, biomedi-

cal engineering, social media services, tourism industry,

etc [12].

Manual image annotation is even more important

for developing automatic image annotation methods us-

ing the training by example paradigm. Training exam-

ples that are used for automatic image annotation are

pairs of images and annotations. Different approaches

have been developed to model the correlation between

visual features and text descriptions based on manu-

ally annotated datasets. The created models are then

used to assign keywords to unseen data [76]. Generally

speaking, clustering and classification based methods

are among the most popular [36].

In clustering methods [71], [25] an algorithm quan-

tizes the features from the training into clusters and re-

places the continuous with the cluster centroids. Then,

the probability of associating the concepts with clus-

ters is calculated. The extracted features for a given

image are compared with cluster centers and the clos-

est ones are selected. The tag probabilities of the se-

lected cluster centers are used to annotate the image.

Several methods that analyzed the correlation between

the clusters and keywords to discover hidden seman-

tics had great success in automatic image annotation.

Clustering based methods are fast and contain some

level of generalization, but the priori unknown number

of clusters and other clustering parameters remain the

main problem of these methods. On the other hand in

classification approaches [19], [20], keyword classifiers

are developed based on the provided training exam-

ples, and are then used to classify an input image into

one of various classes. According to the traditional ma-

chine learning flow, a feature extraction algorithm is

applied to the input image and then the extracted fea-

tures are used to create the classification model using

a machine learning algorithm such as SVM [28], [39],

Decision Trees [58], [59], Hidden Markov Models [54],

Neural Networks [72], etc. The huge amount of data

coming from visual sensing devices challenge the tradi-

tional machine learning approaches and calls the appli-

cation of deep learning algorithms [38], [53], [44]. Con-

volutional Neural Networks (CNN) are now frequently

used in recognition and detection tasks [11] achieving

high performance which approach the humans on some

tasks. The output of CNN layers can be interpreted

as visual features and in this case the algorithm plays

simultaneously the roles of feature extractor and clas-

sifier. In [68], a method based on recurrent neural net-

works (RNNs) is proposed to overcome the limitation

of traditional methods to multilabel image classifica-

tion [30] to explicitly use the label dependencies in an

image.

The limited number of available training examples

creates ineffective models of keywords without gener-

alization ability and major problems in deep learning

classification schemes which are typically trained on

very large amount of labeled images [52]. In addition,

the small number of available classes creates limitations

to the retrieval results of text queries. Users, like the

case of search engines, prefer to use free text rather

than interfaces which include specific keyword sets.

Image annotation is a complex socio-cognitive pro-

cess. It involves processing sensory input through classi-

fying, abstracting, and mapping sensory data into con-

cepts and entities often expressed through socially de-

fined and culturally justified linguistic labels and iden-

tifiers [24]. The raw image data can not readily trans-
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ferred to high-level semantics that usually appeared in

users’ queries [23]. This makes image annotation even

more dependent on both humans and image content.

There are many demographic factors that may affect

the way that people interpret the image content [63].

The idea of collecting annotations through crowdsourc-

ing [35] rather than an expert can significantly allevi-

ate the subjectivity in image annotation, accelerate the

whole process, reduce its cost and improve the ultimate

efficiency of image retrieval systems.

In this paper we propose a new framework for study-

ing the quality of manual annotations with the aim to:

(a) investigate how the use of structured and unstruc-

tured vocabularies affects the quality of annotation and

at what cost (lost of useful and valid annotations), (b)

explore the influence of using an explicitly designed

multimedia annotation tool for image annotation with

respect to annotation quality as well as to the richness

of the created annotations, (c) specify to which extend

and under what conditions free annotation can result in

valid and useful image annotation, and (d) identify how

the content of the image can affect the image annota-

tion. A dataset consisted of 500 images which was man-

ually annotated utilizing different methods was used

for our experiments. The collected annotations of each

method were analyzed independently, resulting in very

useful results and future implications in the domain of

manual image annotation.

The remainder of the paper is organized as follows:

Section 2 reviews related work. Section 3 presents the

proposed framework while Section 4 describes the eval-

uation process. Section 5 presents and discusses the re-

sults of the experiments. Finally, conclusions and fur-

ther work hints are given in Section 6.

2 Related Work

Image annotation has attracted great interest the last

years and a broad range of remarkable approaches has

been presented [45]. The assignment of textual descrip-

tions can be achieved using several methods including

free keywords, vocabularies and ontologies [22]. In spite

of the fact that the automatic assignment of keywords

is characterized as a very difficult task, the tremendous

need for efficient image retrieval forced the research

community to focus on the development of automatic

image annotation methods. The proposed efforts tried

to face the following challenges: (i) the extraction of rich

semantic information using visual features, and (ii) the

absence of correlation between the textual information

and image regions in the training data. Although some

methods have been developed for the automatic assign-

ment of keywords based on web-page’s surrounding in-

formation [21], they have not yet reached the level of

success of the manual annotation. On the other hand,

the annotation of large-scale datasets is time consuming

and extremely difficult and manual annotations are rec-

ognized as imprecise, ambiguous, inconsistent and have

some limitations [46]. The assignment of several people

into annotation tasks will result in the collection of var-

ious annotation per image improving the overall quality

and overcoming the above issues.

Joachims et al. [31] showed that there are minor dif-

ferences between implicit and explicit relevance judg-

ments. This outcome let to the use of implicit rele-

vance judgments as training data in machine learning

frameworks for several information retrieval applica-

tions [43], [65]. This approach can easily address the

problems in a cheap and quick way and helps task cre-

ators to exploit different opinions [34]. Implicit crowd-

sourced annotations can be easily gathered without bur-

dening the involved users [64]. Since the collection is

performed without supervision, it may contains several

errors due to erroneous participant’s feedback which is

independent of whether or not they will receive a reward

for their participation [10]. Consistency is a big issue

so the inter-annotator and intra-annotator agreements

are very crucial measurements for the quality of the col-

lected annotations [7]. The inter-annotator agreement

shows the level of consensus and homogeneity among

annotators while the intra-annotator agreement shows

how consistent is an individual annotator. All resources

involved in an annotation assessment, such as annota-

tors and vocabularies, should be carefully selected and

effectively used [33].

Crowdsourcing allows the harvest of crowd’s wis-

dom and contributions [27], [18] and has helped create

datasets by outsourcing the work to a large crowd of

workers [69]. The tasks which were traditionally under-

taken by employees or contractors can now be assigned

to an undefined crowd [26], [6]. Several works studying

the crowdsourcing annotations under different perspec-

tives highlighted the importance and promising future

of this research area [27]. Academia and industry recog-

nized crowdsourcing as a simple solution to easily col-

lect annotations at little cost. From the early beginning,

the Amazon Mechanical Turk (MTurk) extended the

capabilities of the crowdsourcing tasks by introducing

more comprehensive GUIs and reward tools [8]. There

is the possibility to assign the tasks to a large number

of workers and gather the results after a few hours. A

primary goal is to reduced measurement error [32], or

to enhance the quality [4] of the collected data. The

MTurk workers [47] and the quality of collected data

have been studied for a broad range of tasks [41].
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Annotation quality obtained through crowdsourcing

varies. Annotators provide erroneous or poor-quality la-

bels either in the hope that they will be unnoticed and

will not have payment penalties or because they have

not properly understood the task in hand [69]. Differ-

ent approaches have been proposed that investigate the

quality of crowdsourcing annotations. Snow et al. [62]

discovered that annotators in a crowdsourcing frame-

work cannot reach the experts’ effectiveness but the

combination of their opinion may yield to annotations

of good quality. This outcome indicates the importance

of aggregating the annotations, showing that a large

number of non-experts can achieve better annotation

quality than a small number of experts on the same

task.

Raykar et al. [57] tried to solve the difficult case

which there are no ground truth but only poor qual-

ity annotations are available to be used in a super-

vised machine learning framework. This work empha-

sized the importance of effective annotators and tried

to estimate sensitivity and specificity of each annota-

tor. It also recommended the use of multiple annota-

tions for each item combining different weights for each

annotator related to his/her agreement on the ground

truth dataset. Smith et al. [61] analyzed the difficulties

of evaluating tasks which consist of several annotators

without the presence of ground truth data. They tried

to create a gold standard by combining the opinions of

several experts and showed that the annotator’s con-

sensus can be used to evaluate the annotation quality.

Annotation quality is also studied in [60] showing that

repeated and careful labeling can increase the labeling

quality. The consistency of annotators was also utilized

in the context of paired games and CAPTCHAs [3] for

the creation of ground truth dataset. The difficulty of

non-expert annotation and the abilities of annotators

are examined in [70], while a dedicated system which

guides the users to give more informative and cost effec-

tive labels is presented in [67]. An interesting technique

for the collection of ground truth data is presented in [5]

which utilizes disagreement-aware metrics to evaluate

the ambiguity inherent in crowdsourced annotations.

The assignment of several annotators into the same

task, creates the difficulty to decide if an annotation

is a positive or a negative in case there is a disagree-

ment between the answers. The inter-agreement can

be successfully used to evaluate the quality and, as

the agreement rate increases, the annotation quality

gets more accurate and reliable [55]. Kilgarriff [33] pro-

posed an interesting approach to create gold standard

datasets and underlined the advantage of using more

people while keeping the inter-annotator agreement in

a high level. The author also indicated the causes of am-

biguous annotations focusing mainly on the task defi-

nition and worker’s profile. The annotation quality cre-

ated through the MTurk platform as well as the qual-

ity of annotations given by non-experts are evaluated

in [62]. The authors calculated the inter-annotator agree-

ment between experts and non-experts and concluded

that the average performance of many non-experts is

converged to the performance of an expert. Callison-

Burch [9] studied the quality of annotations collected

through MTurk and showed that the aggregation of

non-expert judgments can lead to a high agreement

based on a gold-standard dataset. Nowak et al. [50]

studied the differences between various sets of annota-

tions given by experts and the reliability of non-expert

annotations to provide ground truth data. MIR Flickr

images which were previously annotated by experts were

then annotated by non-experts using MTurk and their

inter-agreement was evaluated under different exper-

iments. The majority vote, accuracy and k statistics

were utilized to calculate the inter-annotator agreement

at image-based and concept-based level. More recently,

a study was presented which examines the reliability of

labeling through examining inter-annotator agreement

when two or more analysts label the relations in a sam-

ple of compound noun [73]. The results indicate that

the agreement was fairly high and disagreements were

consistent.

Crowdsourcing gave new insights into human com-

putation. Often non-experts provide annotations of poor

quality which are noisy and might require additional

validation. In addition, the annotation method some-

times plays a decisive role in annotations quality. Nev-

ertheless, the non-experts would be the majority of to-
morrow’s users in search machines and their judgments

are very important for datasets’ creation. The major-

ity of current studies aim to justify the usefulness of

crowdsourcing, identify the drawbacks and compare the

non-expert annotation quality with expert ones. In the

current work we extend the survey on crowdsourcing

annotation and try to find out how the selected anno-

tation method, image content itself and used lexicon

affect the quality of manual image annotation.

3 Proposed Framework

In this section we present the key elements of the multi-

step approach (Fig. 2) we followed in order to collect

and analyze the crowdsourced data.



Image annotation: The effects of content, lexicon and annotation method 5

Fig. 2 The block diagram of the proposed method.

3.1 Commandaria Platform

The Commandaria platform [1] was developed under

the Commandaria Project 1 and provides users with

the opportunity of profiling, uploading, annotating and

searching information related to the Commandaria Cypriot

Wine. During the project, people around the globe were

encouraged to: (i) Upload multimedia content which

relates Commandaria with the history and culture of

Cyprus, (ii) Annotate the available content. The Com-

mandaria dataset counts 7500 files in total where the

3500 files are digital manuscripts and scanned papers

from books, journals and legislation documents and the

remaining 4000 files are images and videos. The effi-

cient retrieval of this information for several user cat-

egories requires proper annotation. Commandaria data

are of priceless value for Cypriot heritage, thus, their

collection, proper preservation and access is a task of

tremendous importance [51]. Efficient indexing and re-

trieval depend upon accurate and rich data annotation

which may be affected by various factors.

3.2 Annotation Methods

Images can be associated with several types of meta-

data. In this work, we focus on textual information

which refers directly or indirectly to image’s content

and is classified in the following categories [22]: (a)

Content-descriptive metadata, which directly describes

the semantic content of the image such as objects, scenes,

meanings, emotions, etc., (b) Content-independent meta-

data, which indirectly describes the content of the im-

age such as date, location, etc. The textual information

for both categories can be assigned using keywords from

vocabularies, taxonomies, hierarchical vocabularies or

using free keywords. The first method restricts the an-

notator to choose keywords from a vocabulary created

1 “The History of Commandaria: Digital Journeys Back
to Time”, project funded by the Cyprus Research Pro-
motion Foundation (CRPF) under the contract AN-
THRO/0308(BE)/04.

based on Commandaria Taxonomy. The second method

allows annotator to choose keywords from an hierar-

chical vocabulary which is based on the pre-selected

keywords of the first method. There are many ways to

classify the visual content of an image according to de-

mographics factors [22]. Thus, a third method is offered

to annotators, as an effort to overcome the limitations

of the previous methods, which provides the opportu-

nity of using free keywords. Although this method has

no restrictions, it is subjected to several challenges due

to spelling errors and grammatical mistakes. The use of

a dedicated spell checker and/or an ontology are nec-

essary to address these challenges. The three methods

almost cover the whole range of manual annotation ap-

proaches. Due to the fact that each annotation method

has its advantages and disadvantages, their combina-

tion provides a more complete annotation approach.

3.3 Dataset

A dataset of 500 images, randomly selected from the

Commandaria collection was used for our experiments.

The vocabulary and hierarchical vocabulary were con-

sisted of 28 keywords of the annotation taxonomy com-

piled by Commandaria team. The dataset was uploaded

on Commandaria platform in form of mini-jobs and

annotated by non-experts. The annotators were stu-

dents at the Department of Communication and In-

ternet Studies of Cyprus University of Technology, who

enrolled in Digitalisation of Cultural Heritage course.

Each participant in the experiments, received partial

credit toward completion of the course.

3.4 Task Design

The annotation process was consisted of mini-tasks,

where each mini-task was concerned with the annota-

tion of one image using one or more of the three pro-

posed methods. The annotator was able to choose which

image to annotate by choosing the relevant mini-task
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from the list of thumbnails. A list of instructions was

presented to the users who were also asked to classify

the image based on their content into categories “ab-

stract” and “specific” before starting the annotation.

The instructions helped the annotators to complete the

annotation process, including how each method works

and the minimum time needed to complete a mini-task

(the minimum time was equal to 60 seconds based on

the expert’s calculation). An example of a mini-task

is shown in Fig. 3. According to the first method, the

users were able to assign annotations to an image by

selecting the most appropriate pre-selected keywords

from the list. In addition, the users were able to select

keywords from the hierarchical vocabulary provided by

the second method. The hierarchical vocabulary was

classified in three main categories. Each category was

further classified to a number of subcategories and each

subcategory to a number of nodes and so on, providing

an hierarchical annotation tree. The users were also pro-

vided the opportunity to add free keywords in English

or Greek language using the third annotation method.

4 Evaluation Process

4.1 Mathematical Background

In this subsection we set the mathematical background

of the evaluation process. We denote by Ai the i-th an-

notator (i=1,...,NA). Ij indicates the j-th image (j=1,...,NI)

in the image dataset, while NI denotes the total num-

ber of images in this dataset. tij indicates the set of

keywords suggested by annotator Ai for image Ij . The

total number of keywords suggested by the i-th anno-

tator, TAi
, and total number of keywords submitted

for the j-th image, TIj , are computed by equations (1)

and (2), respectively:

TAi
=

NI⋃
j=1

tij (1)

TIj =

NA⋃
i=1

tij (2)

The representative keywords denote the valid key-

words for each image. According to the evaluation met-

ric, a representative keyword for an image is every key-

word that was being suggested either by an expert or by

the majority of the annotators or by more than one an-

notator (exclusion of keywords suggested by mistake).

The set of representative keywords for the j-th image

is denoted by Kj={Kj
1 ,..., K

j
n}. The relative comple-

ment of Kj in TAi
, denoted as {TAi

(
Kj
)
, indicates the

keywords suggested by the i-th annotator for the j-th

image that are invalid. Similarly, the relative comple-

ment of Kj in TIj , {TIj

(
Kj
)
, indicates the keywords

suggested for j-th image by all annotators that are in-

valid. The Venn diagrams explaining the two relative

complements are shown in Fig. 4. Finally, the intersec-

tion between the representative keywords Kj for image

Ij and the keywords that the annotator Ai suggested

for the same image, denoted as vij , indicates the set of

valid keywords that suggested by the i-th annotator for

the j-th image. Therefore vij⊆ tij and vij⊆Kj .

4.2 Evaluation Metrics

After identifying and manually correcting the keywords

given as free text, we utilized the below measurements

for answering the questions set in Section 1:

1. Annotators consistency

This measurement calculates the annotators con-

sistency by comparing the representative keywords

proposed for each image, with keywords proposed

by each annotator for the same image. A keyword is

considered representative if the number of times be-

ing suggested is equal to or above a threshold Th=2,

indicating that it was submitted at least by 2 anno-

tators.

The overall consistency Ci, of the annotator Ai is

given by summing its consistency across all images

he/she annotated:

Ci =
∑

i,tij 6=∅

|(vij)|
|(Kj)|

(3)

2. Total number of suggestions for each free key-

word

The second measurement focuses on the use of free

keywords by calculating the total number of sugges-
tions for each one.

3. Percentage of the suggested free keywords for

each image

The third measurement aims to examine if there is a

significant difference in the use of the free keywords

for “abstract” and “specific” images.

4. Percentage of invalid keywords suggested by

each annotator

The fourth measurement aims to determine the per-

centage of keywords submitted by each annotator

and are invalid. A keyword is considered as invalid,

first, if it was not suggested by the expert, and sec-

ond, if it was not suggested by more than the half of

the annotators. The invalid keywords submitted by

i-th annotator for the j-th image is the relative com-

plement the first measurement. The percentage PAi

of invalid keywords suggested by the i-th annotator

is calculated using the following formula:

PAi =
|
⋃NI

j=1({tij
(
Kj
)
|

|TAi |
(4)
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Fig. 3 A mini-task of image annotation process.

(a) (b)

Fig. 4 Venn Diagrams for: (a) the relative complement of
Kj in TAi

, (b) the relative complement of Kj in TIj
.

5. Percentage of invalid suggested keywords for

each image

We extend our study on invalid keywords with the

fifth measurement which identifies the percentage of

invalid keywords submitted per image. The percent-

age of invalid keywords for the j-th image is calcu-

lated as follows:

PIj =
|
⋃NA

i=1({tij
(
Kj
)
|

|TIj |
(5)

6. Agreement analysis between expert and non-

experts

The sixth measurement allows the estimation of the

accuracy agreement between the expert and the non-

experts on image basis. Based on the formula pro-

posed by Brants [7], the accuracy between non-experts’

and expert’s annotations for the I dataset can de-

fined as follows:

Accuracy(I) =
1

NI

NI∑
j=1

|(Kj)|
TIj

(6)

Where, the TIjdenotes the total number of keywords

given by the non-experts for the j-th image and Kj

denotes the representative keywords given by the

expert for the same image.

7. Reliability of agreement among the annota-

tors

The reliability of the agreement among the anno-

tators on keyword basis is computed in the sev-

enth and final measurement using the kappa statis-

tics. Cohen [13] first proposed this statistical mea-
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sure for estimating the inter-rater agreement which

takes values between 0 and 1, where 0 denotes the

agreement resulting from random assignment and 1

the full agreement. Kappa values less than O de-

note agreement below the anticipated from random

assignment. A sufficient agreement is denoted by

a kappa value greater than 0.6 while the perfect

agreement is denoted by a kappa value greater than

0.8 [37]. The free-marginal kappa statistic [56] which

can be used for any number of annotators who do

not assign a specific number of images to each key-

word, was utilized in a binary scenario for each one

of the 28 pre-selected keywords.

5 Results and Discussion

Each one of the 500 mini-tasks was assigned 50 times re-

sulted in 25000 annotations. All annotations completed

before the minimum required time were rejected. Over-

all 36 annotation sets were rejected that belong to 20

different images. The remaining annotations were used

to evaluate the annotators’ consistency and compare

the efficiency of annotation methods. Furthermore, we

have explored the significance of image content in the

quality of crowdsourced annotation.

From the 50 annotators participated in our experi-

mental setup, the 31 utilized the vocabulary keywords,

while the remaining 19 utilized the hierarchical vocab-

ulary keywords to describe the set of 500 images. Addi-

tionally, 45 annotators improved the image annotation

by adding free keywords.

The consistency of annotators is presented in Fig. 5.

In the case of vocabulary keywords, the majority of an-

notators show medium to low average annotation score

indicating their weakness to understand the meaning

of the pre-selected keywords. Free keywords improve

the annotation score but a significant improvement oc-

curs when the annotators use the hierarchical vocabu-

lary keywords. The results indicate that the hierarchical

structure of the vocabulary keeps the level of the anno-

tation score high even though some annotators did not

assign the same keywords to the same image.

Concerning the average annotation consistency, it

is evident from Table 1 that annotations using the hi-

erarchical vocabulary or free keywords are more con-

sistent than using vocabulary keywords. Furthermore,

the t-test was used to evaluate if there is an adequate

evidence to claim a difference between the three annota-

tion methods. Each annotation method was separately

compared with the other two. The specific statistical

test compares the mean values of the two distributions

to verify whether the hypothesis that there is no dif-

ference between the two methods is rejected. Using the

Fig. 5 Annotators consistency using vocabulary, hierarchical
vocabulary and free keywords.

Table 1 Average Annotation Consistency.

Annotation Method Average Consistency

Vocabulary Keywords 0.25
Hierarchical Vocabulary Keywords 0.47
Free Keywords 0.44

annotation consistency of each method, the t-test at the

5% confidence level [14] was used to test the significance

of the differences. The results in Table 2 show that there

are significant differences between the use of: (i) vocab-

ulary keywords and hierarchical vocabulary keywords,

and (ii)vocabulary keywords and free keywords, while

there is no significant difference between hierarchical

vocabulary keywords and free keywords.

The majority of the annotators chose to improve the

image description using free keywords. The example im-

age depicted in Fig. 6 was described by a number of an-

notators as “producers”, “wine judges”, or “historical

people” while others chose to describe it based on its

semantic representation and used free keywords such as

“old man” or “grandfather”. A total number of 818 dif-

ferent free keywords were suggested by 45 annotators.

Fig. 7 presents the total number of suggestions for the

263 keywords that suggested twice or more. Some key-

words received a high number of suggestions indicating

their importance for annotating the set of images used

for the experimental setup.

As shown in Fig. 8, the content of the image does not

affect the use of free keywords. The annotators have an

average percentage of free keywords equal to 53.44 % for

all images, 53.24% for abstract and 53.51% for specific

images. The frequent use of free keywords during an-

notation indicates first, the weakness of the predefined

keywords to cover all the important content-descriptive

metadata, and second, the weakness of annotators to

understand the meaning of that keywords.
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Table 2 Consistency differences in the use of keywords.

Vocabulary Keywords Hierarchical Vocabulary Keywords Free Keywords

Vocabulary Keywords - s. (significant) s.
Hierarchical Vocabulary Keywords s. - n.s. (not significant)

Free Keywords s. n.s. -

Fig. 6 Example used in our experiments.

Fig. 7 The total number of suggestions for the 263 free key-
words that were suggested twice or more.

Fig. 8 Cumulative Distribution of Percentage of Free Key-
words.

The frequent use of free keywords increases the num-

ber of invalid keywords which can be examined under

two perspectives: First, in terms of the limited percep-

tion of annotators regarding the semantic content of

each image and second, in terms of the difficult and

confusing meaning of the selected images especially for

Fig. 9 Cumulative Distribution of invalid Keywords Per An-
notator.

people who are not experts of the domain. Concerning

the perception of annotators, the percentage of invalid

keywords was calculated for each annotator based on

majority vote and expert annotations as presented in

Fig. 9. Based on majority vote, the annotators gave an

average percentage of invalid keywords equal to 2.44%

for all images while the average percentage of invalid

based on expert annotations is equal 55.14%. The sig-

nificant difference (t-test) between the two percentages

indicates the limited perception of annotators accord-

ing the expert one. Furthermore, the low percentage of

invalid keywords shown when based on majority vote

implies the agreement between the non-experts in an-

notating the image dataset.

The difficult and confusing meaning of the selected

images for the non-experts is examined through the ac-

curacy of agreement on image basis. During the anno-

tation process the 500 images were classified by anno-

tators into “abstract” and “specific” categories. Based

on their visual content, the 330 images were classified

as “abstract” while the remaining 170 were classified

as “specific”. Examples of the images classified in two

categories are presented in Fig. 10. As shown in Fig. 11,

more than 80% of the images classified as “specific” and

the 38% of the images classified as “abstract” were an-

notated with accuracy agreement more than 0.7. The

average accuracy for “abstract” images is 68.87% while

the average accuracy for “specific” images is 92.42%.

Furthermore, the averaged accuracy between the ex-

pert and the majority of annotators is 0.84. In terms

of “specific” and overall accuracy the annotations from

the non-experts show good results as the expert. Com-
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(a) (b)

Fig. 10 Examples used in our experiments which were clas-
sified as: (a) “abstract”, (b) “specific”.

Fig. 11 Cumulative Distribution of Accuracy agreement.

paring the accuracy agreement between “specific” and

“abstract” images, the results are in full agreement with

the idea drawn by Fujisawa [17] which indicates that the

terminology and description of cultural heritage are of-

ten too technical and difficult for nonprofessional users

of the domain.

Finally, the inter-annotator agreement is calculated

using an online kappa calculator [2]. Fig. 12 presents

the kappa statistics for 28 pre-selected keywords. On

average the 31 annotators used the vocabulary key-

words to annotate the image dataset agree with a kappa

value of 0.83 and the 19 annotators used the hierar-

chical vocabulary keywords with the value of 0.86. Al-

though the annotation score based on the first measure-

ment is medium to low, the reliability of their agree-

ment on vocabulary keyword basis is almost perfect.

The agreement for the majority of keywords is greater

than 0.8. More abstract keywords like “Cyprus”, “Loca-

tion Places” and “Commandaria Region” present lower

agreement among the annotators. Some of the pre-selected

keywords were not selected to annotate the image dataset

like the “Legislation” which presents one of the highest

value indicating that all annotators (except one) agree

with it. Nevertheless, the resulted annotations cannot

be considered as a general annotation agreement for

this keyword.

The results show that the pre-selected keywords based

on Commandaria taxonomy create an extra difficulty

to the non-expert annotators and play an important

Fig. 12 The kappa values for the lexicon keywords.

role in the annotation results. The structure of the

hierarchical vocabulary helped the annotators to use

the keywords whether or not they understood their

meaning. The fact that the selection of a keyword as-

signs automatically all the keywords that belong to

same hierarchy enhances the annotators’ consistency.

The difficulty in understanding the meaning of pre-

selected keywords made significant the difference be-

tween the use of vocabulary and hierarchical vocabu-

lary, increased the number of suggested free keywords

and therefore the number of invalid keywords. The high

inter-annotator agreement indicates that non-experts

used the pre-selected keywords almost in the same way.

The accuracy agreement between non-experts is higher

for the images classified as “specific”, indicating that vi-

sual content affects the quality of the ever, the content

does not play important role in the use of free keywords

since annotators suggested almost the same number of

free keywords for both “specific” and “abstract” im-

ages. Although the annotation for culture heritage im-

ages is difficult to achieved by non-experts, the combi-

nation of the annotation methods as well as the annota-

tions based on majority vote can achieve very desirable

results which are very close to those given by an expert.

Although the research has focused on cultural her-

itage images, the results are more general in nature and

can contribute to a better understanding of the fac-

tors that affect the quality of image annotation. The

fact that there is a difference between expert and non-

expert annotations, difficulty in understanding the pre-

selected keywords which is tempered by the use of hi-

erarchical vocabulary and free keywords, high accuracy

agreement between non-expert annotators, high accu-

racy between expert’s annotations and annotations de-

termined by the majority vote of non-experts, and dif-

ficulty in understanding and annotating “abstract” im-

ages, may be related to the annotation of any image

dataset. However, each dataset and its related knowl-

edge create different difficulties in the way non-experts

annotate images. In our case, the pre-selected keywords

and the content of the images created difficulties to
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the non-expert annotators who preferred to annotate

the image dataset in colloquial language using free key-

words. In any case, different image dataset, vocabulary

and annotation framework may lead to different find-

ings.

6 Conclusions and Future Work

With the tremendous use of visual devices and social

media the number of available images is ever increas-

ing. Therefore, the efficient search, retrieval and access

of images through search engines is an urgent need. De-

spite of significant work in the domain of automatic im-

age annotation, the manual image annotation remains

the trustworthy way for assigning textual descriptions

to images. In this paper we propose a framework in

which factors such as the visual content, used lexicon

and annotation method are investigated how they af-

fect the annotations collected through crowdsourcing.

The preliminary results show that annotations using hi-

erarchical structured lexicon or free keywords are more

consistent than annotations based on lexicon keywords.

Nevertheless, the kappa statistics allow an agreement of

0.83 on average for the lexicon and 0.86 for XML lexi-

con keywords. The numerous uses of free keywords show

the lack of understanding of the pre-selected keywords

and their limited ability to describe the content the

dataset. The large amount of out of content keywords

indicates that the annotation of cultural heritage data is

often difficult for non experts. Furthermore, the major-

ity of out of content keywords was suggested for images

have abstract content. However, the combination of the

proposed annotation methods can achieve competitive

results. The experimental results are very encouraging

and indicate that image annotation tasks can be out-

sourced online or addressed by tags created online while

keeping the annotation quality in high standards and

achieving wide and diverse participation. The proper

image annotation can lead to efficient data retrieval

related to culture heritage and can also be used for

further research in the domain of crowdsourcing anno-

tation and data retrieval. In addition, the outcomes of

this work can contribute to better understanding which

circumstances affect the quality of crowdsourced image

annotation.

Our future work includes the vocabulary keywords

enrichment with the most frequent suggested free key-

words. The annotation platform will be extended to col-

lect more data related to annotation such as the times-

tamp when a keyword is proposed for a specific image,

etc. This information will give new insights into an-

notators consistency since the keywords proposed first

may have more possibilities to be relevant to the image

content, as opposed to the keywords proposed later. In

addition, the future work will also include the experi-

mentation on larger datasets and data collected through

online social networks. Finally, the demographics of an-

notators will be explored in which extend influence the

annotation quality.
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