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ABSTRACT

The suitability of the Multimodal Neighbourhood Signature
(MNS) method for illumination invariant recognition is in-
vestigated. The MNS algorithm directly formulates the prob-
lem of extracting illumination invariants from local colour
appearance of an object. The invariants are the channel-
wise ratio and the cross-ratio computed from modes (pairs
of modes respectively) of colour density function in neigh-
bourhoods with multimodal density function.
The MNS algorithm is tested on a colour object recognition
task designed to test the effectiveness of algorithms claim-
ing illumination invariance properties. The image set used is
publicly available from the Simon Fraser University. Results
previously reported using colour constancy and histogram
matching were comparable to the performance of the pre-
sented method that achieved recognition rate of 60%. When
the pose of the objects was fixed recognition performance
was 84%.

1 Introduction

An interesting aspect of research in retrieval from image
databases is the development of methods based on the vi-
sual content i.e. the appearance of the objects in the images.
In particular, colour-based image retrieval and object recog-
nition systems have demonstrated acceptable results in the
past few years (see [18] for a survey). Many applications
require retrieval of images, where the query object (or re-
gion) covers only a fraction of the database image, a task
essentially identical to colour-based object recognition with
unconstrained background (also referred to as region-based
image retrieval).

Retrieving images of objects based on their surface re-
flectances must take into account the factors that influence
colour image formation i.e. the viewing geometry, the illu-
mination conditions and the image acquisition system used
to record the surface appearance. Depending on the applica-
tion, illumination colour and intensity as well as viewpoint
and background may change. Moreover, partial occlusion
and/or deformation of non-rigid objects must also be taken
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into consideration. Other not so well modeled or not read-
ily measured effects like mutual illumination and individual
camera characteristics (e.g. gamma correction settings) also
result in variations of object appearance. Consequently, in-
variance (or at least robustness) to a number of different fac-
tors is highly desirable.

Most current colour-based retrieval systems use various
versions of the colour histogram [19] which has proven use-
ful as a descriptor of the global colour structure of an image.
However, histogram matching cannot be directly applied to
the problem of region-based retrieval. A recent effort to ex-
tend the colour histogram so that it can handle region-based
queries was described in [8]. Despite their overall simplicity
and flexibility, histograms are not invariant to varying illu-
mination and not generally robust to background changes.
Applying colour constancy methods to achieve illumination
invariance for histogram-based methods has been a challeng-
ing subject of research for many years [4]. Other meth-
ods have also been used to retrieve scenes with similar ap-
pearance e.g. using wavelets [9] and moments of the image
colour distribution [7, 14]. Finally, graph representations of
colour content (like the colour adjacency graph [12] and its
extension to a hybrid graph [17]) have provided good recog-
nition for scenes with fairly simple colour structure.

For region-based retrieval and recognition, a description
of the local object colour structure seems more appropriate
than full-image (global) approaches. The main advantages
of describing images with localized invariant features are
robustness up to considerable background changes and par-
tial occlusion. Moreover, illumination invariant features can
be computed from compact image regions even for the case
of spatially varying illumination conditions within the same
image (thus a requirement for global illumination change
across the images is not necessary). It is well known [11, 5],
that (under the assumption of locally constant illumination
and the diagonal model of illumination change) the channel-
wise ratio of colours between two locally neighboring differ-
ently coloured surfaces is invariant to lighting changes. In
the past, histograms of colour ratios computed locally from
pairs of neighbouring pixels [5] and across detected edges
have been used [6]. In order to avoid the limitations of the
global nature of the histogram representation invariant ratios



were computed across the boundaries of segmented image
regions [16, 15]. However, reliable image segmentation for
image retrieval has proven difficult to obtain [18, 15].

As an alternative to segmentation, the image is covered by
compact regions where local colour features are computed.
In our previous work [13], themultimodal neighbourhood
signature(MNS) has been proposed to address the colour-
based retrieval task. Local invariant features are computed
from image neighbourhoods with multimodal colour density
function. MNS signatures of compact size (typically a few
hundred bytes) are constructed from robust measurements,
the modes of the density function. According to the model of
illumination change in the application environment, a num-
ber of illumination invariants has been proposed. Accept-
able results both for region-based image retrieval and object
recognition have been reported [13].

In this paper, the suitability of the MNS method for illu-
mination invariant recognition is investigated. Using simple
invariant ratios computed from multimodal image neighbour-
hoods, promising results were obtained on a publicly avail-
able dataset. The motivation of this work stems from a recent
experiment by Funt et al. [4] on the same image set where the
authors concluded that colour constancy methods as a pre-
processing step for colour-based applications were not good
enough even for a carefully designed image database. We
present a method to recognise and retrieve objects regardless
of the illumination conditions and without a need for colour
constancy normalisation.

A brief outline of the computation of the MNS signature
and the invariant features used is given in the next section.
Section 3 describes the object recognition experiment and
the results obtained are presented and discussed in section 4.
Section 5 concludes the paper.

2 Computing Illumination Invariant Features from
Multimodal Neighbourhoods

As detailed in our previous work [13], the image is covered
with small neighbourhoods of compact size over a grid with
randomly perturbed rectangular spacing. For each neigh-
bourhood, the modes (local maxima) of the local colour den-
sity function are efficiently located using the mean shift al-
gorithm [3]. Based on the number of the local maxima each
neighbourhood is characterised as unimodal, bimodal, tri-
modal etc. Clearly, for unimodal neighbourhoods no illumi-
nation invariant features can be computed. Therefore, we fo-
cus on multimodal neighbourhoods. The proposed MNS sig-
nature consists of a number of colour pairs originating from
the mode values of detected multimodal neighbourhoods.
From the MNS signature, a number of invariant features can
be computed. For the ease of exposition we will describe fea-
ture extraction from bimodal neighbourhoods which are the
simplest multimodal ones.

Consider a local image patch with two adjacent surfaces
i andj. According to the monochromatic model of surface
reflectance [12, 6] the two estimated mode colours will be

given by

ri = (Ri, Gi, Bi) = sk
i gic

k
i

rj = (Rj , Gj , Bj) = sk
j gjc

k
j , k = R,G,B

wheresk
i is the illumination factor,gi is the geometric factor

and ck
i s thek-th sensor response to the surface reflectance

of patch i under white light (the surface colour). Besides
modelling the effects of change in viewpoint and object pose,
the geometric factorg of the monochromatic model encom-
passes all factors that have the same effect on each colour
channel, e.g. change of aperture or camera gain and change
in illumination intensity. Coefficientssk

i represent factors
that effect individual colour channels, e.g. the change of illu-
mination colour in the diagonal colour constancy model de-
scribed below.

According to the diagonal model (also called Von Kries
model or coefficient rule), illumination change is modeled
by an independent scaling of the colour channels by a dif-
ferent constant i.e.s′k

c = dksk
c , c = i, j , dk ∈ IR+. The

diagonal model has been shown plausible when camera sen-
sors are sufficiently narrow-band filters [2]. Under the diag-
onal model assumption, it is easy to show that the ratio of
colours of two neighbouring surfaces with different surface
reflectance is invariant to lighting changes [11, 5]. Neverthe-
less, for the assumption to hold, the two neighbouring sur-
faces must have the same orientation i.e.gi = gj . Invariant
features can be computed from the 3 colour channel ratios of
the mode RGB values

fcg =

(
Ri

Rj
,
Gi

Gj
,
Bi

Bj

)
In the most general situation, where orientation is different

for the two surfacesgi 6= gj and gi

g′
i
6= gj

g′
j
, the 2-dimensional

cross-ratio vectors

fcgd =

(
RiGj

GiRj
,
GiBj

GjBi

)
are invariant under the diagonal model as shown in [6].

For matching relative features, a simple formula was de-
vised

dfr(p, q) =
|a ∗ d− b ∗ c|√
a+ b+ c+ d

(1)

wherep = a
b andq = c

d are 1-dimensional fractions. The
distance between the colour ratio between two RGB values
pi, pj defined as

r1 =
(
r1R, r1G, r1B

)
=

(
R1i
R1j

,
G1i
G1j

,
B1i
B1j

)
and another ratior2 =

(
r2R, r2G, r2B

)
between two other

coloursqi andqj is then

drat(r1, r2) =
1
3

(
dfr(r

1
R, r2R) + dfr(r

1
G, r2G) + dfr(r

1
B , r2B)

)
(2)

The modification ofdrat to measure the distance between
2-dimensional cross-ratio features is trivial, ignoring one
colour channel in (2).



3 Experimental Setup

We repeated the experiment described by Funt et al. [4] that
tested color constancy algorithms in the context of object
recognition. In [4], matching was performed using histogram
intersection after application of a color constancy algorithm.
The tested algorithms were grey world, white-patch retinex,
neural net, 2D gamut mapping and 3D gamut mapping.

The database used is publicly available from Simon Fraser
University [1] and consists of images of 11 household ob-
jects, imaged on black background under 5 different lights.
Extreme care was taken in image acquisition (linear high
quality camera, calibrated, temporal averaging to effectively
increase gray resolution, spatial filtering). Due to the care-
ful preparation of the database there were no clipped (satu-
rated) pixel values which strongly influence colour ratios. In
total, there are 55 registered images comprising themodel
database. Anothertest image set of 55 images is available,
similar to the model set except that the objects were slightly
displaced, rotated or occluded. In total, 110 images with res-
olution 465×635 are available.

Despite the “ideal” imaging conditions, the recognition
rate (i.e. percentage of correct matches) reported in [4] was
only 67% for the best color constancy algorithm. If the color
transformation was defined using knowledge about the light
source, 92% of rank 1 matches were obtained. The authors
therefore concluded that neither of the tested color constancy
methods is good enough for object recognition.

We repeated the experiment using 3-dimensionalfcg ra-
tio features originating from bimodal neighbourhoods. The
neighbourhood used was a rectangular window of dimen-
sions 10×10.

4 Results

Recognition performance for the MNS was comparable to
previously reported results (Fig. 1(b)). The distribution of
ranks of the correct model is presented in table 1. First rank
percentage was 60% and slightly lower than the best perfor-
mance of reported by Funt et al. However, MNS results are
better for ranks two and three. The MNS has 83% models
ranked 3 or lower, Funt et al. report 84%. When the pose
of all the objects was fixed (i.e. matching models against
models under different illumination) the MNS algorithm per-
formed much better achieving a first rank recognition rate of
84% (see Fig. 1(a)).

Note that Simon Fraser database favours full-image (i.e.
global) methods like the colour histogram since objects are
imaged on a uniform background and they dominate the
scene. In the presence of background clutter or other ef-
fects that influence the relative areas of the surfaces in the
image will negatively affect performance of any method re-
lying on area (or relative area) size. Another factor limiting
MNS performance stem from the following. The illumina-
tion invariant features of MNS assumelocal change of il-
lumination colour, reducing the six measurements available
at a bi-modal neighbourhood to three. Adopting a global
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Figure 1: Recognition results for the Simon Fraser image
database. Results for objects with (a) a fixed pose and (b)
different pose and light source position.

model would only reduce thetotal number of measurements
by three.

5 Conclusions

The Multimodal Neighbourhood Signature algorithm di-
rectly formulates the problem of extracting illumination in-
variants from local colour appearance of an object. The
channel-wise ratio (and cross-ratio) between pairs of modes
originating from image neighbourhoods with multimodal
density function is stable under the diagonal model of illu-
mination change.

We tested the MNS algorithm on a colour object recog-
nition task designed to test the effectiveness of algorithms
claiming illumination invariance properties. The image set
used is publicly available from the Simon Fraser Univer-
sity. Results previously reported using colour constancy and



Rank 1 2 3 4 5 6 7 8 9 10 11
Histogram ( Col. Constancy) 0.68 0.09 0.06 0.02 0.03 0.02 0.01 0.03 0.06 0.01 0.01

MNS (fixed vs. fixed) 0.84 0.07 0.05 0.01 0.01 0.00 0.00 0.02 0.00 0.01 0.00
MNS (moved vs. fixed) 0.60 0.15 0.07 0.07 0.05 0.02 0.01 0.02 0.01 0.00 0.00
MNS (fixed vs. moved) 0.61 0.13 0.10 0.07 0.03 0.04 0.02 0.01 0.00 0.00 0.00

Table 1: Recognition results for Simon Fraser database

histogram matching were comparable to the performance of
the presented method that achieved recognition rate of 60%.
When the pose of the objects was fixed recognition perfor-
mance was 84% (percentage of correct model ranked first).

Improvements to the current algorithm include selection
of a more appropriate distance function for colour ratios (de-
termined in a learning stage) and use of features suitable for
global change to illumination colour. Finally, use of more
complex illumination invariants from multimodal neighbour-
hoods with more than 2 modes is being studied.
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