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ABSTRACT

This paper addresses the problem of blind equalization
based on Higher-Order statistics. In fact, we propose a new
method for blind identification which uses only fourth
order cumulants. The Channel impulse response
coefficients are  obtained by using a least squares method.
Next, we exploit this method in the context of blind
equalization. Numerical examples are also presented in
order to illustrate the performances of the proposed
method.

1  INTRODUCTION

In this work, we focus on the problem of channel
estimation in digital communication systems. This
problem is a particular form of linear system identification
[2]. It consists in removing intersysmbol interference from
the received signal which is corrupted by linear channel
distortions and white additive noise [6, 11]. This is called
equalization which can be insured either by the estimation
of the channel impulse response or by the determination of
the inverse channel. The last approach can fail in the case
of channel zeros are located near the unit circle in the z-
domain. For this reason, the use of direct methods of blind
system identification without exploiting the inverse
channel is the desirable goal. The first methods using this
approach solve this problem by means of initial training
period where a known data sequence is transmitted. The
receiver uses the known sequence response’s to estimate
the channel [6]. But, the transmission of the training
sequences reduce the efficiency of the digital
communications [6, 11]. In fact, it is preferred to identify
the channel response without using  training sequences.
This approach is called blind system identification or yet
blind equalization.  The implementation of this approach
must consider the  following problems:

- The channels used in digital communication systems
have a nonminimum phase.

- The distribution of the channel input sequence are
non-Gaussian.

- The received signal is generally contaminated by
additive Gaussian noise.

Higher-Order Statistics (HOS) allow to solve all of the last
problems. So, HOS based methods are very useful to deal
with non-Gaussian and/or nonminimum phase linear
channels, as well as non linear channels [13].
Recently, several approaches for the blind system
identification using cumulants have been proposed in the
literature which can be classified in three categories of
solutions [14]: optimization solutions, closed form solutions
and linear algebra solutions. The methods based on
optimization solutions consist in minimizing a non-linear
cost function between the cumulants estimated from real data
and those obtained from analytical expressions [15]. These
methods are computationally expensive, heavily dependent
upon the initial guess of the parameters and also there is no
guarantee that the algorithm converges to the global
minimum. The recursive form solutions are based on explicit
relations between the impulse response coefficients and the
cumulants. These methods are interesting from a theoretical
point of view because they demonstrate the possibility of
estimating the impulse response  coefficients from just output
measurements [13]. But, they are not recommended in
numerical calculation because they do not smooth out the
affect of measurement noise [13]. Finally, the methods based
on linear algebra solutions consist in constructing a system of
equations obtained from explicit relations and solving this
system using either the least squares or the total least squares
approach. These methods have been found to be more robust
to measurement noise and have a much lower variance when
compared with the recursive form solutions [14, 16].  Even
though the linear algebra solutions  do not perform as well as
the non-linear optimization solutions, they are
computationally attractive and can also be used as a good
initial guess for the non linear optimization methods [14].

In this paper, we address the  application of linear algebra
methods based on HOS in the context of blind equalization.
However, that third order cumulants cannot be used, due to
the even distribution of digital communication signals [6].
Consequently, only the methods based on even order
cumulants are considered. The first method is proposed by
Giannakis & Mendel [9]. It uses the second order cumulants
(autocorrelation function) in addition to the fourth order
cumulants and consequently their performance degrades in



the presence of additive Gaussian noise. This problem can
be solved by obtaining methods which do not use second
order statistics. This solution is exploited by many authors.
The first one is that of Comon [4] which is based on the
utilization of one slice of the fourth order cumulants. But,
this slice is characterized by cumulants whose arguments
are away to the origin. In fact, they need very long data
length in order to reduce their variance [15]. Another
interesting method is proposed by Stogioglou &
McLaughlin [16] which exploits nearly all the available
fourth order statistics. But, it leads to great systems of
equations when the impulsion response order of the system
increases.
Two another linear approaches are presented in the
literature. The first one is proposed by Fonollosa & Vidal
[7]. This approach is based on the idea of expressing the
impulse response coefficients as a linear combination of
the cumulant slices with the advantage that the
autocorrelation sequence need not be used.  The second
approach is that of  Dembele [5, 6]  which based on a
Cholesky type a matrix of fourth order cumulants. The use
of this requires all impulse response coefficients to be non
zero.
In this paper,  we propose a  new blind identification
method based on fourth order cumulants. The channel
impulse coefficients are  obtained using a least squares
method. The application of this method in the context of
blind equalization is also considered.

2 MODEL AND ASSUMPTIONS

Consider a Linear Time Invariant (LTI) system as shown
in figure 1.

We associate to this system the following relations:
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where {e(n)} is the input sequence, {h(i)} is the impulse
response coefficients, q is the order of the system, {x(n)}
is the non measurable output sequence, {v(n)} is the noise
sequence and {y(n)} is the noisy output sequence.
The following assumptions are assumed to be held:
A1. The sequence {e(n)} is an independent and identically
distributed (i.i.d.) zero mean, non Gaussian, stationary
process.
A2. The sequence {v(n)} is a zero mean Gaussian
sequence with unknown variance and is statistically
independent of {e(n)}.

A3. The system is assumed to be exponentially stable and has
h(0)=1.

Problem Statement. Identify the parameters of  the system
( ){ } q,,1iih �= , using the cumulants of the measured output

process y(n).

3  THE PROPOSED METHOD

The proposed method is derived from the general relationship
which relates different slices of cumulant of the same order
m  to the MA model parameters [16]. In the special case
when m=4, we have :
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if we take 0211 =α=α=τ in (3), we have
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Concatenating (4) for 23  and τβ  given by the following

range:
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we obtain the following system of equations:
bA =θ  (5)

where
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  is a vector of ( )q2q 2 +  elements.

A is a matrix of size ( )q2q ,qq5 22 ++  and  b is a vector of

( )qq5 2 + . elements.

The contents of A and b are determined according to
equation (4).

v(n)

e(n) h(n)

x(n)

y(n)

Figure 1. The system



The matrix  A is  full rank, hence the system (5) has a
unique least squares solution defined by:

 ( ) bAAA T1T −
=θ  (6)

Remarks.
- A recursive algorithm is also developed to claim the

uniqueness of the least squares solution which is not
presented here.

- The parameters of the vector θ  are treated to be
independent as in [16], which obviously are not. There
might be some problems as described in [11]. But, this
approach seems to lead to reasonably good results as
well as being a simple method to implement [13].

- In the presence of  Gaussian measurement noise, we
can still use (4) by replacing the third and fourth order
cumulants of x(n) by those of y(n) because

( ) ( )321x,4321y,4 ,,C,,C τττ=τττ . This is an

advantage of the proposed method because the
algorithms using the second order cumulants may be
affected significantly by Gaussian noise because

( ) ( ) ( )1v,21x,21y,2 CCC τ+τ=τ .

- The proposed method uses cumulants whose
arguments are close to the origin. Consequently, it
requires a lower data length to estimate the cumulants
by comparison to the other methods [4, 16].

Solving (6), the estimates of ( ){ } q,,1iih �= can be extracted

directly from θ . This would be the end of the matter when
there are no measurement noise and estimation errors. If
this is not the case, we propose to use  the same approach
presented in [16] which exploit nearly all the available
information provided by the vector θ .

4 BLIND  EQUALIZATION BASED ON HIGHER-
ORDER CUMULANTS

The equalizer system is presented in figure 2 :

where ( ){ }ne  is the input sequence which is assumed to be

non Gaussian, ( ){ } q,,0iih �= are the impulse response of the

channel, ( ){ }nv  is the Gaussian noise sequence, ( ){ }ny  is

the noisy output sequence, ( ){ } L,,0iic �= are the equalizer

coefficients (the Equalizer is assumed to be a tap-delay
line of finite length L), ( ){ }nz  is the Equalizer output

sequence .

We define also d as a transmission delay and  ( ){ } M,,0iis �= as

a the impulse response of the global system (channel +
equalizer) where M=L+q. All coefficients of this response
are equal to zero except the (d+1) coefficient which is equal
to one.

Problem Statement. Estimate the Equalizer coefficients
( ){ } L,,0iic �=  in order to reconstruct the input sequence

( ){ }nz  from the noisy observations  ( ){ }ny .

This estimation can be achieved using the following steps:
1. Estimate ( ){ } q,,0iih �= using a blind system identification

method based on HOS such as the proposed method.
2. Estimate ( ){ } L,,0iic �=  minimizing the mean square error

(MSE) defined by :

( ) ( ){ } nednz EJ
2

MSE −+= (7)

For the minimum-square error Equalizer the impulse
response of the global system is given by [3]:
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where v2,e,2    and γγ  are the variances of the input and the

noise which can be calculated from the estimates of
( ){ } q,,0iih �=  using:
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where h*(k) is the conjugate of h(k) and HH is the conjugate
transpose of the matrix H defined by:
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3. Reconstruct z(n) using ( ) ( ) ( )∑
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5. SIMULATIONS

The objective of the simulations is to compare the
performance of the proposed method (P4G) with the methods
of Comon (Com92) [4] and of Stogioglou & McLaughlin
(STM96) [16].

 y(n) x(n)

v(n)

e(n) h(n) z(n)

Channel Equalizer

c(n)

Figure 2. Equalizer system



The simulations are performed under the following
conditions:
- The input sequence is a PSK4 {±1±j} with equal

probability.
- The Signal to noise ratio is equal to 40 dB.
- The results were obtained from 20 Monte Carlo runs

where4096 data points were used to estimate the
fourth order cumulants.

- The equalizer length L is 31 and d=15.
- To evaluate the performance, we are used the symbol

constellation and intersysmbol interference Rapport
defined by:
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We consider the following model which can be considered
as an approximation of GSM channel [6]:

( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )        5nej6021.04422.0 4ne          

j2851.07162.0  3ne7026.03261.0          
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(12)
The results are presented in table 1 and figure 3.

Method Com92 STM96 P4G
ISI(db) -44.3908 -45.8098 -61.7741
Table 1. ISI rapport

 Figure 3. The symbol constellation (a) before, and (b)
after equalization

We can observe from figure 3 that the proposed method
gives the best constellation. Moreover, it gives the lower
ISI (table 1).

6. CONCLUSION

In this paper, we  have considered the problem of blind
identification based on HOS. This problem can be solved by
the estimation of the channel impulse response. In fact, we
have proposed a new method for blind identification. This
method uses only fourth order cumaulnts and consequently
yields consistent estimates in the presence Gaussian noise. It
exploits cumulants whose arguments are near to the origin
which improve the estimates accuracy. Numerical simulation
results were presented to demonstrate the performance of the
proposed method in the context of blind equalization.
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