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ABSTRACT

In this paper a complex classification scheme including a
combination of a cluster generator based on a neural network
and three different types of classifiers is proposed. The first
part of the scheme consists of a self organized memory
S.O.M.-type unsupervised neural network which converges
quickly to the clusters′ vectors. In the second part, which is
the main classification part, three classifiers are being
compared. This comparison is made in a such a way so as to
study the improvement of the performance and classification
when getting from purely classical classification schemes to
fuzzy ones and thus emphasize on the usefulness and
reliability of the fuzzy set theory. The overall approach aims
at showing that neural networks and fuzzy classifiers can be
combined in a such a way which exploits the advantages of
both approaches in classification problems. Neural networks,
on the one hand, operate very quickly after they are trained
but they are not capable of recognizing easily information not
familiar to them. On the other hand fuzzy systems overcome
with success this drawback because they are generalized by
nature. However they do not provide us with straight
decisions. Instead, they give an estimation of the nature of the
problem associating. They thus give us more than one
possible solutions. In literature, the most common way of
putting together these two concepts of neural networks and
fuzzy systems is the adoption of the neuro-fuzzy schemes
which in their turn are constructed by fuzzy neurons instead
of classical neurons. This paper proposes a two stage scheme,
and in addition studies three classical algorithms a classical
one such as Nearer Neighbor N.N.R., a generalization of  it,
the Fuzzy-N.N.R., and a well known fuzzy classifier the
Fuzzy C-Means F.C.M. . Results show that fuzzy N.N.R.
operates with significantly better performance in terms of
classification performance like mean classification error, and
operational time expressed by convergence time. However it
is shown that the fuzzy schemes are more reliable than the
fuzzified classical schemes. The structure of the scheme is
simple. There is no need for long convergence delays and
complex learning procedures as the scheme is a S.O.M.-type
one. It is especially designed for optimal  and quick
convergence to the vectors of clusters.

I. INTRODUCTION

Neural networks have been widely known and used as
classifiers [ 1 ], [ 8 ], [ 11 ]. They are based on their learning
capability and their parallel structure which enables them to
elaborate massively the information presented to them. A
widely known application where neural networks have been
mainly used is associating input patterns to other patterns-
memories. These new patterns are kept and stored within the
network in order to be used later as fast memories which can
be quickly associated to a random new input pattern [ 1 ], [ 3
], [ 4 ]. Hence here we have some kind of classification
problem. However, the learning procedure of the neural
networks enables them to treat effectively and quickly one
kind of information, the one already presented to them,
without exhibiting the same performance when dealing with
data not familiar to them.

On the other hand fuzzy systems overcome the above
disadvantage by subtracting from the data presented to them
any detailed information that may, on the price of the
accuracy, make them lose their generality and hence their
flexibility. When dealing with uncertainty, as fuzzy systems
do so, the accuracy in data description is compensated by the
capability of elaborating data of a very different nature, which
is a virtue of the fuzzy logic and an advantage against all
other methods in data processing [ 11 ].

Hence, a combination of these two approaches in the field
of pattern recognition would be anticipated to exploit and
emphasize the advantages of both approaches. In this paper a
two modules scheme is described and proposed. Three
variations of it are studied. This scheme consists basically of
a S.O.M.-type neural network, in its first part, and a classifier
in its second part. Furthermore, in the second part three
classifiers are compared in terms of their performance within
the framework of the general two parts scheme, namely the
F.C.M.  classifier, the classical N.N.R. classifier and its
generalization the Fuzzy-N.N.R. classifier. The basic
elements of this scheme have been studied widely in the
literature. The proposed combination however differs from
the ordinary neuro-fuzzy schemes which are founded on the
concept of the fuzzy neuron. The study of this scheme is
presented in order to show the performance of putting
sequentially fuzzy and neural systems. In the second part  the
comparison of these three classification schemes aims at a



parallel study of the fuzzy clustering methods against
classical classification methods. In order to make this
comparison more useful the three classification techniques of
the second part are chosen in a such a way to show the
transition between classical and fuzzy classification
techniques. Therefore the second classification technique is a
generalization of the classical one using fuzzy logic while the
third is a purely fuzzy classification algorithm.

The combination of these two modern signal processing
concepts in an effective and useful way is crucial to construct
intelligent, robust and reliable algorithms. The framework
currently developed in the literature for combining these two
concepts is based on the notion of the fuzzy neuron F.N. or
fuzzy output cell. Intelligent systems based on the structural
element of the fuzzy neuron are called neuro-fuzzy systems
N.F. [10]. The F.N. consists of a classical neuron part and a
fuzzification part whose output is the membership value.
More specifically  the output defined as the state-value of the
neuron is an input to a fuzzification function whose output is
the membership value. Each fuzzy output node is associated
to a fuzzy sub-set. The input vector applied to the N.F system
is the pattern to be classified. Hence this membership value
relates fuzzily the pattern applied to a specific F.N. with the
fuzzy cluster associated to the specific F.N. . Mathematically
these concepts are represented as follows. Let xi,i =1,…,N be
an input pattern, wj,j=1,…,c be a weight vector associated
with to an output neuron yj,j=1,…,c, g(•) be the neuron′s j-th
activation function. Then the function value over the product
xi

T
*wj represents the neuron state value (yj=g(xi

T
*wj)). This

value also represents classical neuron output value. A N.F.
system extends these concepts by fuzzifying this value
through a fuzzification function ƒ(•) which acts on the
classical neuron′s state value yj, producing the membership
value �ji=ƒ(yj)=ƒ(g(xi

T
*wj )). Network′s learning procedure

includes both classical neuron and fuzzy neuron parameters
adjustment since the F.N.′s output �ji  is put in some kind of
N.F. system convergence function. This mathematical
formulation is at the kernel of a whole class of N.F. systems.
The vary and differ from each other in terms of the number of
layers, of the learning rules, of the parameters to tune, of the
bias values, of the types of the activation functions and the
types of the fuzzification functions. These computational
elements and parameters can be combined in numerous
variations. Each such variation is specialized to resolve better
a certain family of problems such as those met in the classical
neural networks case and more.

However, although these schemes present generally more
reliability and effectiveness in many pattern recognition
problems like character recognition, medical image
applications, shape identification and disease diagnosis,
nodules identification within chest radiographs [12] etc., they
are computationally complex and demanding and of long
learning and convergence time. Of coarse applications such as
highly demanding identification tasks require in order to
achieve highly ranked decision accuracy and correctness a
highly complex computational and intelligent scheme capable
of capturing any information and feature that can provide a

subtle distinction between patterns that are not easy to
discriminate using more simple schemes. An other critical
drawback characterizing these complex schemes  is their
specialization and their task oriented structure and learning
process which is mainly due to their classical neural network
computational basis.

In this paper we seek to investigate through the study of
some simple cases the efficiency of using sequentially and not
integrated the one into the other these pattern recognition
methods, i.e. the classical neural networks and the fuzzy
systems. These two modules operate independently. Hence
the learning procedure concerns only the classical neural
network parameters. Furthermore, here, an unsupervised
scheme is selected so as to make the whole scheme
independent and self organizing. We applied our method in a
very simple classification task using a chest nodule block and
have investigated the flexibility in performance of this
scheme by putting it together with different types of classical
and fuzzy classifiers.

II. METHODOLOGY

The first module consists of a self organized unsupervised
neural network that produces the clusters in the form of its
weight vectors. Self organized memories are designed to
memorize or encode in their weights their input data series. If
the input data have the form of a N [ p  matrix where N  is the
number of input patterns presented to the network and p their
dimension, then the network can be designed to associate this
series of  patterns through  a N [ p  → N [ po  mapping to a
set of N patterns of the same or  different dimension po. If the
memory pattern dimension po is chosen to be equal to p then
this new set of generated memory patterns can perform as a
set of clusters into which original patterns can be attributed.
As the S.O.M. scheme is an unsupervised one there is no need
for learning sets to be used. The general two stage scheme
used is depicted in the diagram contained in Fig. 1.

The type of network used here has the following learning
rule :

d w t a t x t w t i ci i( ) ( )( ( ) ( )), , ,= − = 1�

where x(t) is the image block presented to the network at
the time instance t, wi(t) is the weight vector of the i-th output
neuron at the time instance t, α(t) is the learning rate at the
same time which is taken here  as a constant (a=.5), c is the
number of output nodes i.e. the number of clusters. The above
relation is valid only for the winning node. As such is defined
that one whose weight vector is the closer to the current input
vector x(t). The algorithm converges quickly and terminates
when the weight matrix W=[w1,w2,…,wc] practically remains
constant over iterations.

A nearest neighbor classifier module found after the
S.O.M. generator is based on the idea that when classifying a
single pattern into a set of clusters then that pattern would be
classified most likely and accurately into that cluster into
which most of its already classified neighboring  patterns
belong. Thus for each pattern to classify a set of predefined



clusters is prescribed. According to crisp-classical set theory
the pattern can be classified only into one of those
neighboring clusters without having any other relationship or
association with the other clusters. Following this logic if for
a given pattern xi,i=1,…,N a set Ci of neighboring clusters is
defined then that pattern has to be classified into one of these
uniquely, say co without dealing with the other clusters of the
set Ci.

The next algorithm to consider is the generalized,
fuzzified N.N.R., F.N.N.R., algorithm proven to exhibit much
better performance than the classical N.N.R. algorithm in
terms of representation error  and convergence time. To
ground F.N.N.R. we extend the concept of neighbors
contribution by assuming that each new pattern to classify is
attributed a degree of association to all clusters in Ci which is
called in fuzzy terminology membership value. This value
relates xi to each cluster in Ci. The association of the given
pattern to the sub-set Ci of clusters can be done through the
use of F.C.M. .

The third classifier to consider is the well known F.C.M. .
F.C.M. differs from F.N.N.R. in that each pattern to classify
is even partially attributed to all clusters produced by the
S.O.M. module and not only its neighbors. Thus each pattern
is related through a certain degree of membership to all
eventual clusters. There are not zero memberships in F.C.M. .
Therefore memberships take lower values in F.C.M. than in
F.N.N.R. .

A widely known technique for image segmentation and
clustering is the fuzzy C-means algorithm (F.C.M.) which is a
variation of the classic C-means using fuzzy reasoning.
F.C.M. is described in details below.

Given a set of c clusters, F.C.M., classifies input patterns
by minimizing a cost function of the type :
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where:
• �ki : stands for the membership value of pattern i into

cluster j
• c  : stands for the number of clusters
• U  : stands for the fuzzy partition matrix
• N  : stands for the number of input patterns
• vj,j=1,…,c : represent the vectors-centers of the fuzzy

clusters
• dij : stands for the distance between the patterns xi and xj .

The algorithm′s steps are given below:

The algorithm above presents relatively quick
convergence and behaves very good mathematically. It is
proven that human eye operates about the same way in
recognizing colors within an image.

Parameters controlling execution and convergence of the
algorithm are:

Step 1 1.1. Define the number of clusters c, 2≤c≤N
1.2. Define the membership factor m, 1≤m<∝
1.3. Define the metric used in distance measurement ∗

Step 2 Initialize fuzzy partition matrix U(0)

Step 3 At each step b, b=1,2,…

3.1. Calculate the vectors of the clusters centers vi,i=1,…,c using the formula : v
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3.2.  Update the fuzzy partition matrix U(b) and find the next one U(b+1) as follows :
3.2.1. Calculate for each pattern xi the set of clusters that pattern is associated to :

{ }I k k c d x vi ik i k= ≤ ≤ = − =1 0,  and the set of clusters

Ti=[1,…,c]-Ii the pattern is not associated to.
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Step 4 Compare U(b) and U(b+1) using some predefined metric and if U Ub b
L

( ) ( )− ≤+1 ε  stop otherwise go

to step 3



1. The number of clusters c
2. The convergence and fuzzification factor m
3. The convergence threshold 0L

4. The initial value of the partition matrix U(0)

5. The metric it is used to measure distances *
6. The number of input patterns N

III. RESULTS

All algorithms have been tested using a variable number
of initial clusters ranging from 10 to 100 to evaluate
performance behavior over changing of clustering conditions.
For F.C.M. and F.N.N.R. a convergence tolerance of (0L≈[1e-
5 1e-4]) has been selected. For F.N.N.R. and N.N.R.
algorithms a neighbors set of 3 or 4 patterns has been
selected.

The algorithms have been tested on the same image of a
chest nodule  which is of reduced size exhibiting a certain
degree of complexity so as to easily observe tHE differences
in algorithms performance and representation quality. In Fig.
1 is shown the original image ′nodule′.

In Table 1 are given some representative and comparative
results for all three types of algorithms, namely, N.N.R.,
F.N.N.R., F.C.M.

Figures Fig.2 to Fig. 31 contain the reconstructed images
using the classified image blocks for a variable number of
clusters beginning from 10 up to 100. Figs. 2 to 11 contain
the classified images using classical N.N.R. algorithm. Figs.
12 to 21 contain the images reconstructed by use of F.N.N.R.
algorithm. In the third column are contained these by use of
the F.C.M. algorithm.

Table 1
PRESENTATION OF COMPARISON

RESULTS
Nearer

Neighbor

N.N.R.

Fuzzy
N.N.R.

F.N.N.R.

Fuzzy C-
Means
F.C.M.

Number of
clusters

Error per
block

Error per
block

Error per
block

10 441 425 9
20 1e3 346 8
30 1.039e3 285 8.7
40 1.093e3 276 8.1
50 1.0597e3 265 8.2
60 1.0575e3 251 8.1
70 1.0431e3 238 0.0014
80 811.4097 230 7.4e-4
90 1.0186e3 221 5.7e-4
100 976.0193 211 4.2e-4

Fig. 1
NODULE ORIGINAL IMAGE

IV. CONCLUSIONS

In this paper an attempt is tried to investigate the
capabilities of a novel scheme based on neural networks and
fuzzy classifiers. A separated clusters generator procedure has
been used in order to achieve better convergence time and to
avoid long term learning tasks. In addition in the
classification process both classical and fuzzy methods have
been compared. Unlike schemes combining neural networks
and fuzzy nodes integrated into a compact computational
module in this paper the satisfactory performance of putting
separately these modules has been evaluated. Of coarse for
more demanding applications requiring highly confident
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decisions in specialized cases the schemes based on the
notion of fuzzy neuron exhibit much higher performance.
However they still rely behind the current scheme in terms of
structural simplicity and fast functioning. An other crucial
conclusion that can be drawn is that the easy extension of
classical algorithms using fuzzy set theory terms provides
better performance at practically now price since membership
values can be quickly computed using a standard module like
the one used in F.C.M.. . Furthermore one can break down the
whole classification procedure in district stages each one of
which could be easier and faster implemented by a
autonomous module.
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