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Abstract

The excited states of the three radical derivatives of guanine, i.e. guanine cation
(G+) and its two main deprotonated derivatives (G-H1 and G-H2) have been char-
acterized in the Franck-Condon region by TD-DFT, using different functionals,
CASPT2, and EOM-EE-CCSD calculations. In the gas phase, all the methods pro-
vide a similar description of the main spectral features, the pictures provided by
TD-DFT, with long range corrected functionals, and EOM-EE-CCSD being very
close. Solvent effects are then taken into account by a mixed discrete-continuum
approach, including five water molecules of the first solvation shell and the Po-
larizable Continuum Model (PCM). The vibronic absorption line-width has finally
been simulated at the TD-M052X level by a time dependent method within the
harmonic approximation. The resulting absorption spectra are in good agreement
with their experimental counterparts, providing useful indications on the use of
PCM/TD-DFT based approaches to interpret the spectra of guanine based radicals
within DNA.
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1 Introduction

Guanine exhibits the lowest ionization potential among the four DNA bases,[1, 2, 3]

making its oxidation one of the most frequently occurring lesions in DNA.[4, 5, 6,

7, 8] Very recent experimental works have shown that absorption of a single low-

energy UV photon at 265 nm can ionize guanine, with appreciable quantum yield

(> 10−3) in double strand DNA [9, 10] and quadruple helices (G-quads).[11, 12]

Guanine cation (G+) is also involved in the Electron Transfer (ET) and Proton Cou-

pled Electron Transfer (PCET) processes that are caused in oligonucleotides by UV

absorption,[13, 14, 15, 16, 17] and it is easily generated in the presence of oxidizing

species.[4, 18, 19, 20, 21, 22, 23]

G+ can trigger a cascade of photochemical events. Studies on the ’free’ nucleotide

in solution indicate that it is, indeed, unstable with respect to deprotonation and that the

two most stable radicals species involve the loss of the proton bound to N1 (hereafter

G-H1) or to the amino group (G-H2), see Figure 2.[24, 25, 26, 27] In water, G+ is stable

only for pH ≤ 3. For higher pH, it exists as G-H1 or, if the N1 proton is substituted by

a methyl group, being deprotonation impossible, as G-H2.[24, 25]

The experimental absorption spectra of these three compounds are available (see

Figure 1)[24, 26] and have been used as reference in order to identify the formation

of G+ in DNA and follow the kinetics of the subsequent reactions.[9, 11] On the other

hand, the three spectra are rather similar, making a firm assignment of the time-resolved

(TR) spectra in DNA very difficult, especially when considering that the spectral prop-

erties of the radical could be affected by its inclusion in the oligonucleotides and sensi-

tive to conformational rearrangements of the strands. An accompanying computational

analysis is useful, since it could give access to the spectra of the different radicals

within the oligonucleotides and insights on the electronic/structural parameters affect-

ing their optical properties. In fact, in some recent papers, the TR-spectra of G-derived

radicals in guanine quadruplexes and in duplexes have been interpreted with the help of
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Time Dependent Density Functional (TD-DFT) calculations, using M052X or CAM-

B3LYP functionals.[9, 11, 12] The spectra computed in water for G+, G-H1 and G-H2,

including solvent effect by a mixed discrete continuum model (see Figure 2), are in-

deed in fair agreement with their experimental counterpart, supporting the reliability

of this method to simulate the spectra within DNA, resorting to a mixed QM/MM

approach.[9, 11, 12] On the other hand, as we will discuss below, there is still room for

improvement of the accuracy of the spectra computed for G-based radicals, which, inter

alia, have been simulated by simply convoluting the computed vertical transitions with

a phenomenological gaussian, i.e. neglecting vibronic effects. This approach, though

practical and cost-effective, could suffer from severe limitations when studying pro-

cesses where the analysis of the absorption line-shapes is critical even for a qualitative

assignment of the spectra. We thus decided to investigate in detail the absorption spec-

tra of G+, G-H1, and G-H2, in order to assess the reliability of TD-DFT calculations

and the effects modulating their spectral properties. We shall compute in the gas phase

the lowest energy excited states of the three radical derivatives of 9H-guanine by using

Complete-Active-Space Second-Order Perturbation Theory (CASPT2), Equation-of-

Motion Coupled Cluster Singles and Doubles (EOM-EE-CCSD) and TD-DFT calcu-

lations, testing the accuracy of eight different functionals.

The importance of vibronic effects in determining the absorption line-shape will

then be assessed by simulating, with the harmonic approximation, the vibrationally

resolved absorption spectra of the three radical species in the gas phase, by means of

time-dependent methods implemented and profitably used by some of us [28, 29, 30]

in the last few years on several classes of compounds.

Solvent effects will be added using the 9-Methylguanine as a model (to mimic the

presence of the sugar) and a mixed continuum/discrete method, i.e. including five water

molecules of the first solvation shell and the Polarizable Continuum Model (PCM).

Finally, the spectra of the three radicals in water will be critically compared with

the available experimental spectra.
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A full elucidation of the deprotonation dynamics of G+ is an important step for

what concerns not only our understanding of photoactivated dynamics of Nucleic Acids

and, therefore, of the possible damage of the genetic code, but also for the use of DNA-

based optolectronic materials.[31, 32]

Furthermore, from the methodological point of view, this study aims to provide

useful reference data in the field of the excited state characterization of open-shell

molecular species, where the number of comparative computational studies is still

limited[33, 34, 35, 36, 37, 38] and the existence of many close-lying electronic transi-

tions may render the vibronic calculations very challenging.

Figure 1: Experimental absorption spectra of monomeric guanine nucleotide radicals
(GMP) in water solution. Radical cation (G)+ (red), deprotonated (G-H1) radical (blue)
and deprotonated (G-H2) radical (green). Elaboration of the spectra shown in ref.[24].

2 Computational Details

DFT calculations Ground state geometry optimizations have been performed at the
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Figure 2: Schematic drawing of the computational models (5H2O/PCM, including 5
explicit water molecules) used for the different systems in water; a) 9-Methylguanine,
G (see atom labels), b) deprotonated (G-H1) radical, c) deprotonated (G-H2) radical.
In 9H-guanine the methyl group at N9 is substituted by a H atom.

M052X/6-311G(d,p) level of theory, imposing Cs symmetry, for all the calculations

not including explicit water molecules. M052X[39, 40] has been selected because

it has been tailored to produce a fairly accurate description of stacking interactions

and has previously been profitably used to study oligonucleotides[13, 41], including

guanine-based quadruplexes[11, 12, 42, 43]. We have performed test calculations using

the geometries optimized by M052X with a smaller basis set (6-31G(d)) or by CAM-

B3LYP[44] or B3LYP[45, 46] functionals, checking that the computed spectra do not

significantly depend on these details.

We studied the cationic form of the keto-amino tautomer shown in Figure 2,

that has been shown to be the most stable in the gas phase[47]. Test PCM/M052X/6-

311+G(d,p) calculations in water on 9−H guanine confirm that this tautomer is

remarkably more stable than the enol and the imino tautomers, by 0.41 and 0.75

eV, respectively.

The 30 lowest energy excited states for each radical species have then been com-

puted using TD-DFT, adopting, in addition to M052X, other long range corrected func-

tionals, namely CAM-B3LYP[44], LC-BLYP[48], M062X[49], ωB97 and ωB97XD[50,

51].
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These functionals have been shown to provide a fairly accurate description of the

excited states in different amino acid radicals[36, 37]. The effect of the long range

corrections on the computed spectra will be assessed by comparison with the results

obtained by using two widely employed functionals as B3LYP and PBE0[52, 53], lack-

ing those corrections. If not otherwise specified, we shall discuss the excited states

obtained by using the 6-311+G(d,p) basis set. The effect of the size of the basis set

has been tested by calculations employing the smaller 6-31G(d) and 6-31+G(d,p) basis

sets.

CASPT2 calculations The absorption spectra of the different radicals were also

modeled using CASPT2/CASSCF[54] calculations on top of the optimized M052X/6-

31+G(d,p) minima in gas phase. An active space of 13 electrons in 11 orbitals was

employed, consisting of 5 π and 4 π∗orbitals plus the lone pairs of the carbonyl group

and the N7 atom, see Figures in the SI. The effect of including additional orbitals has

been evaluated by using (15,13) larger active spaces. The 6-31G(d) basis set was used

for these calculations, although the ANO-S[55] and ANO-L[56] basis set have been

tested. The CASSCF state average calculations (SA-CASSCF) include 20 roots. An

imaginary level shift[57] of 0.30 a.u was employed, whereas for the IPEA[58] shift two

different values were considered, namely 0.0 and 0.25 au. Finally, the performance of

both Single State (SS) and MultiState (MS) CASPT2 energies has been checked. These

calculations have been carried out with OpenMolcas[59].

EOM-EE-CCSD calculations The stick spectra (energies and oscillator strengths)

of the first eight excited states of the three radicals here considered were also computed

using the EOM-EE-CCSD approach [60, 61] and the 6-311+G(d,p) basis set, at the

optimized M052X/6-31+G(d,p) minima in gas phase. An unrestricted-Hartree Fock

reference was adopted. The Qchem 5.2 [62, 63] program was used for the EOM-EE-

CCSD calculations.

Solvation model Our analysis in solution has been performed on 9-Methylguanine,

in order to enable a more direct comparison with the available experimental results.
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We compare three approaches to model solvent effect. In the first one (PCM only),

we simply resorted to PCM[64] implicit model to perform geometry optimizations and

compute the spectra. Then, by using a mixed discrete-continuum approach[41, 65],

we have optimized in water (treating bulk solvent effect by PCM) three molecular

models including 5 water molecules of the first solvation shell (see Figure 2). The

spectra have then been computed on the optimized structures both in the gas phase (5

H2O/GP) and in water (5H2O/PCM) allowing to discriminate on the different influence

of solute/solvent hydrogen bonds and bulk effects on the spectra.

Vibronic calculations For each transition up to D0→ D8 (D0→ D12 in SI), the full

line-shape arising from the vibrational structure has been simulated within the Born-

Oppenheimer approximation. Namely, it is evaluated as the sum of the transitions

between the vibrational levels in the adiabatic states, which can be recast as

ε(ω) =
4π2ωNA

3×1000× ln10× h̄× (4πε0)

8

∑
f=1

Lg→ f (ω) , (1)

where symbols have the usual meaning (see e.g. ref. [66]) and the independent line-

shapes for each transition, Lg→ f (ω), are evaluated through either a sum-over-states

Time Independent (TI) formalism[66], or the Fourier Transform of the transition dipole

correlation function, also known as Time Dependent (TD) formalism[67]. The TD ap-

proach is selected in this work as it provides fully converged line-shapes at any finite

temperature by construction. The potential energy surfaces (PESs) for each state are

described with harmonic expansions, which lead to analytic forms of the state-to-state

vibronic intensities[68, 69] and correlation function[70, 71, 72, 73, 74], which appear

in the TI and TD formalisms, respectively. Concretely, we adopt a vertical model in

which all the PESs are expanded around the ground state minimum assuming con-

stant transition dipole moments with respect to nuclear coordinates (Franck-Condon

scheme). As a further approximation, the excited state (ES) Hessian is taken equal to

the ground state (GS) one, while only the ES gradient is evaluated, which constitutes

the Vertical Gradient (VG)[30] model. The vibronic calculations are conducted with
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version 3.0 of the code FC classes[75]. The vibronic transitions are broadened with

a Gaussian convolution with Half Width at Half Maximum (HWHM) of 0.1 eV. Such

additional broadening accounts for the effects not included in the model, namely, the

inhomogeneous broadening due to the solvent[76], and it is adjusted to better fit the

experiment.

The VG model avoids the computation of the ES Hessian and assumes a diabatic

behaviour of the ES PESs, i.e., neglecting in practice any possible coupling among the

states. However, the actual scenario can be significantly different as, in general, excited

adiabatic states may be close enough to lead to conical intersections or avoided cross-

ings. Analysis of the ES vibrational frequencies in the vertical (also known as Franck-

Condon, FC) point can provide indications of the existence of these effects[77]. The

frequency analysis at this non-stationary point is conducted using curvilinear internal

coordinates[78], and indeed reveals a large coupling between the close excited states.

In these circumstances, the spectral bands of the coupled states cannot be treated inde-

pendently under the BO approximation, and inter-state couplings need to be explicitly

taken into account. Recently, we approached such a situation to compute the non-

adiabatic spectrum of cytosine in gas-phase, by multistate coupled quantum dynamics

adopting a Linear Vibronic Coupling (LVC) model[79]. Although an analogous strat-

egy could be adapted here to the cases when significant couplings are detected, this

type of analysis would go beyond the scope of this work and we will only discuss the

implications of neglecting the couplings.

3 Results

3.1 Gas Phase results
3.1.1 TD-DFT

A schematic description of the lowest energy excited states for the three guanine rad-

icals under investigation is reported in Table 1 and in Figure 3. In the following, we

label as β the minority spin orbitals, and as α the majority spin, i.e. in the Ground
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State there is one additional α occupied orbital (HOMOα) with respect to β ones.

HOMOα is very similar to the HOMO of the parent neutral G, whereas the sim-

ilar β orbital is empty. Analogously, we label as HOMOβ the Highest Occupied

β orbital in the GS. As could be expected, the lowest energy transitions involve β

orbitals. M052X and CAM-B3LYP provide a very similar picture and in the following,

whenever not specified, we shall refer to M052X results. For G+, there are three bright

transitions falling below 4 eV, with ππ∗ characters (the MO’s involved are depicted

in Figure S1), which we will label as I+, II+, and III+, in order of increasing energy

and intensity. There are also three dark nπ∗ transitions involving the transfer from the

N and O Lone Pairs towards the LUMO β (Lβ ). Finally, at ∼ 5 eV, we find the first

electronic transition involving mainly α orbitals, a HOMOα →LUMOα (Hα →Lα)

excitation (hereafter α+ transition) similar to that responsible of the lowest energy ab-

sorption band in neutral G. In Table 1, only the dominant excitation is reported, but it

is important to highlight that each transition receives contributions from multiple exci-

tations. For example, H−1β →Lβ excitation contributes to all the three lowest energy

bright transitions, suggesting that the excited states could be significantly vibronically

coupled.

According to our calculations, in the FC region the lowest energy excited states

of G-H1 are qualitatively similar to those of G+, with three bright excited states be-

low 4 eV, whose intensity increases with the energy (hereafter transition IH1, IIH1 and

IIIH1) involving fairly similar MO’s (see Figure S2), though some differences can be

highlighted. For example, transition IH1 is more similar to II+, and IIH1 to I+.

The computed spectrum of G-H2 is instead characterized by a low-energy bright

transition at around 2.3 eV (IH2), and it is less similar to those of G+ and G-H1. G-

H2 bears an imino substituent and, therefore, an exo-cyclic double bond; thus, it has

different π orbitals (see Figure S3) and, consequently, rather different ππ∗ transitions

with respect to the two other radicals.

The computed spectra do not significantly change when adopting the smaller 6-
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31G(d) basis set in the geometry optimization or in the excited state calculations (see

Figure S4-S5).

The description of the FC region provided for the 3 radical species by the other

long-range corrected functionals examined (shown in Figure S6) is similar to that of

M052X and CAMB3LYP. The absorption line-shapes are similar, almost uniformly

slightly red-shifted or blue-shifted with respect to the M052X spectra (see Table S1

and Figures S7-S9).

As a final step of our TD-DFT analysis in the gas phase, we have simulated the

absorption spectra of 9-Methylguanine, in order to model with a Methyl substituent

the effect of the sugar on the electronic properties of guanine radical species. The

spectra (reported in Figure S10) are similar to those described above for 9H-guanine.

Nonetheless, some differences are present: the most significant one involves the small

red-shift (∼0.2 eV) of I+ and IIH1 (confirming their similar nature).
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Figure 3: Spectra computed in the gas phase for 9H-guanine radicals. up) Radical
cation G+; central) deprotonated (G-H1) radical; bottom) deprotonated (G-H2) radical,
by using different methods on the M052X/6-311G(d,p) optimized geometries. Contin-
uous lines TD-M052X/6-311+G(d,p). Dashed lines EOM-EE-CCSD/6-311+G(d,p).
Dotted lines SS-CASPT2/SA(20)-CASSCF(13,11)/6-31G(d). Each electronic transi-
tion is convoluted with a gaussian with HWHM=0.15 eV.
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Table 1: 9H-guanine. Transition energies (∆E, eV) and oscillator strengths (f, in paren-
theses, dimensionless, multiplied by 103) of the lowest energy electronic transitions
at the (Franck-Condon) geometry for G+, G-H1 and G-H2, according TD-M052X/6-
311+G(d,p)//M052X/6-311G(d,p) calculations. The MO’s involved in the dominant
excitation for each transition are also shown.

Excited State ∆E (f) Excitation
G+

D1 2.10(0.1) Hβ →Lβ

D2 2.63(0.0) H-2β →Lβ

D3 2.94(8.6) H-3β →Lβ

D4 3.37(13.3) H-1β →Lβ

D5 3.80(111) H-4β →Lβ

D6 3.88(0.1) H-5β →Lβ

D7 4.87(255) Hα →Lα

D8 4.93(77.1) Hα →L+1α

G-H1
D1 1.41(0.1) H-1β →Lβ

D2 2.05(12.7) Hβ →Lβ

D3 2.27(0.2) H-2β →Lβ

D4 3.13(26.3) H-3β →Lβ

D5 3.38(0.0) H-4β →Lβ

D6 3.97(64.2) H-5β →Lβ

D7 4.39(0.2) H-6β →Lβ

D8 4.82(134) Hα →L+1α

G-H2
D1 2.33(97.7) Hβ →Lβ

D2 2.45(0.0) H-1β →Lβ

H-2β →Lβ

D3 2.85(1.3) H-3β →Lβ

D4 3.17(0.0) H-1β →Lβ

H-2β →Lβ

D5 3.31(12.9) H-4β →Lβ

D6 4.06(27.2) H-5β →Lβ

D7 4.35(0.1) H-6β →Lβ

D8 4.83(76.3) Hα →Lα

3.1.2 EOM-EE-CCSD

As summarized in Table 2, EOM-EE-CCSD provides a description of the lowest energy

excited states in the FC region consistent with the one yielded by M052X (and by the
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other long-range corrected functionals). In detail, for G+, all the bright excited states

exhibit transition energies within ∼0.1 eV of the M052X ones, with similar intensity

ratios. For G-H1, the EOM-EE-CCSD spectrum has a line-shape similar to the one

of M052X, but for an almost uniform blue-shift of ∼0.15 eV. The EOM-EE-CCSD

intensities are slightly larger, except for the transition IIIH1. A small (∼0.2 eV), almost

uniform, blue-shift with respect to M052X is predicted also for G-H2. In this latter

case, the computed intensity of the lowest energy α transition is slightly larger than

that of IH2.

3.1.3 CASPT2

For what concerns G+, SS-CASPT2 predicts, in agreement with M052X calculations,

four bright states in the low energy region of the spectrum, which are red-shifted by

∼0.5 eV with respect to the M052X ones. The computed CASPT2 intensities are, on

the average, larger than the M052X ones, though the pattern of the relative intensities

of the different transitions is similar. For G-H1, as M052X, CASPT2 predicts four

bright transitions below 5.5 eV. The lowest energy one is significantly red-shifted (and

more intense) with respect to TD-M052X (by ∼0.4 eV), confirming the trends found

for G+. However, for G-H1, the other transitions are blue-shifted, and the intensity of

the second and third peak is significantly smaller with respect to M052X, producing a

spectrum rather different from the one obtained at the M052X (and EOM-EE-CCSD,

see above) level.

For G-H2, CASPT2 and M052X are in good agreement, though the energy gap

between IH2 and the bright α low energy transition is smaller according to the former

method.

In order to verify the dependence of CASPT2 predictions on some relevant com-

putational details, we have performed several test calculations on G-H1, the species

showing the larger discrepancy with respect to not only TD-DFT and EOM-EE-CCSD

calculations but also the experiments. As shown in Figure S14, neither the use of larger
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basis set, the change on the IPEA shift, the inclusion of additional orbitals in the active

space or the use of MS-CASPT2 qualitatively change the spectral patterns of G-H1.

Table 2: 9H-guanine. Transition energies (∆E, eV) and oscillator strengths (f, in
parentheses, dimensionless, multiplied by 103) of the lowest energy electronic tran-
sitions at the (Franck-Condon) geometry for G+, G-H1 and G-H2, according to EOM-
EE-CCSD/6-311+G(d,p) and SS-CASPT2/SA(20)-CASSCF(13,11)/6-31G(d) calcula-
tions. In the EOM-EE-CCSD results, the symmetry group of the transition is also
reported.

Excited State ∆E (f) ∆E (f)
EOM-EE-CCSD SS-CASPT2

G+

D1 2.32(A" 0.191) 2.11(0.00)
D2 2.84(A", 0.029) 2.46(0.00)
D3 2.97(A’, 12.2) 2.64 (11.3)
D4 3.43(A’, 19.0) 3.30 (41.9)
D5 3.96(A’, 121) 4.23 (31.2)
D6 4.11(A", 0.208) 4.36 (482)
D7 4.88(A’, 317) 4.75(48.0)
D8 5.06(A’, 80.5) 5.47 (69.7)a

G-H1
D1 1.66 (A”, 0.167) 1.22(0.000)
D2 2.16 (A’, 16.4) 1.75 (26.6)
D3 2.50 (A”, 0.398) 1.79 (1.7)
D4 3.30 (A’, 31.2) 3.58(21.5)
D5 3.56 (A”, 0.000) 3.61 (0.3)
D6 4.14 (A’, 45.2) 4.47(22.4)
D7 4.69 (A", 0.528) 4.80 (65.8)b

D8 4.98 (A’, 178) 4.88(248.9)a

G-H2
D1 2.54 (A’, 96.3) 2.32 (51.4)
D2 2.88 (A", 0.132) 2.69 (2.6)
D3 3.34 (A", 1.85) 2.94 (0.000)
D4 3.53 (A’, 9.48) 3.80 (1.9)
D5 3.53 (A", 0.308) 3.92 (0.2)
D6 4.28 (A’, 10.7) 4.60 (280.4)
D7 4.73 (A", 0.444) 4.67 (277.3)
D8 5.09 (A’, 109.6) 4.91 (9.7)

Notes: acorresponds to D9, bcorresponds to D8
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3.2 Absorption spectra in water

In Figure 4, we compare the spectra of the three radicals computed for the model

5H2O/PCM. The plots reported in Figure 4 have been obtained using a rather nar-

row gaussian in the convolution procedure, in order to better appreciate the position

of the different transitions. Using larger values (see Figure S15), we indeed observe

the merging of the peaks associated to transitions II+ and III+ and transitions IH1 and

IIH1. As discussed below, this result is in better agreement with the indications of the

vibronic calculations.

In order to assess the influence of hydrogen bonds and bulk solvent effects on each

transition, we have computed the spectra of the three radical species in water, by us-

ing different solvation models. The spectra are reported in Figure S16-S18, where

they are compared with those obtained in the gas phase. For G+, transition I+ is sen-

sitive mainly to solute/solvent hydrogen bonds, whose inclusion slightly blue-shifts

and increases the intensity of the corresponding electronic transition. Transition II+

is significantly sensitive to both hydrogen bonds and bulk solvent effects: its intensity

significantly increases with respect to the gas phase and the maximum red-shifts. As a

consequence, while this transition in the gas phase appears as a small shoulder in the

peak associated to III+, in water it is much more prominent and gets closer to transi-

tion I+. Transition III+ is also red-shifted in water by solute/solvent hydrogen bonds,

whereas the strong peak related to the ’α’ transitions is not significantly affected by

the solvent, but for a re-distribution of the intensity between the two corresponding

electronic transitions induced by the water molecules. As a consequence, we have two

close-lying peaks instead of one single band. On the other hand, it is clear that this

picture is affected by the use of a single minimum for the cluster, while conformational

averaging would probably lead to a single band.

For G-H1, transition IH1 is significantly blue-shifted by bulk solvation effects,

while hydrogen bonds increase its intensity. The effect is opposite for transition IIH2,
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which is red-shifted with respect to the gas phase, leading to a partial merging of the

two peaks. Bulk solvent effects influence mainly the intensity of transition IIIH1, which

increases, whereas α transitions are less affected by the solvent. For G-H2, the tran-

sition most sensitive to inclusion of solvent effect, especially to the bulk ones, is IH2,

which is red-shifted and becomes more intense when using the PCM.

Figure 4: Computed absorption spectra of 9methyl guanine + 5 H2O in water. Radical
cation (G)+ (red), deprotonated (G-H1) radical (blue) and deprotonated (G-H2) radi-
cal (green). M052X/6-311+G(d,p)//M052X/6-311G(d,p) calculations. Each electronic
transition is convoluted with a gaussian with HWHM=0.15 eV.

3.3 Vibronic spectra

The vibrationally resolved spectra computed for the three radical species using the

procedure described above are reported in Figure 5. For G+, I+ and II+ are responsible

of the lowest energy absorption band (at ∼ 500 nm), III+ of that at 400 nm, while the

transitions involving α orbitals of the large absorption peak at ∼ 300 nm. The largest

deviation with respect to the experimental spectra is the relative intensity of the 500 nm

band. Keeping in mind the possible effect of non adiabatic couplings, this discrepancy

is mainly due to the neglect of solvent effect, which, as discussed above, increases
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the intensity of II+. It is important to highlight that out calculations reproduce the

absorption linewidth well. For example, the presence of two vibrational features at

∼380 nm and ∼400 nm is correctly predicted within the band at 400 nm.

For G-H1, according to our calculations the band at∼ 500 nm is due to IIH1, that at

400 nm to IIIH1 and that at 300 nm to αH1. IH1 contributes to the shallow red-wing tail.

On the other hand, in water IH1 would blue-shift and become more intense. Inclusion

of solvent effect would thus lead to an increase of the relative intensity of the 500 nm

band, improving the agreement with the experimental results. Also for G-H1 the shape

of the band at 400 nm is very well reproduced.

For G-H2, IH2 is responsible of the broad feature at 600 nm, whereas IIIH2 con-

tributes to the high energy band at ∼ 300 nm, together with α transitions. IIH2 is

the responsible of the noticeable absorption between these to bands. Also for this

molecule inclusion of solvent effect, which blue-shifts IH2, is expected to further im-

prove the agreement with the experimental results. Finally it noteworthy that when a

larger number of excited states is considered in the calculation (see Figure S19) the

relative intensity of the high-energy band at ∼ 300 nm significantly increases.

In general, our calculations provide an overall good prediction of the relative broad-

ening of the different bands, correctly reproducing the large broadening of the lowest

energy band in all cases. Our simulations also include an additional phenomenological

broadening with a Gaussian convolution of HWHM=0.1 eV, which would account for

the effect of the solvent. The vibronic calculations are based on exactly the same

electronic calculations as the phenomenological ones, so that we cannot expect a

dramatic shift of the position of the peaks. On the other hand, the comparison with

the spectra obtained by mimicking the vibronic effects simply with a larger (0.25 eV)

gaussian (shown in Figure 5) allows appreciating the importance of a proper inclusion

of vibronic effects. For example, the phenomenological approach fails in reproducing

the shape of the lowest energy band of G-H2 and in predicting non-zero absorption

in the 400-500 nm range. Analogously, the shape of the band at ∼400 nm in G+ and
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G-H1 is correctly described only by vibronic calculations.

Compared with the experiment, however, some additional broadening effects seem

to be missing; for instance, for G-H1, the high energy bands, well resolved in the

simulation, are merged into a large band with a shoulder in the experiment. These

differences can be explained by the neglected couplings between the states. Indeed, as

we have already shown in a previous work describing the gas-phase spectra of cytosine,

the coupling between the states would lead to an additional blurring of the bands[79].

Finally, it should be also be taken into account that in our calculations, we adopted

the VG model, thus also neglecting the changes in the normal mode description upon

the transition (Duschinsky effect) which would also lead to an additional broadening.

VG approximation does not consider also the differences in the vibrational frequencies

between ground and excited states. This limitation is expected to lead to a blue shift

(0.1∼0.2 eV)[29] of the computed spectra.

4 Concluding remarks

In this study, we report a thorough computational analysis of the absorption spectra

of the guanine cation and the two species derived from its deprotonation. We ana-

lyze many of the factors affecting the shape of the computed spectra in water: (i) the

chosen electronic structure method; (ii) the adopted computational model (9(H)-Gua

vs. 9Methyl-Gua); (iii) the treatment of solvent effects; (iv) the inclusion of vibronic

effects.

i) For what concerns the electronic structure method, TD-DFT calculations, for all

the functionals examined, provide a very similar description of the excited states in the

FC region and spectra reproducing the most prominent features of the experimental

ones. Long-range corrections have a limited impact on the final picture and, actually,

’standard’ hybrid functionals, as B3LYP and PBE0, are in better quantitative agreement

with the experiments. On the other hand, these latter functionals cannot be used within

DNA, due to their limitations in the description of Charge Transfer transitions. EOM-
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EE-CCSD and TD-DFT spectra are rather similar, the former being uniformly slightly

blue-shifted with respect to most of the functionals. CASPT2 calculations also provide

a description of the excited states consistent with the experimental spectra. Most of the

transitions are red-shifted with respect to the TD-M052X ones, so in better quantitative

agreement with the corresponding experimental features. However, a conclusive as-

sessment of the transition energy should be performed on the basis of the comparison

of the whole spectral bands, also including vibronic effects, which is very computation-

ally demanding at CASPT2 level. More significantly, CASPT2 does not reproduce the

relative intensity of some transitions compared to the experiment, resulting in spectral

lineshape different to the TD-DFT and EOM-EE-CCSD ones.

ii) Substitution in position 9 of an Hydrogen with a methyl group produces small

but noticeable changes in the spectra, with a red-shift of the lowest energy bands of

G+ and G-H1, improving the agreement with the experiments. This is an important

indication for QM/MM approaches, suggesting that the inclusion of the C1 atom of the

sugar in the QM region, instead of limiting it to the bare purine rings, is desirable.

iii) Inclusion of solvent in the calculation also affects the spectra, for example in-

creasing the relative intensity of the lowest energy transitions of G+ and G-H1 (those

responsible of the peak at ∼ 500 nm) and blue-shifting the IH1 and IH2 transitions. On

balance, the spectra computed in water are in better agreement with their experimental

counterpart, highlighting the necessity of a proper treatment of environmental effects.

Both bulk effects and Hydrogen bonds influence the spectra, the relative importance of

these two factors varying with the transition examined. This result represents another

warning for the use of QM/MM approaches in the study of the radicals within DNA. It

is possible that describing the inter-strand hydrogen bonds at the MM level is sufficient

to catch their effect on the spectra. On the other hand, it is important to check whether

non-polarizable Force Field can properly give account of the effect of the other bases

(e.g. the stacked ones) on the excited states.

iv) The incorporation of vibronic effects represents one of the most significant re-

19



sults of this study. Our calculations allow to clearly identify the transitions responsible

of the main absorption peaks, without relying exclusively on artificial inhomogeneous

broadening. For example, it is clear that transitions I+ and II+ merge and are respon-

sible of the lowest energy band in G+. All in all, when solvent and vibronic effects

are taken into account, the computed spectra are fully consistent with the experimental

ones, reproducing their main features, but for a uniform blue-shift (see below). We

find that for all the radicals a strong absorption band at ∼ 300 nm is present in the

experimental spectra. Then, G+ and G-H1 exhibit two bands at ∼ 400 and ∼ 500 nm,

the latter being less intense and broader. We also correctly predict the existence of a

broader red-tail for G-H1 and the very intense peak in the red-wing for G-H2.

Points (i)–(iv) made, some discrepancies still remain with the experimental spec-

tra. In addition to the uniform blue-shift of the spectra (0.5∼0.6 eV at the M052X

and, presumably, CCSD levels), the absorption linewidth of the different bands is un-

derestimated, i.e. the experimental spectrum is less resolved than the computed one.

In general, our calculations overestimate the absorption intensity. Finally, the lowest

energy band of G-H2 is too broad and too red-shifted (at least relatively to the other

transitions) with respect to the experiments. Please note, however, that the computed

intensity for this band is similar to that of the∼ 400 nm peak of G-H1 and G+, as in the

experiments. The seeming overestimation of the intensity of the lowest energy band

of G-H2 with respect to the band at 300 nm would indeed disappear when including a

larger number of excited states in the spectrum, thus improving the description of the

blue-wing of the spectrum (see Figure S19). Furthermore, it is important to remember

that shifting all the transitions by the same value, though being useful for the com-

parison with the experimental spectrum, does not have any solid theoretical basis. In

this respect, the seeming underestimation of the transition energy of IH2 could simply

depend on the use of a too large shift.

Some of these discrepancies can be traced back to the effects that are not (yet)

included in the treatment. The use of VG model gives account of a non negligible
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part of the uniform blue-shift of the computed spectra with respect to experiments.

As discussed above, Duschinsky effects and the non-adiabatic couplings between the

excited states are not considered, leading to underestimate the absorption linewidth of

the different bands.

At the moment, it is not possible, and it falls outside the scope of the present study,

to predict the effect on the spectra of the other approximations of our treatment: the

absence of sugar (mimicked by a simple methyl group), the neglect of the conforma-

tional fluctuations of the radical and in the solvation shell, and the use of a continuum

model to treat the outer solvent shells.

Other features seem to depend on the reference electronic method, i.e. TD-M052X.

It overestimates the intensity of the bright states, confirming previous indications[29],

and the computed transition energies are blue-shifted with respect to those predicted by

other functionals, as CAM-B3LYP or ωB97XD, which would likely provide spectra

closer to the experimental ones.

These considerations confirm that the study of the optical spectra of open shell

species is very challenging. Also when the multiplicity of the ground state is well as-

sessed and in the absence of severe spin contamination in the computed excited states

(and both conditions cannot always be taken for granted), many of the problems in-

volved in the calculations of electronic spectra are more acute for radicals. We are of-

ten in the presence of many close-lying low-energy transitions, sometimes quite weak.

Small errors in the transition energy and in the computed intensity can give rise to

qualitatively wrong line-shapes, sometimes undermining the possibility of using calcu-

lations even for a qualitative assignment of the spectra. In this respect, a correct repro-

duction of the relative intensities of the different transitions, a feature often overlooked

with respect to the accuracy in the prediction of the transition energies, is particularly

important. As a matter of fact, the absorption intensity is often more informative on the

nature of the radical than the absolute position of the bands, frequently shifted by a few

nanometers only. Our results also suggest that the inclusion of non-adiabatic couplings
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among the different states, which can significantly modify the absorption line-shape, is

also more critical for open shell species.

For what concerns the perspectives on the use of QM calculations to assign the

time-resolved spectra of G-based radical in DNA, our study provides multifaceted indi-

cations. On the one hand, when using long range corrected functionals, PCM/TD-DFT

calculations are able to capture the most relevant spectral features of G+, G-H1 and G-

H2, providing, when vibronic effects are included, spectra in good agreement with the

experiments. On this ground they can be profitably used to identify the most prominent

features of the TR spectra. On the other hand, there are still discrepancies for what

concerns the relative position (0.1∼0.2 eV) and the intensity of the different bands.

These errors are not large but, since the spectra of the radicals are very similar, they

are of the same order of magnitudes of the most subtle spectral shifts recorded in the

TR experiments. It is surely possible to further reduce the errors of our computational

treatment but, at the same time, inclusion of the radical within DNA provides additional

challenges to calculations and, consequently, additional sources of errors. On balance,

we think that it is not yet possible to rely only on the analysis of the electronic spectra

to fully elucidate the dynamical processes involving guanine based radicals in DNA,

making desirable the integration of different techniques (Transient electronic and IR

spectra, EPR spectroscopy) with their computational counterpart.
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Figure 5: Computed vibrationally resolved absorption spectra in the gas phase for
9(H)-G radicals. up) Radical cation G+; central) deprotonated (G-H1) radical; bottom)
deprotonated (G-H2) radical. M052X/6-31G(d) calculations. Each vibronic transition
is convoluted with a gaussian with HWHM=0.1 eV. The spectra obtained by simple
convolution of the vertical transitions with a Gaussian of HWHM=0.25 eV are also
shown. All the computed spectra are shifted by -0.6 eV. Experimental spectra from
Ref. 2 are also shown.
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