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Executive Summary

EuCanSHaraims to establish a unified environment for cardiovascular data sharing and
analysis. The euCanSHare data platform will provide support for i) a unified Data Catalogue
combining in a single site all data managed by the project; ii) a platform to mantgeatess
credentials; iii) a computational platform that combines controlled access to data, analysis and
visualization tools.

This document describes the technological foundations of the euCanSHare data portal. It is a
cloudbased environment providindpe computational infrastructure for data management and
analysis, an authentication and authorization system, and the necessary user interfaces. The
document is organized as follows: Section 1 describes the motivation and overall strategy;
section 2 summizes the design of the infrastructure; software components are described in
detail in section 3 and finally, section 4 outlines the development roadmap until the release of
the first complete prototype (M24).
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euCanSH

1 Introduction

1.1 Motivation and strategy

euCanSHaraims to establish a unified environment for cardiovascular data sharing and
analysis. euCanSHare will provide to the cardiac research community the first centralised, secure
and easyto-use platform to leverage European and Canadian cardiovascular resgstacand
technologies, improve data discoverability, and lead to cutddge collaborative research in

the domain of cardiovascular personalised medicine. The main issue and the ultimate motivation
to build such infrastructure is the presemgh fragmentation of cardiovascular data. Phenotypic
data is spread in a plethora of institutions, each of them vpisinticular data access policies

and incompatible data formats. Some of the data providers have data access platforms but
otherslack programmatic dta accessNone of them provide an infrastructure for situdata
analysis. Genotypic or image data may be available, but it is not necessarily linked to general
bioinformatics resources available in Europe, and in consequence global analysis done at thes

dare

levels are not available. euCanSHare aims to solve some of these issues by generating a unified

platform.

Through the integrated platform, researchers should be able to identificonanon catalogue
aidzZRASa yR RIGFaSia LINBofs\aRdaRsodiated répbshodies (ké Q a
the European GenomBhenome Archive (EGAEuroBiolmaging (EuBlpr Biobanking and
Biomolecular Resources Infrastructure (BBMRIC) In the developed scenario users will apply
for data access through specializeddata Access Managend download data to a personal
workspace for further analysis. Data providers, in turn, would be able to register their datasets
in the catalogue and manage access rights to them. Developers would deploy analysis tools and
get them executed in a controlled environment. Themputational infrastructure should
provide the means for: data management and data communication between providers and the
central data infrastructure, user authentication and management of data accedsmials, a
virtual research environment providing private workspace and an execution platform for
Lyl féeaaa G22tax YR RIFGL Gradzr t AT GAZ2Y D
computational infrastructure will be cloddased. This provides maximuflexibility in the
combination of heterogeneous software deployments, while adding the possibility to deploy the
full system in additional computational sites, for instance, to deploy analysis tools at data
providers location to minimize data transferes. The components of the platforms will be
orchestrated as virtual machines, working in a protected network. User authentication and
authorization will be managed centrally to provide a sirgjgron facility for all components.
Links to Europeawide aithentication systems like ELIXIR ‘Al be provided. A central
metadata repository will be provided to power the data catalogue, and the appropriate data
channels will be set to communicate with data providers in a transparent manner.

1.2 Background

EuCaSHare computational infrastructure is based on already existing components, that will be
adapted to work in an integrated way and will be complemented with specific developments.

! European Genom®henome Archive (EGA)p://ega-archive.org

2 EuroBiolmaging (EuBiitps://www.eurobioimaging.eu/

3 Biobanking and Biomolecular Resources Infrastructure (BERRThttp://www.bbmri-eric.eu/
4 ELIXIRttps:/elixir-europe.org/services/compute/aai

a dzL.
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The infrastructure layout has been designed aseanlution of MUGVRE the cloudbased
infrastructurebuilt for the project Mu@. Its evolved infrastructureqpenVRE will act as a base
where the different components will be pluggétias necessary. openVRE will provide data and
tools management, data storage, and authenticatéord authorization services.

2 Computational infrastructure initial design

2.1 Conceptual design

9dz ' y{1 I N’Qa OSYyuNXft LI I GF2N)Y Aa O2yOSAOGSR | a |
interested users.Non-identified users should have access to the ¢cessary metadata for

obtaining a broad overview of the available studies, irrespective of their final location. This

should provide enough information to initiate the process of application for data access. In turn,

the system should allowata managerdo handle such application and grant access according

to the appropriate policies. Once data access is granted, the system should provide a virtual
environment that includesnalysis toolsand manages theontrolled access to the data.

euCanSHare Data Portal

Data Catalogue Access Manager Data analysis (Restricted)

Metadata

!« » BBMRI-ERIC"
PTR

e‘ EUROPEAN Data
™ GENOME-PHENOME . .
ARGHIVE Virtual research environment. Personal workspaces

A ‘I‘.
';.EunD-H_:jhm._;gh.;s f -
E Data Cohorts | Secured Data Transfer Data analysis toolbox

Figure 1. Conceptudesign for the euCanSHare computational infrastructure.
Greyed boxes indicate regions of the infrastructure under controlled access and controlled data transmission.

To build the indicated functionalities the following components should be designed and
implemented (Figure 1):

1. Aweb-based frontend providing a unified access point. The wietnt end should link
to platformQ é&mponents, but also give access to fmject information, conditions
and terms of use, access policies, general documentationta@delevant contact
points.

2. ADataCatalogu® dzA f G 2y GKS YSOFRFGF LINRJARSR
include the participating data cohorts, the EGA andEh8larchives, as well as, public
data repositories that can be considered necessB@asic access to the Data Catalogue
would be public, but controlled access cafso enabledto provide more detailed
information. One of the aspects that should be included in the Catalogue is the
documentation and procedures to apply for data access credentials.

LI

(@]
(07

ST /2Rs SG |fdX dadDzw9d | GANIdzZ f NB&SIHNOK SyOdaNRy
2019 doi:https://doi.org/10.1101/602474 Available athttp://vre.multiscalegenomics.eu/home/

6 Multiscale Complex Genomics project (Mul@)p://www.multiscalegenomics.eu

" openVRERttps:/github.com/inab/openVRE
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3. AnAccess Managedesigned to provide support for managing access credentials. The
access manageshouldprovide a working environment for i) researchers applying for
data access, ii) data managers responsible for evaluating such applications. For each
role, the manager will provide a tailored interface. Researchers should have agcess t
their applications, follow their state, communicate with the Data Access Committee, and
eventually obtain the access credentials. Data managers will manage the received
applications, and eventually grant or revoke credentials as desired. When avahable,
Access manageshouldprovide the infrastructure for automatic granting procedures,
and interface with the Smart Contracts prototye3(6).

4. AVirtual Research Environment (VR&Eing asa central workspace for authenticated
users. For each ugerble, a specific workspace will be provided. The workspace will
combine analysis tools, data visualization, management tools, and access to the granted
data. The environment should be linked to the appropriate computational infrastructure
with the correspondng capabilities to perform the desired analysRrogrammatic
Accesdo the infrastructure will allow to generate large scale analysis and eventually
interface the infrastructure with external workflow managers.

5. A Data management infrastructurgproviding transparent communication channels
between the central catalogue, the VRE, cohort data providers and data repositories.

2.2 Infrastructure technical design

Given the increasing multidisciplinary nature of collaborations, complexithatetogeneity of
scientific data, and highnd computation needs, it is becoming common practice to develop
virtualized infrastructures witlinteroperable modulesto provide an adaptable, reusable and
scalable system. Accordingly, the initial EuCanSHatéoph is built upon existing research
infrastructures and IT solutions combined to fulfil the following requirements:

Table 1. EuCanSHare platform requirements and adopted solutions.

Design Requirements Technical Solution

Intuitive andinteractive webbased EuCanSHare catalogue will be initially
catalogue that simplifies and facilitates | based on theDBIBA software stack

the discovery, exploration, sharing and| dedgned for a complete support to cohor
analysis of data for researchers, data management. It will be

regardless of their programmatic skills.| enriched/completed with the metadata
obtained from EGA and EuBI and public
repositories.

Flexible and modular design to All components will be
guarantee an easy incorporation of new assembled/developed as independent
services and data sources. modules, implemented inirtualized

systems using the appropriated data
communication channels

Integration of advanced authentication | The central authentication services will b
and authorization services able to based on KeyClock, providing support fo
centrally manage fingraindata access | OpenlD conneck RSy (A (&  LINJ
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control on federated EuCanSHare
resources.

Agate server will be configured as Openl
client. All data communicatiorend API
accesses will be controlled using the
OAuth2 protocol. Authorization services
will be initially kept at their original sites.

Portable and versatile clodoased
computational infrastructure that permit
to conveniently integrate heterogeneou
software components while providing
scalable compute resources-giemand.

The platform will be built on top of
OpenVRE system, relying & Cl
compliant cloudcloud managers like
OpenNebula or OpenStack.

Software scheduler(s), able to manage
analysisvorkflows, and computational

resources in a transparent and adaptab
manner. This will be an elastic
infrastructure with automatic adaptation
to user loads.

Two initial software schedulers, available
at openVRE will be use@pen Grid
Enginewill be usedor applications
requiring stable computational needs,
while PyCOMPS/PMESIIl be used when
computational needs may depend on the
specific analyses.

Data storage solutions able to grow on
demand, with a fast data mobilization
infrastructure, and providing the
necessary data synchronization
capabilities among data providers and
analysis.

Lower level storage system will be based
on NoSQMongoDBdatabase manager. It
provides the necessary characteristics off
stability, ability ofgrowth, and horizontal

scalability. Cohort data will be managed
hoAol Qa hLIf aSNIBS
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Figure 2. EuCAnSHare central platform infrastructure.
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3 Software components

The following section describes individually the software components used in the initial
installation and their specific function.

3.1 Cloud infrastructure

The infrastructure is built on top of the ELIER cloud infrastructure, am-premises private
cloud located at the Barcelona Supercomputing Center (BSC) and hosting other relevant
research infrastructures like MUGVRE or EGA. Based on StdRiefacilities, the cloud stack is
managed by OpenNebdlaa weltknown cloud middleware that enables an effidien
administration of the underlying cloud resources by multiple tenants. Following the classical
clusterlike architecture, OpenNebula is composed by a framd with different interfaces (such

as REST, XMRPC and Webased) controlling multiple remote htsswhere a hypervisor (e.g.
Xert% KVM?Y or VMWaré?) virtualize the actual computational resources (e.g. cores, RAM
memory, network, etc.). The euCanSHare prototype is baséd/dmenabled virtual machines
Moreover, OpenNebula offers good connectivity witther infrastructure providers, like
Amazon E¥, which could be used to outburst resources if the local infrastructure is not enough,
or with a number of open cloud standards, like tBpen Cloud Computing Interfat€OCCI),

that permits the remote manageent of virtual machines (VMs) and other cloud resources by
compliant cloud orchestration services.

Table 2: ELIXIBS computational resources

Cores RAM memory Storage Network
A 14 x 40 cores 14 x 160GB SEIEE PR Sz 10Gb Ethernet
cloud (NFS access)
EuCanSHare local cloud VLAN
aasyly Socores 120GB 500 GB 1 public address

euCanSHare has a setdddicated resources in the ELIXES cloudsee table 2). Through
OpenNebulathe resources are managed to maintain a series of euCanSHare VMs allocating web
servers, database systems and other housekeeping servers. Cloud administrators instantiated
these VMs at boot time and maintain them permanently on the system. Additiorthky,
platform can include autonanaged VMs, as computational services implemented as openVRE
tools are able to be fully automatically controlled making use of the OCCI server (see below
Programming Model Enacting S&re).

8 BSC Starlifehttps://www.bsc.es/es/marenostrum/gr-life
9 OpenNebulahttp://www.opennebula.org

0% en,http://www.xen.org/

1 KVM, http://lwww.linux -kvm.org/page/Main_Page
2yMWare http://www.vmware.com/

13 Amazon EC2ittp://aws.amazon.com/en/ec2/

¥ occClnttp://occi-wg.org
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3.2 EuCanSHare catalogue. OBIBA software stack

The euCanSHare data catalogue will combine cohorts data, genomic data hosted at the EGA

and image data provided by E&BI® { dzLJLI2 NI F2NJ O2K2NI aQ RIF 4l

Yyl

is being based in theDbiba software stack®'®. We have deployed servers for Agate
(authentication and authorization servéf) Opal (data serverFigure 4%, and Mica (Cohorts
server- Figure 5% and a provisional front end based on the Mica Drupal client (Figdtet@ple

3 lists them.
Table 3: EuCanSHare data services at BSC.
Service Description Site Access
EuCanSHare Main platform portal https://eucanshare.bsc.es public
platform
V|rtua_l Research Analysidramework https://vre.eucanshare.bsc.es Restricted
Environment
Mica front-end Cohort browser https://studies.eucanshare.bsc.es Public
Mica server Cohortstudies server https://mica.eucanshare.bsc.es Restricted
Opal server Cohort data repository https://opal.eucanshare.bsc.es Restricted
Controlled EuCanSHare Data Catalogue
access

4

Q2 curoprean .
Wi GENOME-PHENOME - Mica Front End

+

L «evcLoak —

r

& Virtual
. | Research
.. Environment

ARCHIVE

A_® .
EURO-BIDIMAGING

r|

Agate

----- -| Mica server A— |

r_J

Opal Central
server

Remote Opal
servers

Local storage

OpenNebula

Figure 3. Integration of OBIBA software stack in EuCanSHare computational infrastructure.

15 http://obiba.org

16 Doiron, D., Marcon, Y., Fortier, I., Burton, P. and Ferretti, V., 2017. Software Application Profile: Opal
and Mica: opersource software solutions for epidemiological data management, harmonisation and
dissemination. International journal of epidemiology
17 https://agate.eucanshare.bsc.es

18 https://opal.eucanshare.bsc.es

19 https://mica.eucanshare.bsc.es

20 http://studies.eucanshare.bsc.es
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Figure 3 describes how OBIBA software stack is integrated into the euCanSHare computational
infrastructure. The Agate server is configured as an Ope@lient of theeuCanSHare central
authentication server (based on the KeyCloak) providing a siigeon system for the project

and being able to accept identity providers like the forthcoming European Life Sciences ID
systemsased on ELIXIR AAThe Opal server &SC will host the euCanSHare public datasets,
while controlled access datasets will be declared at the central Mica server but will be kept in

distributed Opal servers (data already available from MORGAM, and SHIP cohorts).

Dashboard Projects Search -E 0 — Administration Help & administrator =

Search variables using controlled vocabularies and full-text search. The controlled vocabularies are defined by the taxonomies. The full-text search ap

Search Variables documentation for more details.

CEE CI5 55
=™ Add to Cart

Select variables to add to cart for further processing.

Variable Table Label

5 test_imid.AR AR_C_01
AR_C_0101 H test_imid. AR AR_C 0101
AR_C_0108 B test_imid AR AR_C_0108
AR_C_020101 B test_imid.AR AR_C_020101
AR_C_0202 B test_imid.AR AR_C_0202

Figure 4. Variableslated to a test dataset stored in the Opal server.

Mica Networks Studies = Datasets = Research = Files Administration Help & administrator =

Collected Datasets

View

Last Update: Oct 25, 2019 7:21 PM W
General Information Study Table @ ﬂ
Name A study table defines which study data collection event it applies to
IMIDtestAR and ch Opal table the variables and data summaries are to be
extracted from.
Acronym
o Study midtest
imidAR
Population PopulationTest
Description Data Collection Event testevent
test data from IMID AR Project test_imid
Table AR
Entity Type
Name
Participant
Description

Figure 5. Mica server displaying datasets information coming from the Opal server.

21 https://openid.net
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Name &

|| AR_C_01| |

Label @

Study ©

Augsburg (KORA) Catalonia DAN-MONICA
ESTHER FINRISK IMIDTest
Kaunas MONICA Newcastle Novosibirsk

Population @

Data Collection Event @

Figure 6. Mica client searching feature that allows the filtering of Mica server data.

3.3 openVRE: the computationanfrastructure

openVREis aPlatform as a ServicgPaaS) composer that collects job deployment requests from

a web exposed Virtual Research Environment (VRE) and coordinates the resousavérel
deploymentover dynamic PMES virtual appliances oedlly on a queueing batch system like
OGS. openVRE aims to be a white canvas with a set of operational services and protocols to
handle the computational and data resources on an underlying-©&@@liant cloud provider.

As a result, a tailored computatiahinfrastructure is rapidly assembled, enabling to build, run,

and operate applications in clotzhsed infrastructures. After configuring openVRE for a
particular project, the researcher accesses to a tailored VRE with a set oftceadyg services
(datasets, analysis tools and visualizations) fully adapted to their needs. Examples of openVRE
implementations are MuGVREand OpenEBenéh

3.3.1 Authentication

¢CKS SdzZ y{1 N5 AYFNFadNUzOGdzNE aKz2dzZ R | aadzaNE |

and actvities. To this end, access to the catalogue, workspace and tools, either interactively or
through REST APIs is made using an encrypted channel (https, ssh), and users are authenticated
on every access.

The euCanSHare site ugésycloak® as Identity and Azess Management solutiofKeycloak
implements OpenID Connect 1.0 (OID@)ich supportshe OAuth2code auttentication flow

for Web access (based on username/passwosadid atoken-based authenticationfor the
remaining servicestucanSHarepenVRE displays tlaecessokens in use and allows to refresh
them (see Figur@.b) so that the user is able to authorize himself to the publicly available
services via REST.

To ease user registration, additiorealternal OIDC identity providers (idPPsight be accepted,
like Google, ORCID BELIXIRAAF. Once the authentication througthese providers has taken
place, anopenVREnNternal user recordis created,with all security considerations in place
independenty of theidP used

22 https:/lopenebench.bsc.es/vre
2 https:/iwww.keycloak.org/

11
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PROFILE ACCOUNT Personal Info APl keys

These are your user credentials required for authenticating to any of the MuG data
repositories. VRE manage them on your behalf for accessing to your data.

Access Token @

eylhbGelO|SUzI 1NIISINRSCCIOIAISIdUIwIa2IkIAGICJtewlfZHE2NY - [N aeleNEIRa BT

Expiration date @

Token will expire In 14m 11s, at 19:17 CET (30/11/2017) & Refresh token

Username or email

Refresh Token @
Password
£yJhbGelO)SUzI 1NIISINRSCCIOIAISIdUIwla2IkIIAGICJtewlfZHE2NY - [ERae e RRa e eET]
Expiration date @
Token will expire in 24h 14m 11s, at 19:17 CET (1/12/2017)
{
"sub"; "74b5f289-7cdf-41e0-bo1d-a27941260ffb",
"lasthame": "Cod\ugof3”,
New user? Register “firstName": “"Laia",
“provider”: "google",

"name'": "Laia Cod\ueof3',
"mug_id": "MuGUSER5afea5fcl180e”,

"amail"s "laiarndn@amail com"

(b)

FIKEYCI

]?. spen LDAP
-

external 1D providers

OIDC id provider

Figure 7. (a) EuCanSHamgin page. (b) User profile details including authorization tokenSdlegma of the
centralized authorization service based on Keycloak.

3.3.2 Personal workspace

The euCanSHare personal workspace, provided by openVRE, is the central environment for the
activity of authenticated users. The contents and layout of the workspace is adapted to the
dza SNRa | aaA3ay SR -baRetl Gybubwherd uplbadeddatafaidf aBalySisiras Bty
are available. The workspace gives @soess to analysis and toglsdected according to data

types and file types (formats), recovering results as soon as they are available.

Getting data
Users can populate the workspace in several wBigsi(e 8):

Direct uploaty CAf Sa FNRY dzaSNRa f20Ff O2YLlzi SNI (
workspace througtan HTTPSrotocol. The amount of data that can be uploaded in this

way is limited due to the technical limitations of the protocol.

Create files A text editor is availdb to create simple plain text files. This is intended

for data or metadata of reduced format that can be simply typed in.

Upload from External URIgven aURL(FTP/HTTP), the platfordownloads the data

into the workspace. This is threcommended procedure to include bulky data, as the

procedure is performed in the background and no limitin size applies, being only limited

08 UGUKS dzaSNRa ljd2dal F@rAtlFofS Ay GKSANI g2NJ
obtaining data from publicapositories.

12
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Import from Repositoy Ay GSNYFffe 2LISNIFGAYy3 Fa a! LX 21
platform might integrate any RE®&sed data repository allowing the user to browse

the content and import it into the workspace with one click. This feature lvll

extended toinclude the euCanSHare Catalogue

Upload Files upload files to your data table

You can upload muttiple files to your workspace just drag and dropping them over the area below. You can also create a text file from a sequence o load  file to your workspace from

an external URL.

UPLOAD DATA

UPLOAD FILES FROM YOUR LOCAL COMPUTER CREATE NEW FILE FROM TEXT LOAD FILE FROM AN EXTERNAL URL

Just drag & drop your files over the area below or click it to open your browser ( maximum upload size is 4000M)

----------------------------------------------------------------------------------------------------------------------

______________________________________________________________________________________________________________________

Figure 8. Options to upload data into the workspace.

5L a5 FAE{SAa aK2dzZ R 06S a@l t ARl GSR éintend chéckBonzLX 2 | R ®
formats, but also requires the user to fill in a series of metadata items. These include descriptor

fields lkedata types (e.g#5 b ! & S hnddyh&@se&)g¥ C ! ] seléced from a predefined

list. Data types and formats enablég system to select the appropriate set of tools and

visualizers usable with the uploaded files. Metadata for files obtained fratalledtools are

automatically obtained from the tools metadata manifest.

The workspace

VREBwvorkspace figure9) is organied with afile system layoutwith an intuitive lookand-feel.

There are two types of data objects: files and folders grouping filesUplmadsfolder include

all data uploaded by the user in either manner (direct, edit, or URL). Data from reposit@ties th

is grouped underRepositoryfolder. The remaining folders correspond twuné F2f RSNE
containing he result files of execed tools. A new folder is generated for any new process
started in the VRE. Files can be filtered by any name, format, datadypegject. Also, a tools

based filter allows to select only valid data input for a given tool.

Three interactive toolkits 8 | 8 42 OAl SR 6A UK ¢ 2dedthddésBeda RI G
analysis too] visualize result files, et¢ 2 2 £ { A ( &% &dapded 16 éasSh/file/foltler thanks to
the available metadatal he toolkits contain the following options:

File toolkit: Download data or folder, edit metadata, delete, pack and compress.
Visualization toolkit: List ofisualizers accepting the selected file/s (basedfiba the
format).

Tools toolkitList of tools acceptindie selected file/s as inpufbased ordata type and
format metachta).

13
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SELECT FILE(S) Please select the file or files you want to use Reload Workspace
Filter files by tool
20 ¥ records Search
This is the 1.1 version of EUSH VRE
< File “  Filetype Data type Execution Date Size Actions

File Al oA oA v O Clear flters
=] uploads @ uploads 2019/11/15 14:55 654.00 B
[rev ] READMEmd & TXT configuration_file uploads 2019/11/15 14:55 654.00 B
=3 repository @ repository 2019/11/15 14:54 0.008
Showing 1 to 3 of 3 entries < - >
MANAGE FILES

In order to run the tools on the files, please select them clicking on the checkboxes from the table above.

Figure 9. euCanSHapersonal workspace built on openVRE.

The selection of a specific tool triggers #galysis configuration screetrigure 10) where user
can assign the selected data files to the appraigr input parameters and arguments. After
configuration, thejob is sent to the VRE backend who orchestrates the cloud services in a
transparent way.Progress of the execution can be followed in the main workspace.

Select Project Execution Name
Description

< Tool settings
e Input

FASTA input file 1 @ FASTA input file 2@
B Select  Selec
Argument 1 Boolean ) Argument 2 Enum Muliple ()
False v option
option2
False
Argument 3 Integer 2 Argument 4 String @

Figure 10. Configuration screen for a sample tool.

openVRE provides constant tracking of the state ofaperations performed and the available
space in the VRE.

3.3.3 Job process management

¢KS 2LISy+w9 o0FO1SYR A& FofS (2 {siBolfuedeingcw9 Qa 2;
system based on OGS/Oneflow, or (ii) an elastic cluster deployment servicd base
pyCOMPs/PMES. Open Grid Scheduler (OGS) successfully manages web application backends
where the major requirement is to be able to deal with variable levels of user demand.
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Workflows that show a more complex structure where, for instance, computati@sources
should be adjusted at run time, are recommended to be configured using COMPSs/PMES.

OGS/Oneflow: Autscalable queuing system

Open Grid Scheduler (O&Sjormer Sun Grid Engine SGE) is designed to manage distributed
software executions in heterogeneous computational environments. OGS is used normally in
clusterbased infrastructures as a general process scheduler. Capabilities of OGS include, among
others, resource management, remote execution, parallel execution management, interactive
processes, monitoring and accounting, and integration with Amazon EC2 or Hadoop. To better
exploit OGS features into a clobdsed environment like openVRE (Figure 11DpanNebula
selfprovisioning tool called oneFIdtis added to the equation. oneFlow is able to automatically
trigger the deployment/undeployment process of VMs in front of monitorized parameters, like
the CPU workload of these VMs, the |/O stress or a ertatwork, etc.
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Figure 11. Schema of the implementation on OneFlow

Analysigools are implemented as VMsnder the control of OGS. Each VM packs an application
with the corresponding OGS queue configuration. In the case of increased demand onra certai
application (i.e. certain VM), oneFlow instructs OpenNebula to replicate such VM, which is
translated into an increased number of hosts available in the queue system for such an
application. Once the workload for such group of VMs decreases, OneFloploysighem one

by one, always keeping at least one instance ready to accept new job petitions. In this way,
allocated resources are dynamically and transparently adjustedeomand.

240GS, Open Grid Scheduler (formerESSun Grid Engine)
https://sourceforge.net/projects/gridscheduler
25 OpenNebula, http://docs.opennebula.org/5.8/integration/system_interfaces/appflow_api.html
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COMPSs programming model

COMP Superscalar (COMPSs)a programming model designed to ease the development of
applications for distributed infrastructures(e.g. Clusters, Grids, and Clouds). To this end,
COMPSF S| G1dzNBa& | NHzyGAYS &adaedaidSy loftS (2 RAaO2QSN
time and dynamically distribute the tasks. openVRE implements COMPSs python binding
(pyCOMPSSs) as advanced software scheduler.

COMPSs hides parallelization complexitieda@gelopers so that programmers do not need to

deal with the duties of parallelization, such as thread creation and synchronization, data
RAAGONAROdzIA2Y X YS&aal3aiay3d 2N FldAZd G2t SNIyOSed L
programming, which makesappealing to users that either lack parallel programming expertise

2N FNB f221Ay3 F2NJ 6SGGSNI LINPANI YYIOoAfAGed | a8
COMPSs runtime, while other languages like Python, are supported through the appropriate

bindings (pyCOMPSSs). Although programming is sequential, execution is parallel, since at

runtime COMPSs builds a workflow composed by the tasks of the application, which is
connected through edges that denote data dependencies between them, and determined by
annotations specifying the needs of each task. From this workflow, the COMPSs runtime is able

to execute different application tasks at a time within a masterkers architecture (Figure

12.a). In this scenario, the user submits its application to the mastde, which orchestrates

the parallelization and launches the tasks in the available resources, distributing the input data

and collecting the results.

PMES (discussed next section) and COMPSs form a good tandem for enabling virtual elastic
compute clustes (Figure 12.b). At execution time, when COMPSs tasks demand extra resources,

the master schedule extra jobs in a queue system, or provisions extra VMs on the cloud,
elastically demanding the resources according to the specific needs of the executioS. PME
ASNISNJ LINPGA&AAZ2YE (KS&S +*adx 6KAOK 0S02YS [/ ha
execution.
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PMES: Programming Model Enactiegvice
The Programming Model Enacting Service (PMESB)ws users to submit jobxecutions to
remotecloudsP t a9{ NBOSAQPSaA dzaSNRa 220 0S®IAD | LILIX AOI (

26 COMP Superscalar, an interoperable programming framework, SoftwareX, VolgheBe&ember
2015, Pages 336, Badia, R. M., J. Conejero, C. Diaz, J. Ejarque, D. Lezzi, F. Lordan,-CoRag)@md
R. Sirvent, DOI: 10.1016/j.s0ftx.2015.10.004

ZF Loty SG FfodX a{SNBAOS{aY !y LYGSNRLISNIOGfS tNRBINI YY
vol. 12, no. 1, pp. &B1, Mar. 2014
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