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a b s t r a c t

Wake redirection is a wind farm control strategy that aims at increasing the overall power yield of a wind
farm. It involves intentional misalignment of the rotors of upstream wind turbines with respect to the
wind direction, thereby diverting their wakes aside from downstream turbines. The yaw misalignment
angles are typically optimized using static wake models. In real-life, due to the rapid fluctuations of the
wind direction with time, the optimized yaw misalignment angles cannot be instantaneously tracked as
this would inevitably require an unacceptable amount of rotor yawing. This work is focused on how to
dynamically adapt the statically optimzied yaw misalignment angles to achieve a good balance between
high energy gain and limited yaw actuator duty cycle.

© 2019 Published by Elsevier Ltd.
1. Introduction

Active Wake Control (AWC) is a strategy for operating wind
farms in a cooperative manner in order to reduce wake effects as to
maximize the overall power production of the wind farm and/or
reduce the loading on the individual wind turbines [1,2]. There exist
two main classes of AWC algorithms. The first one, called induction
control, relies on down-regulation of upstream wind turbines to
effectively decrease their axial induction, thereby letting the tur-
bines in their wakes to benefit from increased wind velocity [3e6].
Rather than reducing the wake deficit, the second approach, called
wake redirection, aims to steer the wakes away from downstream
wind turbines by operating the upstream turbines with yaw
misalignment [7e9]. Wake redirection is typically the more bene-
ficial strategy in terms of power production increase potential. As
such, it has received a lot of attention recently by the research
community, focused on topics ranging from modeling the effects
from yaw misalignment [10,11], to including loads into the opti-
mization [12,13], to using flow-measurements in a feedback control
setting [14]. Recently, NREL published the first measurement re-
sults from test with wake redirection on a few offshore wind
pean Union's Horizon 2020
agreement No 727477 (CL-
turbines [15]. For a more detailed view on the impacts of the two
AWC strategies on the power production and fatigue loads for
different existing wind farms, the reader is referred to Ref. [13].

The current approach to determine the yaw misalignment an-
gles that optimize the benefits from wake redirection is static and
results in a lookup table (LUT). This LUT contains the optimal yaw
offsets for each turbine in the farm, each wind direction (and
possibly wind speed) bin, and depending on the site conditions
possibly also variables such as atmospheric stability. Computing a
LUT that maximizes the annual energy production (AEP) of the
wind farm is therefore a complex, non-linear multidimensional
optimization problem. Recent studies for different wind farms
indicate that there is a significant potential for AEP increase by
wake redirection [9,13]. However, these studies are based on a
static analysis where the potential power gains are determined by
evaluating a range of constant wind conditions. Clearly, such static
simulations disregard the very slow dynamics of the turbine yaw
system. Due to the very slow yaw dynamics, the nacelle is not
capable of accurately tracking the rapidly changing yaw setpoints
from the LUT that are driven by the fast variations in the wind di-
rection, which currently forms the main challenge for practical
application of AWC. During normal operation, the rotor orientation
is dynamically controlled to achieve a good balance between
maximizing the power production (requiring increased level of
yawing) and minimizing the loads on the yaw system (requiring
limited yaw motion). While the impact on loads on other compo-
nents of the wind turbines (blades, shaft, tower, etc.) are at least
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equally important, these have recently been studied in much detail
for several existing wind farms and are already quite well under-
stood [13]. There, however, the impact on the turbine yawing is not
considered, which is the focus of this paper. Under wake redirec-
tion, optimizing this balance properly is even more important due
to the high sensitivity of the yaw misalignment angle to wind di-
rection changes; just a small change in the wind direction by a few
degrees may require the rotor orientation to be modified from a
large positive to a large negative angle - an action that would
typically take minutes to complete.

The contribution of this paper is to provide a guideline for how
to arrive at an optimal dynamic yaw adaptation strategy. To this
end, a dynamic adaptation algorithm is considered, consisting of a
low-pass filter, sample and hold mechanism, and hysteresis. For the
parameters of these three building blocks, a range of realistic values
is selected and time domain simulations are performed using wind
series measured at a real-life metmast. The results from this
sensitivity study allows to select the best set of parameters of the
adaptation algorithm in terms of desired balance between energy
gain and yaw duty.

2. Wind farm control by wake redirection

Wake redirection is an approach to control the wakes in a wind
farm, which is based on yawmisalignment, i.e. yawing the rotors of
the upstreamwind turbines away from thewind. As a result of that,
two things happen: the power production of the yawed wind tur-
bines decreases because the effective rotor area affected by the
incoming wind flow becomes smaller, and the wakes behind these
turbines is redirected aside from the downstream wind turbines
(see Fig. 1). Due to the fact that the wake is being diverted, the
downstream turbines can get (a larger portion of) the undisturbed
wind field, which increases their power production.

Numerous simulation studies with wake redirection indicate
the large potential for energy increase [16,17]: even for a row of just
3 turbines, an energy yield increase of more than 10% can be real-
ized by wake redirection. For long rows containing many wind
turbines, this gain in energy can even reach up to 30%! Recently,
tunnel tests [6] and field tests [15] confirm that the technology can
be very beneficial for reducing wake effects on the power
production.

2.1. Static optimization

The purpose of AWC is to operate thewind farm so as to increase
the economical benefit over the lifetime. This, however, is
Fig. 1. Visualization of the effect from wake redirection on the wake (bottom) as
compared to the nominal situation (top).
influenced by many factors, such as the power curve, the wind
resource, the operation and maintenance (O&M) costs, turbine
availability, power limitations imposed by the transmission system
operator, etc. The AWC farm operation strategy has influence on the
power production of the farm and on the fatigue loads of the wind
turbines. The loads, in turn, are related to the O&M costs. However,
since at present there are no well-established models of the rela-
tionship between loads and O&M costs, maximization of the AEP of
the wind farm is chosen here as optimization criterion.

The optimal yaw misalignment settings clearly strongly depend
on the wind direction as that defines the location of the wake
behind a turbine and the corresponding impact on other turbines
behind it. However, there are many other contributors to the wake
deficit (and hence the power productions) downstream, such as the
wind velocity and the turbulence intensity. Hence, the yaw
misalignment offsets should be optimized for all possible variations
in the wind conditions expected at a given site. Due to the high
computational complexity, it is at present prohibitive to perform
the optimization of the yaw misalignments online based on the
actually measured wind conditions. Instead, the optimization is
performed off-line for a set of wind conditions, resulting into a
static multidimensional LUT. More specifically, the yaw misalign-
ment setpoint for each individual wind turbine in the farm are
optimized for every combination of wind speed andwind direction.
To this end, a wake model is required (see Section 3 for information
on the model used in this study), as well as an optimization pro-
cedure that, for a fixed wind speed and wind direction, simulates
the wind farm with different candidate yaw misalignment set-
points until it converges to the optimal solution in terms of
maximal power production of the wind farm. For practical reasons,
this optimization would then be performed for a discrete set of
wind directions in the interval [0,360) degree (e.g. binned at 1�) and
wind speeds between cut-in and rated (also binned at 1m/s, for
instance). The yaw misalignment settings, optimized in this yaw,
will be stored in a large 3D LUT with dimensions (turbine number,
wind direction, wind speed). For more details on the optimization
algorithm, the reader is referred to Ref. [13].

It needs to be pointed out that, due to its static nature of the off-
line optimization, the result will only provide an upper limit on the
achievable power increase by AWC in real-life. For a realistic pre-
diction of the achievable performance, dynamic simulations are
required, which is the focus of this paper.

2.2. Dynamic adaptation algorithm

Since the wind turbine rotor with its very slow dynamics is not
capable of following the rapidly changing wind direction, the
statically optimized LUT may be suboptimal under time-varying
wind conditions. An improvement is expected when the vari-
ability of the incoming wind conditions is included into the opti-
mization as uncertainty, e.g. by using the expected probability
distribution of the wind direction (and wind speed) for a fixed yaw
orientation. However, this probability distribution depends not
only on the variability of the wind, but also on the dynamics of the
yaw system (i.e. on how fast the nacelle directionwill be adapted to
track the desired orientation) and even on the LUT itself (as it
modofies the dependency of the nacelle orientation on the
measured wind direction).

Rather than trying to model and incorporate the uncertainty in
the wind conditions into the optimization for the LUT, this paper
focuses onto the dynamic adaptation of the yaw misalignemt set-
points using the measured wind conditions. In other words, as the
wind conditions within thewind farmvary significantly in time and
in space, their local measurements (or estimations) at turbine level
will need to be processed before the corresponding yaw
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misalignment setpoints are interpolated from the optimized LUT.
The goal of the pursued dynamic adaptation strategy is to achieve a
good balance between maximizing the power production
(requiring increased level of yawing) and minimizing the loads on
the yaw system (requiring limited yaw motion). To this end, a
structure for the dynamic adaptation algorithm is first selected,
consisting of the following three building blocks (see Fig. 2):

� lowpass (LP) filter: a second-order lowpass elliptic filter with
20 dB reduction and 1 dB ripple. It's bandwidth will be varied to
study its impact on the performance of the dynamic adaptation
algorithm.

� sample-and-hold (sampling): defines the sample time at which
the yaw misalignment setpoints will be updated. This sample
time will be varied as well.

� hysteresis: this block is included in an attempt to avoid that the
yaw misalignment setpoints change sign too often when the
wind direction varies around the row orientation, as these
require a long yawingmotions. Here, the activation/deactivation
bounds will be varied.

Notice in Fig. 2 that the first two blocks (LP filter and sampling)
are applied on both the wind speed and wind direction signals,
while the Hysteresis block only works on the wind direction signal.
Notice that the wind direction signal is not directly measured, but
computed using measurements of the nacelle direction and the
yaw error. The forth block in the figure represents the static LUT
containing the optimized yaw misalignment setpoints. Finally, the
last block in Fig. 2 depicts the wind turbine yaw control system that
yaws the nacelle to control the yaw error. It should also be pointed
out that each wind turbine can use its ownmeasurements and have
its own implementation of the AWC algorithm in Fig. 2, therefore
being independent on the measurements performed at other tur-
bines (decentralized AWC). Alternatively, the local measurements
at the individual wind turbines can be collected at a central level
(centralized AWC implemented in a farm controller), processed to
obtain one single representative wind speed and direction for the
whole farm, therefore having the AWC algorithm implemented at
farm level. Other, intermediate, implementations are, of course,
also possible. While the approach discussed in this paper allows for
any of this options, in the simulation study presented later on the
centralized implementation is used.

3. Results and discussion

To study the impact of the considered parameters of the dy-
namic adaptation algorithm on its performance in terms of power
gain and yaw duty, a sensitivity study is performed. A simple fictive
wind farm is considered, simulated under reaslistic wind condi-
tions as measured by a real-life metmast at ECN test site Wier-
ingermeer. The time-series for the wind speed and wind direction
signal used in the simulations are given in Fig. 3, and consist of
300min of 10 s averagedmeasurements (10 s being also the sample
time of the simulations). Notice that the wind direction series
simulated varies around 90�, representing Eastern winds. The farm
layout is regular, consisting of 3 rows of 3 turbines each, the rows
Fig. 2. Block diagram of the AWC d
being aligned with the North-South and East-West directions. The
distances between the turbines is 5D (North to South) and 7D (East
to West). This wind farm is defined as one of the reference wind
farms in the CL-Windcon project. The reference wind turbine
model, defied in that project and used in this study, is the DTU
10MW reference wind turbine [18], which has a rotor diameter of
178.3m.

The LUT containing the yaw misalignment setpoints has been
optimized using the FarmFlow wake model, a simplified 3D CFD
model [19,20]. Even though in this study the LUT is only optimized
with respect to the wind direction, this is not a significant limita-
tion as the sensitivity of the yaw angles to the wind velocity is
typically very weak anyway. Nevertheless, even though indepen-
dent on the wind velocity, the misalignment angles are optimized
with respect to the power production for the range of wind speeds
between 4 and 13m/s by using the wind speed distribution (Wei-
bull distribution with shape parameter k ¼ 2 and scale parameter
A ¼ 10). The optimized yaw misalignment settings for the turbine
at the South-East corner (denoted as T7 in the sequel) are given in
the left-hand side plot in Fig. 4. Besides the optimized yaw angles
(dashed line), the plot depicts a Bezier curve approximation of
these (solid curve) which is applied to smoothen the optimal curve.
At the right-hand side of Fig. 4, a plot is provided giving the static
relative increase of the power production of the wind farm, for a
single wind speed (8m/s) and a sector of wind directions, as
computed by the FarmFlow and FLORIS wake models [16].

The time-domain simulations are performed using the wake
model FLORIS, extended with a time-delaymodel to account for the
dynamics of the propagation of wind speed and wind direction
changes throughout the wind farm. The time delays depend on the
10-min average wind velocity and the downstream distances be-
tween the turbines, calculated using the 10-min average wind
direction.

First, a nominal simulation is performed without wake redi-
rection to serve as a basis for comparison. Subsequently, a series of
simulations is performed with wake redirection using different
parameters of the dynamic adaptation strategy outlined in Section
2.2. The following parameter variations are considered (see Fig. 2):

� The AWC sample time at which the yaw misalignment settings
are updated: 10, 20, 30, 60, 120, 300, 600 s.

� The LP filter time constant: 10, 20, 30, 60, 120, 300, 600 s.
� four cases are considered for the activation and deactivation
bounds of the hysteresis block: H ð0;0Þ (no hysteresis), H ð0:5;1Þ,
H ð1;2Þ, H ð�1;1Þ, H ð�2;2Þ, where H ðx;yÞ denotes the following
hysteresis logic (see Fig. 5):

wd;hystðkÞ¼

8>><
>>:

wdðkÞ; ifwdðkÞ�90þyORwdðkÞ�90�y
90deg; ifwdðkÞ<90þxANDwdðkÞ>90�x

wd;hystðk�1Þ; otherwise

Here,wdðkÞ denotes the input (i.e. wind direction at time instant k)
and wd;hystðkÞ e the output of the hysteresis. Notice that the hys-
teresis is centred at 90� (see also Fig. 4).
ynamic adaptation algorithm.



Fig. 3. Wind direction (left) and wind speed (right) time-series used in the performed simulations.

Fig. 4. Yaw misalignment angles for turbine T7 (left), and static power production gain for the whole farm (right) as function of the wind direction.

Fig. 5. Hysteresis types considered in the study: H ðx;yÞ (left) and H ð�x;xÞ (right).
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As an example of the time-domain result of one simulation,
Fig. 6 is provided. The figure depicts the performance of the yaw
control algorithm that aims, under normal operation, at directing
the nacelle (black/dark thick curve) towards the wind (blue/dark
thin curve). As it can be seen, the nominal yaw control algorithm is
not too aggressive, tracking pretty well the slower changes in the
wind direction. Notice also that due to the inability of the nacelle to
keep trackwith the fast changes in thewind direction, the rotorwill
regularly operate at some misalignment with respect to the wind
direction. The nacelle direction is also plotted for the case with
wake redirection control active without hysteresis (magenta/light
thin curve) and with H ð�2;2Þ hysteresis (cyan/light thick curve). In
this specific simulation, AWC sample time is 120s, and LP filter time
constant is 300s. It can clearly be seen that adding hysteresis re-
duces the yaw travel as expected.

The results from the complete series of simulations are sum-
marized graphically in Figs. 7e9. The left plot in Fig. 7 depicts the
wind farm energy gain as function of the AWC sample time and LP
filter time constant, with hysteresis not applied. The plane on the
top (labelled “static” in the legend) represents the theoretical en-
ergy gain that is achieved for the selected wind series based on
static simulations with the yaw misalignment angles directly



Fig. 6. Simulation result for the nacelle direction of turbine T7 without (dark/black
thick line) and with (light/cyan thick line) wake redirection control. (For interpretation
of the references to colour in this figure legend, the reader is referred to the Web
version of this article.)
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interpolated from the LUT using the unprocessed wind direction
(i.e. the blue line in Fig. 6) without any dynamic adaptation. This
idealistic gain serves as an upper limit on the achievable energy
gain, as it is based on the unrealistic assumption that the nacelle
direction can follow the optimal yaw setpoints instantaneously. The
surface below that represents the results from the dynamic
Fig. 7. Energy gain versus the AWC sample time for: (left) different LP filter time constants a
considered choices of hysteresis.

Fig. 8. Yaw duty cycle (left) and number of yaw manoeuvres (right) versus th
simulations. For instance, the results from the time domain simu-
lation, plotted in Fig. 6, have been performed with AWC sample
time of 120s and LP filter time constant of 300 s (and without
hysteresis), so that the corresponding energy gain can be read from
Fig. 7 as being 2.14%. From this plot it can be concluded that the
potential energy gain that gets lost when dynamics are included is
roughly in the range of 1 =4 to 1 =3 of the ideal static gain.
Furthermore, the sensitivity of the energy gain on the AWC sample
time is clearly much more pronounced than that on the LP filter
time constant. In terms of energy gain, best results are achieved for
AWC sample times up to 120 s, provided that the LP filter time
constant is chosen greater than or equal to the AWC sample time.
Increasing the AWC sample rate beyond that only gradually de-
creases the energy gain.

To study the impact of hysteresis on the performance of the
dynamic adaptation strategy, the right-hand side plot in Fig. 7 is
provided. There the energy gain is expressed against the AWC
sample time for a fixed LF filter time constant of 300s. Interestingly,
the impact of hysteresis on the energy gain remains relatively small,
especially for the sample rates below 2min. In fact, hysteresis types
H ð�1;1Þ and H ð�2;2Þ even seem to have a slightly positive impact on
the energy gain in this region.

Next, the impact on the yaw system is studied. To this end, only
the yaw dynamics of an upstream wind turbine (T7) is considered.
The reason for this choice is that the yaw misalignment angles ot
this first turbine are larger than the misalignment angles of the
downstream turbines, resulting in larger nacelle motions. In this
way, the worst case yaw duty will be analysed. In Fig. 8, the yaw
duty cycle (left plot) and the number of yaw manoeuvres per hour
nd hysteresis is not active, and (right) for constant LP filter time constant (300 s) and all

e AWC sample time and LP filter time constant. Hysteresis is not active.



Fig. 9. Yaw duty cycle (left) and number of yaw manoeuvres (right) versus the AWC sample time for the considered choices of hysteresis.
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(right plot) are given versus the AWC sample time and LP filter time
constant. Hysteresis is not included in these two plots. Clearly, the
sensitivity of the yaw duty cycle is much more pronounced than
that of the energy gain, especially for the more aggressive adap-
tation strategies, i.e. for sample times and LP filter time constants
below the 2min. Sample times and time constants above 120 s
result in lower levels of yawing. Combined with the conclusions
made above related to energy gain, an AWC sample time of 120s in
combination with LP filter time constant of 300s seem to give a
good balance between energy gain and yaw actuator duty cycle
increase.

Adding hysteresis can further reduce the yaw duty and number
of manoeuvres. This can be observed from the two plots in Fig. 9,
which depict the yaw duty cycle (left) and number of yaw ma-
noeuvres per hour (right) versus the AWC sample time for the
considered choices of hysteresis. These plots are for a fixed LP filter
time constant of 300s. Clearly, the H ð�2;2Þ hysteresis delivers best
results in terms of loading on the yaw system, which occurs at
practically no negative impact on the energy gain (see Fig. 7).
Interestingly, the lowest yaw motion occurs for the sample times
below 120 s. This may in first instance seem counter-intuitive as
one may generally expect increasing the AWC sample rate (or,
equivalently, decreasing the sample time) would increase the yaw
activity. However, it is the rate of change of the yaw angle setpoint
that will increase as a consequence of a higher AWC sample rate,
and that does not necessarily lead to an actual increase of the na-
celle motion (yaw angle). In fact, as Fig. 9 suggests, it is the other
way around: when the wind direction changes, with a faster AWC
sample rate the yaw setpoint will be adapted faster, which will give
rise to a smaller yaw error (difference between the yaw angle and
its setpoint) than when the yaw setpoint is kept constant for a
longer period of time due to a lower AWC sample rate. Due to that,
the yaw motor needs to move less to compensate for the yaw error
when the AWC sample rate is faster. As a result of that, best results
in terms of yaw duty are achieved at AWC sample times of 10e20s.
If required, further reductions of yaw manoeuvres are possible by
increasing the AWC sample time, but only at the expense of some
energy gain.
4. Conclusions

From the performed analysis it can be concluded that under
realistic variations of the wind resource, the dynamic control of the
nacelle orientation must be designed carefully to ensure good en-
ergy increase at acceptable yaw effort. To achieve that, the yaw
misalignment setpoints need to be determined based on
dynamically processed wind direction measurements. The results
from the sensitivity study performed indicate that well balanced
results in terms of energy gain and yaw duty are achieved for AWC
sample times below 120 s, provided that the time constant of the LP
filter is not smaller than the sample rate. For these parameter
ranges, including hysteresis (H ð�2;2Þ) leads to a substantial reduc-
tion of the yaw duty at very little (yet, positive) impact on the en-
ergy gain. With this hysteresis, an AWC sample time of 20 s, and an
LP filter sample time of 300 s, the energy gain from wake redirec-
tion (2.19%) is about 20% lower than that based on idealistic static
analysis (2.73%), i.e. when one assumes the nacelle can instantly
follow the yawmisalignment setpoints resulting from unprocessed
wind measurements. For the most upstreamwind turbine, the yaw
duty cycle increases from around 3.1%e5.6%, and the number of
yaw manoeuvres gets about 15% higher. For downstream turbines,
the impact on yaw duty is lower due to the smaller yaw misalign-
ment angles these get. Notice also that these results are only
representative for conditions similar to those simulated, i.e. when
the average wind direction is more or less along the rows of tur-
bines. On annual basis, these percentage increases will, of course,
be much less pronounced.
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