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Glossary

New concepts or terminology introduced in this book. The first occurrence in
each chapter is highlighted in small capitals.

A

Action-to-position: Two-stage multi-verb construction consisting of an action
verb in V; and a positional verb in V;,,. See §6.4.1.3.

C

Cause-result: Two-stage multi-verb construction consisting of a causing verb
in V; and a resultant verb in V. See §6.4.3.1.

Clause-level event (CLE): Compositional event schema in which a set of lexical
items project one or more eventualities (e.g., two event stages) within
what seems to be one clause. Consists of predicate-level events (PLE)
and lexeme-level events (LLE). See §5.2.2 for discussion.

Component-relating construction (CREL): Multi-verb construction type in
which two or more verbs merge identical parts of their sublexical struc-
ture (for instance, motion semantics). Results in a single-stage MVC. See
§5.4.1.1 for theoretical discussion, and §6.2 for examples and construc-
tions.

D

Direction complex: Single-stage multi-verb construction consisting of an ac-
tion or perception verb in V; and a motion verb in V. See §6.2.2.

Discourse situation: Event construal at a level higher than the clause. See §5.2.2
for discussion.

E

Event stage: A spatiotemporally definable eventuality with clearcut boundaries
licensed by a verb’s event argument. See discussion in §5.3.1.



Glossary

F

Free juxtaposition construction (FJUX): Multi-verb construction type in which
two or more verbs interact in rather loose ways, i.e., without triggering
obligatory argument interaction, operator harmonisation or restricting
the use of conjunctions. Results in a two-stage MVC. See §5.4.3.1 for
theoretical discussion, and §6.5 for examples and constructions.

H

Handling-to-action: Two-stage multi-verb construction consisting of a han-
dling verb (mostly TAKE verbs) in V; and an action verb in Vg;,. See
§6.4.2.1.

Handling-to-placement: Two-stage multi-verb construction consisting of a
handling verb (mostly TAKE verbs) in V; and a placement verb in V;,.
See §6.4.2.2.

J

Juxtaposition: Semantic technique of relating two or more verbs with each
other. Neither staging of event schemas nor merging of sublexical fea-
tures takes place. Results in free juxtaposition constructions. See §5.4.3.1
for examples and discussion.

L

Lexeme-level event (LLE): Lexicon-driven event schema constituting the min-
imal eventuality in simplex predicates. Combines to form higher order
event schemas in MVCs. See discussion in §5.2.2.

M

Merging: Semantic technique of matching sublexical features in verbs. Results
in component-relating multi-verb constructions. See §5.4.1.1 for exam-
ples and discussion.

Modification: Semantic technique of combining the lexeme-level events of a
matrix verb with a modifier verb (i.e., a verb with an unbound event
argument). Results in modifying multi-verb constructions. See §5.4.1.2
for examples and discussion.

Modifying construction: Multi-verb construction type in which the event argu-
ment of a matrix verb is copied to the event argument of a modifier verb

Xiv
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which is assumed to be empty or unspecified at the lexicon level. Results
in a single-stage MVC. See §5.4.1.2 for theoretical discussion, and §6.3
for examples and constructions.

Motion complex: Single-stage multi-verb construction consisting of two or
more motion verbs. See §6.2.1.

Motion-to-action: Two-stage multi-verb construction with a motion verb in V;
and an active verb in V;,,. See §6.4.1.1.

Multi-verb construction (MVC): Construction of two or more verboid elements
that (i) predicate lexical content and select/assign arguments, (ii) lack
constituent level differences or dependency hierarchies, (iii) are not con-
nected by linking elements, (iv) form a coherent prosodic unit, and (v)
entail one continuous time frame without disruptions. See §3.4.2 for fur-
ther discussion .

P

Position-action: Two-stage multi-verb construction consisting of a posture
verb in V; and an action verb in Vj;,. Always triggers a co-temporal
reading with both stages understood as occurring at the same time. See
§6.4.1.2.

Predicate-level event (PLE): Compositional event schema in which a set of lex-
ical items together project one eventuality within what seems to be one
predicate. Consists of lexeme-level events (LLE). See §5.2.2.

S

Sequitive complex: Single-stage multi-verb construction consisting of a verb of
following or pursuit, and a motion verb. See §6.2.4.

Speech act complex: Single-stage multi-verb construction consisting of a
speech act verb in Vi, and a say verb in V. See §6.2.5.

Stacked MVCs: Hierarchically structured multi-verb construction hosting in
one of its constructional slots another MVC at a lower level. See dis-
cussion in §3.5.3.

Stage: See event stage.

Stage-relating construction (SREL): Multi-verb construction type in which two
or more verbs interact in rather tight ways, i.e., triggering obligatory
argument interaction, operator harmonisation and constituent order.
Results in a two-stage MVC, with each verb projecting its own event
stage. See §5.4.2.1 for theoretical discussion, and §6.4 for examples and
constructions .

XV
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Staging: Semantic technique of temporally adjoining two event stages licensed
by event-denoting verbs. Results in stage-relating multi-verb construc-
tions. See §5.4.2.1 for examples and discussion.

T

Transport complex: Single-stage multi-verb construction consisting of a verb
of transport (such as BRING or CARRY) in V; and a motion verb in V. See

§6.2.3.

xvi



Nur ein Wort und ein Wort und ein Wort
Wahllos aus dem Sprachnetz gerissen
Zueinandergeschleudert

Umarmen sich

Sind sogleich eine

Sind eine Welt.

— Marie Luise Kaschnitz






Summary and guide to the book

This book is the revised version of my doctoral dissertation, which I finished in
early 2018. As dissertations go, I was more concerned with getting the details
right than with creating an elegant textbook account of the topic, so that eventu-
ally I ended up writing more than 400 pages on multi-verb constructions - a result
that was neither intended nor particularly encouraging to potential readers. Yet,
while working on the phenomenon, it became more and more obvious to me
that multi-verb strings represent such a complex and challenging issue that they
are best illustrated with numerous examples from as many different languages
as possible. Therefore, during revision of the chapters and sections, I made only
moderate cuts so as to provide the reader with a rich set of data and abundant
discussion. As it was felt that the sheer volume might put off those readers who
merely wish to read an introduction to the topic, or who are interested in specific
information, [ have added a short summary to the book, explaining the hypothe-
ses, research questions and decisions, and summing up the main arguments on
which the conclusions are based. The following sections are intended to guide
the reader through the book, and point out the relevant sections which he or she
might wish to look at more closely.

Introduction

Strings of two or more verbs within linguistic units are a well-known phenome-
non from many languages of the world (a collection of examples is found in §1.4).
But despite the fact that linguists are well aware of their presence, the knowledge
of exactly why such strings exist, or how they are formed, is still rather limited.
Languages not only differ in the type and frequency of strings used, but also
in the way such strings are integrated into their grammatical systems (that is,
the way they are subject to syntactic, morphological, and even phonological con-
straints). This book is an attempt to study variation in verb combinations from
an areal perspective. Eastern Indonesia is a region in which most, if not all, lan-
guages show signs of using multi-verb strings, making it particularly well-suited
to cross-linguistic analysis. A further advantage is that the region has already
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been studied within the verb serialisation framework. There are serial verb ac-
counts available for individual languages, as well as for language groups (see
§3.3 for references and discussion). For the present study, a total of 2146 multi-
verb strings from 32 languages and two affiliations, Austronesian and Papuan,’
were analysed in terms of grammatical and semantic features, both by reviewing
the available literature as well as by searching two extensive language documen-
tation corpora (see §1.5 for an overview of the data sample).

The book is divided into seven chapters. The first three chapters are devoted
to introducing the topic (Chapter 1), the linguistic area (Chapter 2), and the body
of literature on multi-verb constructions and related concepts (Chapter 3). The
following two chapters form the analytical core of the study. Chapter 4 is con-
cerned with the grammatical behaviour of multi-verb constructions in Eastern
Indonesia, while Chapter 5 presents an account of their semantic properties. The
results obtained from these chapters then feed into a typology of multi-verb con-
structions as laid out in Chapter 6. Chapter 7 wraps up the findings, and provides
a discussion of potential directions for further research.

A short summary of each chapter is given in the following sections. Before
doing so, however, I will start with a short introduction to the terminology used.

Notes on terminology

This book is not written under a specific linguistic theory, but draws from ideas
and concepts from quite different and partially unrelated linguistic fields. To be
more precise, it combines insights from serialisation typology with semantic ap-
proaches such as predicate decomposition and Davidsonian semantics. Along-
side these terms and concepts, I will also introduce some new terminology in
order to capture and name the patterns that I think can be made visible from
combining grammatical typology and verb semantics. Key terms and concepts
that are used throughout the book are written in small capitals the first time they
appear in each chapter. The reader will find a short definition of these terms in
the glossary.

In this study, I will assume that multi-verb strings are tokens of actual linguis-
tic constructions, in the constructionist sense of the word (see §3.2.3 for discus-

ITo be precise, Papuan is not a genealogical expression but rather a cover term for a set of
mutually unrelated language families in the Australasian region, conveniently used to address
the non-Austronesian languages. See §2.2 for discussion.



sion). That is, an occurrence of, say, a Go verb? and an activity verb is not simply
an ad-hoc formation, but can be traced to a constructional schema which informs
the actual output, and sets limits to its pragmatic use (but see the discussion in
§7.5 for an alternative approach). Whenever I speak of construction (in particular
in Chapter 6), I refer to a constructional schema, and not to an instance or case
of a construction. Unfortunately, the use of the acronyms SVC (serial verb con-
struction) and MVC (multi-verb construction) in the literature is in most cases
ambiguous. For instance, SVC may either mean a certain construction, or a spe-
cific instance of a construction. The use of the short form MVC in this book is
intended to avoid this ambiguity, and only refers to instances of constructions
(although the acronym is of course rather misleading). To give an example, a
data point from the sample may be referred to as a MOTION-TO-ACTION MVC, but
the motion-to-action construction as such is referred to by writing out the term
“construction”.?

Another assumption on which this book is based is that multi-verb construc-
tions in Eastern Indonesia do not just form a random set, but are related by some
kind of family resemblance. I will, in this book, distinguish between four TYPEs, or
families, of constructions: COMPONENT-RELATING CONSTRUCTIONS, STAGE-RELA-
TING CONSTRUCTIONS, MODIFYING CONSTRUCTIONS, and FREE JUXTAPOSITION CON-
STRUCTIONS (for a definition, see below or read §5.4). Each of these MVC types
subsumes a set of multi-verb constructions, which in turn are represented by the
instances (MVCs) in the data sample. The term type is only used for these higher-
order constructional groups. Grouping constructions into constructional types is
not informed by morphosyntactic evidence, as I argue throughout the book, but
by semantic mechanisms of complex event formation. Such mechanisms will be
called semantic techniques (see Chapter 5, especially §5.4).

Scholars that are new to the field of multi-verb strings may easily be confused
by the wealth of concepts available from the literature: serialisation or SVCs,
complex predicates, MVCs, verb chaining, medial verbs, and coverb construc-

2Under the assumption that verbs from different languages share comparable semantic compo-
nents, reference to verb classes in a cross-linguistic sense is made by printing the gloss in small
capitals. For further background and discussion, see §5.3.2 on lexical decomposition in verbs.

3Speaking of constructions in cross-linguistic analysis raises the question whether these con-
structions only exist on the single-language level or whether there are shared areal construc-
tions that form by way of convergence or other mechanisms in scenarios of prolonged lan-
guage contact. As it is possible to sort MVCs from different languages and language families
into what looks like a recurring constructional schema, as I do in Chapter 6, one may assume
that areal constructions indeed exist. A motion-to-action construction, for instance, would
then in Sulawesi languages as well as in languages of Western Papua involve a comparable
constructional template.
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tions, among others, all seem to describe ways of conceptualising events by us-
ing two or more verb-like elements in close succession. While these concepts
cannot be used interchangeably, they do seem to overlap. In this book, I will
only discuss two of these concepts in more detail: SVCs and MVCs. Serialisation
is the traditional concept for multi-verb strings which seem to neither involve
different kinds of verbs (as opposed to, say, coverb constructions where there
are two, clearly different classes of verbs), nor differential formal marking on
the verbs (unlike, for instance, medial verbs with their specific morphology). The
term MVC is, in this regard, similar to the concept SVC, yet its use is less fraught
with scientific tradition and therefore, as I will argue in §3.4, better suited to
an explorative analysis of multi-verb strings in Eastern Indonesia. Note that the
term MVC is used throughout the book, unless the examples referred to are taken
from the serialisation literature, and are not included in the data sample. In such
cases, multi-verb strings are still called SVCs, as they are in the source publica-
tion.

Grammatical versus semantic properties of MVCs

As multi-verb strings consist of verbs, i.e., of grammatical elements, it seems
logical to regard the whole phenomenon as a grammatical one. This is basically
what the linguistic community has done so far. Most research on serialisation fo-
cused on grammatical properties of SVCs, resulting in a range of classificatory ap-
proaches sorting multi-verb strings into formal categories. While this may have
seemed promising at first, the results so far look rather disappointing. The estab-
lished categories lack explanatory power. Take van Staden & Reesink (2008) as
an example: In their study on SVCs in Eastern Indonesia, constructions in which
both verbs receive inflectional marking are dubbed “independent serialisation”
(as opposed to “dependent serialisation”, in which only one of the verbs receives
formal marking). However, what seems intuitive and easy to define at the formal
level lacks clear correlates at the functional level. That is, independent serialisa-
tion, as defined by van Staden and Reesink, can be associated with a wide range of
functions in different languages: Motion, direction, instrument, comitative, man-
ner, and aspect may all be encoded by independent serialisation in their data
sample. At the same time, languages are not consistent in their choice: the same
function may, in one language, occur as independent serialisation, in another
language as dependent serialisation, and so on.

In §3.3, three (mainly grammatical) approaches from the Australasian area will
be discussed and critically examined with respect to the properties they possess,



and whether they may be applied to the data sample. I will show that there are
various problems associated with these approaches. One is that some of the pro-
posed categories consist of more than a single grammatical property. This can
be demonstrated by the above example. Independent serialisation in van Staden
& Reesink (2008) not only requires two (or more) verbs with identical inflection,
but the verbs’ arguments also need to keep their syntactic function unchanged.
Van Staden and Reesink’s definition thus excludes examples where the object
of the first verb is reanalysed as the subject of the second verb (such as, for in-
stance, in the hit pig die-construction). Such cases of functional switch belong
to yet another SVC category in van Staden and Reesink’s typology. However,
the data show that both properties, namely verb inflection pattern and syntactic
functions, can, in principle, occur in different combinations, and are thus inde-
pendent from each other. Lumping them together into a single category, as in
van Staden and Reesink’s “independent serialisation”, seems to complicate the
picture rather than providing useful insights.

For this reason, I take a step back and identify three morphosyntactic prop-
erties from these studies that were both independently used in languages, and
accessible through a survey of published data: (i) argument sharing between the
verbs in multi-verb strings, (ii) head marking on the verbs, and (iii) contiguity
between the verbs (i.e., how many constituents may come to stand between the
verbs). All multi-verb strings in the data sample were annotated for these prop-
erties. In Chapter 4, I present the results of this analysis. I show that the patterns
emerging from such a morphosyntactic analysis will not help understand how
multi-verb strings come into being in the first place, nor when they are used in
the languages of Eastern Indonesia.

Chapter 5 thus shifts our perspective to the semantics of multi-verb strings.
Looking into how verbs and verb combinations shape linguistic event expres-
sions is, I argue, crucial for gaining an understanding of the diversity of multi-
verb patterns in the data sample. The chapter consists of three parts. The first part
provides the conceptual basis by discussing the relationship between real world
events and linguistic event concepts (see §5.2.1). I demonstrate that linguistic
event expressions exist both at the lexeme level as well as at higher (predicate,
clause, discourse) levels. Each of these conceptual levels is then assigned a spe-
cific kind of event. §5.2.2 introduces LEXEME-LEVEL EVENTS (LLEs), PREDICATE-
LEVEL EVENTS (PLEs), and cLAUSE-LEVEL EVENTS (CLEs). I show that verbal in-
teraction in MVC formation can, in fact, take place at any of these levels (see
discussion in §5.4).



Summary and guide to the book

In the second part of Chapter 5, I turn to semantic frameworks that help ex-
plain what happens during the formation of multi-verb strings: event arguments
and lexical decomposition. Davidson introduced a further component to the argu-
ment frame of verbs: the event argument. Looking at anaphor use in English, he
observed that it-constructions often refer back to a previous predication (David-
son 1967). Familiar as this may seem at first, he then made a further intriguing
observation: If i, such as in it happened at midnight, refers to some event, why
is it singular? Clearly, there must be a single, specific antecedent available for it
to appear in singular number. The explanation, he argued, is that event constru-
als in language are conceptualised as specific identifiable entities. To model an
event antecedent, Donaldson assumed that certain verbs possess a hidden event
argument, which may then be targeted by it and other anaphoric expressions. In
§5.3.1, I have a closer look at Donaldson’s event arguments, and how they might
relate to MVC formation in Eastern Indonesia.

Lexical decomposition is another semantic approach that proves useful in MVC
analysis. Dissecting verbs into smaller sublexical predicates such as move’ or
do’ provides a set of semantic constants to which MVC formation appears to be
sensitive. In §5.3.2, I introduce different approaches to predicate decomposition
and discuss their applicability to MVC analysis. The insights from these sections
form, in part three, the foundation for a theory of semantic interaction in MVC
formation (see §5.4, and below).

Semantic techniques and MVC types

One of the defining properties of events in the Davidsonian framework is that
each event represents an identifiable chunk of something going on at a partic-
ular place and time. This something going on is formally encoded in the event
argument, and thus part of the argument frame of a verb (or a verb combina-
tion). Not all predicates, however, seem to have an event argument. While, say,
Jones buttered the toast at midnight is just fine, Jones was (being) fast at midnight
or jones possessed the toast at midnight sound odd (at least without additional
context). Statives are among the most prototypical examples of verbs (or, rather,
predicates) that may lack an event argument (the opposite, however, has been
argued for under the Neo-Davidsonian paradigm; see for instance Higginbotham
2000). Thus, we may distinguish between those verbs that license a spatiotempo-
rally definable event (following Carlson 1977 and the stage-level/individual-level
distinction, I call this an EVENT STAGE), and others that do not. This assumption
is crucial to my theory of different kinds of semantic interaction in MVCs as pre-



sented in §5.4. The idea behind this is quite simple: a combination of verbs, each
bringing in its own event stage, will quite naturally yield a two-stage event con-
strual, such as the Go-pDo-construction that is discussed under the label motion-
to-action in §6.4.1.1. A combination of verbs, of which only one brings in an event
stage (think of a stative verb like FAST entering a multi-verb construction), will
instead lead to a single-stage event construal.

Two-stage event construals come in two forms: a tight construal, and a loose
one. The tight construal is called STAGE-RELATING CONSTRUCTION (SREL is my
shorthand) because two event stages come to stand in close conceptual relation
to each other (I argue that this is closer than in simple clause coordination). §6.4
presents an overview of the stage-relating constructions that can be found in the
Eastern Indonesian data sample. The second kind of two-stage event construal is
named FREE JUXTAPOSITION (abbreviated FJUX), and appears to lack some of the
constructional restrictions present in stage-relating proper (see §6.1.2 for criteria
that help distinguish between the different construction types). Free juxtaposi-
tion rather resembles a kind of asyndetic coordination and probably forms only a
peripheral MVC type in Eastern Indonesia. §6.5 presents examples from the data
sample and discusses different constructions.

If, on the other hand, one of the verbs in a MVC does not contribute its own
event stage, the outcome will be a single-event construal. This is the case in MmoD-
IFYING CONSTRUCTIONS (or short: MOD) with combinations of dynamic and sta-
tive verbs, but also with certain other stageless verbs, as I argue in §5.4.1.2. The
data sample attests to a wide range of modifying constructions in Eastern Indone-
sian languages, as we will see in §6.3. A further group of MVCs does consist of
verbs that can project an event stage when in simplex predicate function, but fail
to do so in certain verb combinations. This is the point where insights from verb
decomposition theories come into play. I argue in §5.4.1.1 that verbs with identi-
cal sublexical predicates merge their lexical structure, rather than each projecting
its own event stage. The result is a second kind of single-stage event expression
in which each verb contributes some of the lexical components to the resulting
construction. This formation technique yields what I call COMPONENT-RELATING
coNsTRUCTIONS (CREL is a shorthand). A discussion of the component-relating
constructions from the Eastern Indonesian data sample can be found in §6.2.

Prototypical component-relating constructions consist of two (or more) mo-
tion verbs each contributing part of the information. For instance, take a combi-
nation of manner of motion plus path, as in She ran up that hill. In English (as in
satellite-framed languages in general) information concerning the path of a mo-
tion event are mostly encoded by particles and appositions. This is in contrast
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to so-called verb-framed languages which tend to lexicalise path information in
verbs (yielding something like She upped that hill running). Still other languages
seem to use neither strategy, but employ multi-verb strings instead where both
manner and path (or related motion information) are contributed by verbs (see
also Ameka & Essegbey 2013). This then looks like She ran ascended that hill in
many multi-verb languages. Such cases, I argue, make up their own specific cat-
egory in MVC typology because one of the verbs’ event stages is suppressed (or,
rather, merged with the other one) under the formation process. This MERGING
would be hard to explain unless there is some kind of driver inside the verbs’
lexical structure. This is exactly where lexical decomposition provides new in-
sights by assuming that certain verb classes possess identical sublexical features
(for instance, by sharing the feature motion verb). Such shared semantic constants
then trigger, under certain circumstances, a merging interpretation, i.e., the event
stages of both verbs are understood to be identical rather than following up on
each other.

Further issues

There are some further issues covered in this book, two of which I briefly want
to draw attention to here, as they may prove vital for understanding multi-verb
strings. These are hierarchy in MVCs, and the role of discourse in MVC formation.

Multi-verb strings not only come in binary structures, but sometimes can host
three or even more verbs in a series. Such strings are typically analysed as flat
structures of concatenated verbs. Yet, there is nothing that would prevent such
verb series to be analysed as hierarchical structures, i.e., multi-verb strings that
contain in one of their slots not just a verb, but another embedded multi-verb
string. This is, in fact, what I assume throughout this book. MVC embedding, I
want to argue, is not only possible, but actually quite common in Eastern Indone-
sia (though not all languages will allow it to the same degree). I metaphorically
speak of sSTACKED MVCs, and give examples of such hidden hierarchies at various
points in the course of the book (see also §3.5.3 for discussion).

A final issue I want to emphasise here is the role of discourse development in
MVC formation. I have mentioned above that I regard multi-verb strings as con-
structions that are based on shared linguistic templates. This conforms well to the
type of data that can be derived from published sources. However, a close look
at corpus data, or at otherwise unmodified “messy” natural speech data reveals
that there are striking mechanisms of MVC formation rooted in discourse plan-
ning and development. Some such mechanisms have been described under labels
such as tail-head linkage, or summarizing constructions (though mostly without



reference to multi-verb strings). Unfortunately, most of the published data on
multi-verb strings present isolated SVCs without any trace of the discourse en-
vironment, so that it was not possible within this study to focus more on the
question of discourse. Yet, from the data I present and discuss briefly in §7.5, it
does seem clear that discourse requirements have a share in shaping multi-verb
strings by way of repetition and compression.






1 Introduction

This study is about verbs that accumulate in multi-element strings. Consider the
utterance in (1) from the Austronesian language Wooi. It consists of (at least)
three verbs, each carrying the same finite marking. Figure 1.1 illustrates the pro-
sodic properties of the utterance. What the f; curve shows is that there is no
major pitch disruption within the utterance, indicating a homogeneous intona-
tion contour and thus (as the standard argument goes) a coherent monoclausal
construction. Utterances like this one are fairly typical for many discourse gen-
res not only in Wooi but in many other languages around the world, and they

are hard to interpret.
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The challenge to traditional linguistic analysis is that such verb strings in many
cases bear no clear signs of any grammatical relationship between the participat-
ing verbs. In the example, the verbs all appear to be of equal syntactic rank as

te ve ri ma o: me hoy ria pa tiang

Time (s)
Figure 1.1: Fy contour of example (1)

Wooi (Austronesian, SHWNG; MOB_1_EW 082)

teveri ma o: mehoy riapa tiang vaw
<i>taveri ma o: <i>mahoy <i>rapa tiang vaw
<3sG>return come INT <3sG>sit <3sG>roast fish DET:PL

‘He came back (and) sat (and) roasted the fish’

1.755



1 Introduction

no inflectional differences can be found.! Thus, at first inspection they may be la-
belled underspecified verb sequences as they appear to be different from the better
known clause-linking types traditionally divided into coordination and subordi-
nation. The existence of such verb strings poses problems for linguistic theory. If
multi-verb strings in one group of languages are mapped on units (for instance by
means of translational equivalence) that in another group of languages contain
only a single verb, then any traditional approach that derives syntactic units such
as the clause from one lexical head would be challenged. Or to put it another way,
the one-verb-one-clause formula does apparently not qualify for all contexts in
all languages (Foley & Olson 1985). What is more, in typical instances of clause
linkage it is often clear that we are dealing with two or more individuable clauses
(for instance because they receive different degrees of finite marking). Multi-verb
strings, however, do not always show clear signs of clause boundaries, and so it
might be suspected that, in some cases, multi-verbal but mono-clausal structures
are involved. For instance, a similar assumption is made in better known cases
of secondary predicates, such as in Alice drank the coffee cold where we would
not want to claim that the coffee (is) cold is a separate clause nested into a matrix
clause Alice drank coffee.

1.1 Verb serialisation

Some of these verb strings have stimulated a profound discussion under the head-
ing of verb serialisation in the last decades (important contributions include Sebba
1987, Durie 1997, Aikhenvald 2006, Foley 2010, Haspelmath 2016). Within the
emerging field of serial verb analysis, some of the most basic linguistic concepts
such as clause and predicate on the grammatical level, intonation unit on the
phonological level, and even the notoriously difficult notion of event in the cog-
nitive domain have since been explored in the attempt at gaining access to the
hidden mechanics of these structures. The fundamental idea lurking behind the
upsurge of research into serial verb constructions (henceforth SVCs) was that if
no direct evidence for the status and mutual relationship of the verbs could be
found, indirect evidence might be mustered by observing boundary behaviour
on different planes of linguistic segmentation (grammar, prosody, gesture, event-
hood etc).

1T disregard ma here for the moment, as there are particular problems associated with its anal-

ysis. It is one of three directional elements that occur in postverbal position, adding path se-
mantics to motion event construals. For historical and paradigmatic reasons, I analyse ma in
Wooi as a verb, even though it has lost its ability to inflect for subject indexing.

12



1.1 Verb serialisation

Very broadly, we may characterise two strands of reasoning that delimit the
outer poles of the discussion. The first approach sets out from the assumption that
SVCs are in essence little different from homologous construction types in other
languages, be it on the level of syntax or on the cognitive-conceptual level. Am-
biguous though those structures may look on the surface, their hidden mechanics
of combination in principle follow the same rules as more familiar clause-linking
constructions. Analysis, then, boils down to what Givén (1991) has called the ty-
pology of cross-language coding variability. We may dub this the nothing-new
approach.

The second approach, on the other hand, treats verb serialisation as a phenom-
enon that is genuinely unique and not compatible with a multi-clausal analysis
at all. For instance, Foley & Van Valin Jr (1984) proposed a special nexus type in
SVCs which they termed cosubordination: two constituents that are neither co-
ordinated nor subordinated, but do show signs of mutual dependency. The view
that verb serialisation is a syntactic phenomenon of its own tallies with consider-
ations at the level of event conceptualisation and reporting. Perhaps most famous
in this regard is Givon’s dispute with Pawley, who claimed that a serial verb lan-
guage like the Papuan language Kalam differs from English in the kinds of events
that can be expressed in a single clause (Pawley 1987; 2011). Constraints on event
packaging may be interpreted as being associated with deeper cognitive process-
ing, and this has been taken as evidence that serialisation patterns are indicative
of a marked cleavage. While some languages allow certain events to be concep-
tualised with single lexical items, others require (at least some) event construals
to be composed of a set of lexical items (each denoting one particular sub-event
in the overall event plot). Accordingly, we may dub this second view on serial
verbs the all-new approach.

One of the concerns in the literature on serialisation has been the question of
where to draw the boundary between SVCs and other types of (unmarked) verb
combinations. While no definitive consensus has yet been reached, there is a set
of construction types that appears to form the core of what is considered to con-
stitute serialisation. Abstracting very roughly from the body of literature, con-
structions seem more likely to be analysed as SVCs if: (i) the verbs are dynamic
rather than stative, (ii) intransitive verbs are unergative rather than unaccusative
(but cp. positional verbs), (iii) the function of the “functor verb” is comparable
with a function in other languages in which a lexical item from a different part of
speech is employed (“functional equivalence”, for instance in case-marking, di-
rectional, aspectual SVCs etc), and (iv) the verbs encode single path trajectories
rather than multiple ones as found with episodic verbs (see e.g. Pawley 2011 for
discussion).

13
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1.2 Multi-verb constructions

Yet not all multi-verb strings have received this degree of attention. There are
types of verb combinations that have been mostly excluded from consideration
in the serialisation debate, a point touched upon by Givén (1991). He pointed
out that typically those constructions are omitted from discussion that in all lan-
guages are coded with more than one verb, most prominently various types of
complement-taking constructions, as well as constructions in which one of the
constituents receives an adverbial interpretation. To this we may add instances of
modal verb constructions, periphrastic causatives, unmarked relative clauses and
the like, all of which may bear a resemblance to canonical serial verb construc-
tions. This lack of interest is somewhat remarkable inasmuch as some of these
constructions prima facie receive formal coding (or better: non-coding) in some
serial verb languages that seems rather identical to canonical serialisation cod-
ing. If verb serialisation is to become more than a mere “pre-theoretical umbrella
term” as Zwicky (1990) put it, analyses would need to account for such cases
of coding similarity, and explain on which grounds verb serialisation proper is
indeed a different kind of verb combining than, say, a paratactic perception com-
plement construction (e.g., the I see you come-type).

An alternative starting point, which I will argue for throughout this book, is to
take into consideration a wider set of multi-verbal patterns, not just a subset of
“canonical” serial verbs that seem uncontroversial across the current linguistic
discussion. An inclusive approach will allow the redrawing of the boundaries of
verb combination types if necessary, rather than force the application of a priori
disqualification criteria, thereby risking the exclusion of related constructions
from analysis altogether. This is one of the reasons why I will use the more neu-
tral and inclusive term MULTI-VERB CONSTRUCTION (from here on abbreviated as
MVC) rather than serial verb construction.? I will motivate this decision, as well
as give a working definition of what I assume MVCs to be, at the end of Chapter 3.

2 A brief disclaimer on terminology is in order here. While the term SVC has been in use for
several decades (the concept ultimately dating back to Christaller 1875 who used the term
“verbal phrase”), and has up to now been elaborated with a wealth of definitions, the term MVC
is quite new, and thus still largely undefined. Both terms are thus hard to compare. Throughout
this book, I will use the traditional term SVC for any verb string that has been defined as such
in the literature on verb serialisation, except for examples that have been collected as part of
my sample. All other multi-verb strings will be referred to as MVCs, that is, comprising both
the data retrieved from the published sources and analysed in the subsequent chapters, as well
as any other string that contains more than one verb and appears to be underspecified in the
sense defined below, without necessarily showing all criteria of a SVC.

14



1.3 Aim and scope of the study

1.3 Aim and scope of the study

This study is intended to contribute to our understanding of MVCs by looking
at two groups of languages in Eastern Indonesia (from here on EI): the Papuan
languages of the Bird’s Head area, Northern Halmahera as well as the Timor-
Alor-Pantar group on the one hand, and the Austronesian languages spoken on
Sulawesi, the islands of Nusa Tenggara, the Moluccas, and in Western Papua on
the other. The sample consists of an overall 32 languages made up of 16 Aus-
tronesian languages, and 16 non-Austronesian or Papuan languages. Figure 1.2
provides a first overview of the area as well as the languages chosen to be in-
cluded in the sample.

The data for this work has been collected from published grammars, research
papers as well as from two extensive language documentation corpora, and is
introduced in §1.5 below. In the course of this study, I will collate and discuss
the grammatical (Chapter 4) and semantic (Chapter 5) properties of multi-verb
strings in these languages. The results obtained from these sections will then in
Chapter 6 feed into a typology of MVCs.

My analysis of MVCs from the El region is primarily informed by the following
hypotheses that I will flesh out in the chapters to come:

 #Hypothesis 1: Although the morphosyntactic make-up of MVCs in EI is remarkably simi-
lar across different construction types, these MVCs are constructed through different tech-
niques (mentioned below in #H2)

« #Hypothesis 2: Verbal interaction in MVC formation involves three principle techniques
at the clausal level: MERGING (of features), MODIFICATION and STAGING (alignment of spa-
tiotemporally distinct stages)

- #Hypothesis 3: The different techniques of MVC formation are based on a layered structure
of event conception, each technique being associated with a particular level of the event
schema

» #Hypothesis 4: Some MVC types may be embedded into a constructional slot of another
MVC resulting in STACKED MVCs

- #Hypothesis 5: Not all EI languages use all techniques. Differences in the use of MVC
patterns indicate different linguistic subareas or diffusion zones of grammatical traits. MVC
use radiates out from two hotspots of MVC innovation: the Timor-Alor-Pantar and the
Bird’s Head region, respectively.

One of the goals of this work is to put together form and meaning, and explore
the ways in which the languages of the sample mould the different semantic com-
binations into grammatical form. I will try to show that some form-function
mappings are predominant in the dataset although formal encoding of MVCs
in general does not immediately mirror the semantic relationship between their
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1.3 Aim and scope of the study

verbs. What is more, I will argue throughout this book that the fact that such verb
strings are formally underspecified does not necessarily mean that all instances
belong to the same string type nor that we invariably deal with flat concatena-
tions of verbs. The analysis proposed in the next chapters rather rests upon the
claim that some combination types in fact host embedded MVCs and are better
analysed as (covert) hierarchical structures (a concept that I will metaphorically
refer to as STACKED MVCs).

A second main concern of this work is to explore the numerous treatments
of serial verbs and related constructions in the languages of Eastern Indonesia.
While typological research into serial verbs has been done for the Oceanic lan-
guages with considerable detail (Crowley 2002; Bril & Ozanne-Rivierre 2004; Bril
2007), comparative analyses of Eastern Indonesian languages are still rare and
largely confined to the exploratory study of van Staden & Reesink (2008). This
book is the first attempt to explore the use of MVCs throughout all of Eastern
Indonesia, including peripheral parts such as Sulawesi, by taking into account a
comprehensive sample of both published data and data from extensive language
documentation corpora. To my knowledge, this book represents the first research
into the areal characteristics of multi-verb strings that is explicitly based on a
thorough assessment of the defining properties of both SVCs and MVCs. The
findings arising from this assessment will be shown to support the assumption
that Eastern Indonesia constitues a Sprachbund area.

SVCs have been reported from most of the languages in Eastern Indonesia for
which data are available, displaying an intriguing range of verb combinations.
Some grammars allot much space to the description of SVCs, while others note
their presence in passing. The heterogeneous distribution of information as well
as the different theoretical underpinnings of these analyses renders such a com-
parative task a challenging yet also rewarding endeavour. I hope that by evalu-
ating this wealth of constructions this work may contribute another piece to the
jigsaw of finding commonalities in the diversity of verb combination patterns.

The remainder of this chapter serves as a first introduction to the phenomenon
under investigation, as well as to the sample on which it is based. The next section
will illustrate basic properties of underspecified verb sequences and highlight
some of the analytical problems. The chapter ends with a presentation of the
data sample, its various sources, and a brief discussion of the methodology used
throughout the study.
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1.4 Underspecified verb sequences

At the beginning of this chapter, I described serial verb structures in broad terms
as underspecified verb sequences. What does underspecified mean? Underspeci-
fied in my sense refers to a lack of overt signals: Verbs in SVCs do not normally
bear formal marks of dependency that would enable us to identify the kind of re-
lationship holding between them. Infinitive morphology, non-finite verb forms,
reduced verbal inflection, as for instance with medial verbs or converbs: all such
devices are typically not found in SVCs, so that potential hierarchical relation-
ships between the verbal constituents are not cued directly. In fact, it appears
that we do not even know whether there is a particular grammatical relationship
present between the verbs, or whether the verbs are placed next to each other
in loose apposition. If this turned out to be true, we might better understand the
verbs as put together only on the output level of prosodic segmentation rather
than on the syntactic level of constituent structure, in much the same way as, say,
a phonological word may string together constituents that, from a grammatical
perspective, constitute independent units. This idea is not at all implausible as
natural speech data show, and I will return to this issue briefly in Chapter 7.

For now, suffice it to say that underspecified means here that verbs in serial
verb languages typically are not grammaticalised with regard to being capable of
expressing different degrees of finiteness. This does not mean that verbs in these
languages do not inflect for verbal categories such as person marking or TAM
categories. They may do so, and, in fact, most languages in the EI sample inflect
for one category or another. The crucial point is that verbal inflection in most of
these languages is not structurally exploited in such a way as to systematically
encode differences in verbal hierarchy.® At least in the EI languages, presence
or absence of inflection is governed by phonological rules or membership to a
certain verb class rather than by restrictions imposed by SVCs.

Let us now turn to some examples. The examples below are chosen to illustrate
the most frequent formal and semantic characteristics of SVCs in the literature.
They are taken from the major linguistic areas for which serialisation has been
reported: West Africa, China, and also Papua (see Senft 2008b: 2), are the areas
in which early language descriptions first spotted serialised verb patterns (Sebba
1987; Matthews 2006). Christaller (1875), with his account of the Twi language

3While this seems to hold for most of the languages I have looked at, there are notable excep-
tions, where languages do provide finiteness options to mark off certain construction types.
In the Papuan language Yimas, for instance, simultaneous events have to be marked by a non-
finite oblique case-marking nominalization (Foley 2008: 142), whereas sequential event chains
may be encoded by SVCs.
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1.4 Underspecified verb sequences

(Akan), spoken in Ghana, is usually credited with being the first explicit descrip-
tion of serial verb constructions. The linguistic discussion of serialisation later
spread to Creole languages (starting with Atlantic Creoles, later followed by Pa-
cific and South Asian Creoles; see Nordhoff 2012), and later again to Papuan and
Austronesian languages in the Pacific area, mainland Southeast Asia and South
America (Senft 2008a). Linguistic descriptions of SVCs from these areas have all
contributed greatly to our understanding of verb combination types, and some
of the defining features of SVCs occur over and over again.?

(2) West Africa

a. Akan (Twi) Niger-Congo (Christaller 1875, quoted in Ameka 2005: 21)
Ye-sore-e  ntém  ko-o  fie.
1pL-rise-pST quickly go-psT home
‘We arose [got up, F. K. Ameka] quickly (and) went home.
b. Ewe (Niger-Congo; Ameka 2006: 135)
e-ko fia k6 dza ati-a
3sG-raise axe take hack stick-DEF

‘He used an axe and hacked the wood’

(3) Sinitic languages
a. Mandarin (Sino-Tibetan; Li & Thompson 1973: 96)
Zhang-san chuan-shang yifu  tiao zai di-shang
Zhang-san put-on clothes jump on floor
‘Zhang-san put on his clothes and then jumped on the floor’

b. Cantonese (Sino-Tibetan; O’Melia 1966, quoted in Matthews 2006: 69)
keoi® jap® heoi® co’
3sG enter come sit

‘He went in and sat down.

“Note that many of these examples contain free translations that seem somewhat confusing to
scholars beginning to study SVCs. In order to render the meaning of SVCs into well-formed
English, conjunctions are often inserted into translations. Conjunctions (and other material)
in brackets should therefore not be taken literally but understood as stylistic means to facili-
tate understanding. The same goes for conjunctions that are not in brackets but do not have a
corresponding morpheme in the transcription tier.  have refrained from altering the free trans-
lation of examples where the author did not indicate stylistic additions so as to not violate the
utterance meaning, or to hamper alternative analyses on the reader’s part.
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c. Cantonese (Sino-Tibetan; Matthews 2006: 75)
keoi* haam®-sap'-zo* go zam?tau*
CLF cry-wet-PRFV  CLF pillow

‘She’s made her pillow wet by crying’

(4) Creole languages

a. Sranan (English based Creole, Atlantic; Sebba 1987: 50)
Kownu seni wan boskopu gi  tigri
King senda message give tiger
‘King sent Tiger a message/a message to Tiger’

b. Sranan (English based Creole, Atlantic; Sebba 1987: 40)
lon go tekia bukutyarigogi a leriman
run go take the book carry go give the teacher

‘Run and fetch the book and take it to the teacher’

(5) Papuan region

a. Alamblak (Papuan, Sepik; Bruce 1988: 20)
wa-ha-muh-hita-tan-fi-m-ko
IMP-CAUS-climb-put-cOMPL-25G-3PL-up
‘Lift them up (and) leave them up here’

b. Alamblak (Papuan, Sepik; Bruce 1988: 20)
tat-noh-mé-an-r
hit-die-rRPST-15G-356.M
‘Tkilled him by hitting (him).

c. Yimas (Papuan, Ramu-Lower Sepik; Foley 2010: 80)
arm-n kay i-ka-ak-mpi-wul
water-oBL canoe.VIIISG VIIISG.OBJ-1SG.ACT-push-SEQ-put.in

‘I pushed the canoe down into the water.
(6) Oceanic region

a. Paamese (Austronesian, Oceanic; Crowley 2002: 55)
inau nuas vuas he:mat
inau ni-uasi vuasi hee-mate
1sG 1sG.DIST.FUT-hit pig  35G.DIST.FUT-die

‘T will hit the pig to death.
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1.4 Underspecified verb sequences

b. Paamese (Austronesian, Oceanic; Crowley 2002: 60)
ir reheso:n vakili he:ha
iire  rehe-sooni vakilii hee-haa
1PL.IN 1PL.IN.DIST.FUT-throw canoe 3sG.DIST.FUT-go

‘We will throw the canoe away.

If we just compare the visible surface features of these constructions, we see
both variation between languages, and shared feature values. At the level of con-
stituent order, the serial verbs may either form a coherent group, as in (3b), (3¢),
(4a), (5a), (5b), (5¢), or their sequence may be broken up by other constituents, as
in (2a), (2b), (3a), (4a), (4b), (6a), (6b). If the first verb is transitive and the direct
object is overtly expressed, the argument may either stand right after the verb (cp.
(2b), (3a), (4a), (4b), (6a), (6b)), or the verbs may form a tight unit with the object
in preverbal position or after the last verb in the series, as in (3¢), (5¢). Yet even
if the first verb is intransitive, the construction may still permit the insertion of
a modifier (as the adverb ntém in (2a) from Akan shows).

Another criterion that shows variation is word boundaries: a sequence of se-
rial verbs may either form one phonological word, or each verb may constitute
an independent word. Many Papuan languages combine verbal roots at the mor-
phological level, but example (3c) shows that the phenomenon may also occur
in other areas. If the verbs come to stand within one phonological word, it may
be difficult to distinguish serialisation (which started its linguistic career essen-
tially as a syntactic phenomenon) from verbal compounds (see e.g. van Staden
& Reesink 2008 for discussion). Some writers like de Vries (2004) have argued
that stress assigment is an indicator of whether a multi-verbal root structure
constitutes a compound (one stress peak) or a phrasal construction (stress peak
on each root). Van Staden & Reesink (2008) explicitly exclude root combinations
with only one primary accent from the group of serial verb constructions in spite
of striking semantic similarities. Inanwatan, for instance, has no serial verbs, ac-
cording to their analysis, but only verbal compounds. In this study, I will take a
more liberal stance on these structures and will subsume both under the heading
of multi-verb construction, for the following reasons. First, stress assignment in
multi-root structures is not always clear from the data sources. Second, it has
been claimed that serial verb structures may evolve into compounds at some
point (see van Staden & Reesink 2008: 27), and so we might expect serialisa-
tion structures and compounds to be conceptually similar. And third, some com-
pounds fit into semantic types that are otherwise observed in serial verbs, so that
it seems more interesting to include such cases at this point.

21



1 Introduction

The main weakness of the stress test is the presupposition that the language
in question does have a word-level prosodic system that enables the distinction
between verbal compounds and (word-level) serialisation. In general, the pres-
ence or absence of features used to confirm the existence of SVCs indeed poses
a well-known problem. Not all languages show all features. This is pointed out
by van Staden & Reesink (2008: 22):

What often obscures the discussion on serial verb constructions is [...] that
criteria that can be applied in one language to distinguish, for instance,
SVCs from subordination or compounding, simply may not be applicable
for other languages.

For instance, if we compare the inflection marks on the verbs in (2)-(6) above,
we are not able to define a clear tertium comparationis: some of the languages
show person marking on the verbs (Ewe, Yimas), others (may) mark TAM values
(Mandarin, Cantonese), and still others have both (Akan, Alamblak, Paamese) or
no inflectional marking at all (Sranan). Presence or absence of verbal morphology
is often used to infer a hierarchical status of the constituent, and inflected verbs
may be analysed as being head of a specific construction. A difference in verbal
inflection between the verbs in a SVC could therefore be taken as evidence that
the uninflected verb is of a lower rank than the inflected (matrix) verb. The Akan
and Ewe examples above could be interpreted in such a way.

A related factor that might also indicate differences in verbal rank is the overt
expressability of arguments in a SVC. In the Cantonese and Paamese examples,
we see that the subject argument is only expressed once as a pronoun before
the first verb. The second verb does not trigger the use of a subject pronoun.
While pronoun assignment may in general be governed by more general prag-
matic factors in pro-drop languages, the Paamese data show that there are hid-
den restrictions at work in particular constructions. Crowley (2002) observes
that in examples such as (6a) overt expression of the second subject (which is co-
referential with the object of the first verb) is not licit. If an independent pronoun
is inserted into the preverbal subject slot of the second verb, the construction ap-
parently changes with regard to two properties: (i) the interpretation of the event
becomes sequential (‘hit the pig and it will die’ instead of ‘hit the pig to death’),
and (ii) it becomes possible to insert the coordinator kaa ‘and’ between the ver-
bal constituents without any clear change in meaning. This is evidence that in
Paamese switch subject constructions, the second verb has a deranked status and
does not show full independence with regard to subject assignment.

22



1.4 Underspecified verb sequences

Summing up this brief analysis of the examples, we have seen that there are
several parameters with different possible values in SVC formation, for instance
verbal inflection patterns, constituent placement and argument realisation. The
same amount of variation is found in the semantics of verb combinations. Givon
(1991) classified SVCs into five distinct functional types:

« Case-role marking: A functor verb is grammaticalized into a verbal case marker of differ-
ent sorts of core or oblique arguments, for instance patient, benefactive, instrumental, or
locative

+ Co-lexicalization: Two verbs are co-lexicalized and form a more complex verbal concept

« Deictic-directional marking: Deictic directional verbs like ‘come’ or ‘go’ lend their deictic
meaning to other verbs of motion or transport creating complex deictic expressions of
motion in space

« Tense-aspect marking: A functor verb is grammaticalized into a marker of aspectual or

modal function

« Evidentiality and epistemic marking: a functor verb has acquired a reading of evidentiality

Of these broad functions, case-role marking, co-lexicalisation, deictic-direc-
tional marking, and, to a lesser extent, tense-aspect marking can also be found
in the languages of Eastern Indonesia. Example (2b) is a good instance of the case-
role marking type: the argument fid ‘axe’ is introduced as a theme argument by
the first verb e-ko ‘raise/take’. At the same time, one can argue that, within the
particular context of the construction, it also serves as the instrument to the
action of hacking, and thus e-ké might be analysed as a grammaticalised verbal
instrument marker. The co-lexicalisation scenario can possibly be observed in
the second Cantonese example (3c).

Yet with all this variation in place, SVCs do show signs of similar overall con-
strual. There are no morphological cues to differences in verbal hierarchy (other
than differences in verbal inflection). There are no connectors, conjunctions, com-
plementisers or other formatives between the verbs (Yimas -mpi- provides an
exception here). TAM values (e.g. the past marker -e/-5 in (2a) or the remote
past marker -mé in (5b)) or markers of illocutionary force (as imperative wa- in
(5a)) are canonically interpreted as having scope over the entire construction. All
verbs share at least one of their arguments with each other. And for many lan-
guages, SVCs have been reported to occur under a coherent intonation contour,
suggesting that on the prosodic level the verbs are grouped into one homoge-
neous unit.

The features presented in this brief preview will be taken up again in the fol-
lowing chapters, and will be critically examined as to whether or not they may
be applied to the EI sample. In Chapter 3, an analysis of the defining properties of
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serial verb constructions is laid out. We shall see that not all features are equally
useful, or else they cannot be applied without resorting to further properties that,
from language to language, may be quite different. While I will eventually single
out three morphosyntactic properties that are put to the test in Chapter 4, the
results show, I will argue, that looking at morphosyntactic properties alone will
not give rise to any meaningful analysis. In Chapter 5, the analysis will therefore
shift to a semantic approach, identifying four underlying techniques of MVC for-
mation at different conceptual levels. It is these semantic techniques that will
then in Chapter 6 feed into a typology of MVCs. Quite unlike Givon’s functional
typology of SVCs from above, we will arrive at four constructional families that
each accomodate a set of constructions that is in use across most of EI.

In the next section, I turn to my area of research and briefly introduce the
sample on which this study is based.

1.5 Data sample and methodology

As already mentioned, this study was primarily designed as a literature survey
in order to gather data on SVCs in the area of Eastern Indonesia that would
otherwise remain “tucked away” in grammars and research papers. By collating
data from different EI languages, both Austronesian and Papuan, I explore the
wealth of construction types, their distribution and distinct properties in this
area. To this end, I identified 30 languages for which sufficient published data
were available. This set of published data was further complemented with an-
other two languages for which extensive language documentation corpora were
available: Waima’a and Wooi. Both languages had been investigated in DoBeS
language documentation projects (I was part of the Documenting Wooi project),

and I had sufficient working experience with them.
The languages for the literature survey were chosen to meet the following
conditions:

« Enough material for at least 25 data points from a range of different constructions®
« A grammatical description dealing with SVCs and their language-specific properties

« Sufficient geographical and genetic variation within the data set to model all subareas and
taxa

+ Recent publications

SExcept, of course, for EI languages that only make very limited use of serial verbs, or do not
use them in the first place. All languages reviewed for the data set turned out to use at least
some MVCs, so that all languages can be said to meet this condition. Only Austronesian Selaru,
spoken in the southern Moluccas, appears to have developed a small set of linking elements
that are extensively used throughout what otherwise looks just like ordinary MVCs.
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1.5 Data sample and methodology

Table 1.1 below gives an overview of the languages that were included in the
sample. The first goal, at least 25 (varied) data points, was easy to achieve as
most book-length publications included numerous varied examples of SVCs. The
normal form for grammars to deal with the topic is to devote an exclusive chapter
or section to the discussion of serial verbs. Therefore, the second requirement
was also met by almost all data sources. Very few publications deviated from this
pattern, but were included nonetheless: The grammars on Abun (Berry & Berry
1999) and Makalero (Huber 2011) do not directly discuss serial verbs, nor does
the sketch grammar on Dusner (Dalrymple & Mofu 2012). They were included
as they displayed many SVCs among their examples in other sections. The Mor
data paper (Kamholz 2009) is another exception, since it does not contain any
grammatical description but only an interlinearised text and a dictionary. As an
outlier to both the Bird’s Head area as well as to the South Halmahera-West
New Guinea taxon, I decided to include Mor nonetheless, treating it as if the data
were taken from a language documentation corpus like the ones for Waima’a and
Wooi.

The third goal was to include as many sub-branches of the language families
as possible, and to attain a geographical distribution of the sample languages
that would cover different subareas in EI. To this end, I tentatively assumed four
subareas for which rather homogeneous MVC features might be expected: Su-
lawesi and Western (Bird’s Head) Papua were chosen as subareas because of
their geographical coherence and their linguistic profile, with the former show-
ing most western Austronesian features, and the latter displaying the central
diffusion zone of (West) Papuan features into adjacent Austronesian languages.
Two further subareas have been defined in central Wallacea: Nusa Tenggara com-
prises the lesser Sunda Islands from Flores in the west up to the Timor achipelago
including Alor and Pantar. Finally, Maluku comprises the area from the Aru Is-
lands in the south, across Banda and Seram and up to the Halmahera archipelago
in the north. A subdivision of Eastern Indonesia into these four subareas is also
supported by findings from biogeographical dispersal barriers through the re-
gion. The borders of the subareas match with the biological demarcation lines
briefly outlined in §2.1 (cf. Figure 2.1 for an overview).® Figure 1.3 illustrates the
four subareas and their associated languages.

The only exception to this is the border between the subareas of Nusa Tenggara and Maluku.
Following Zollinger’s Line would require the inclusion of Selaru into the Nusa Tenggara group
(see Figure 2.1). As Selaru appears to share more characteristics with Buru than with Austrone-
sian languages spoken on Timor, I rather placed Selaru with the languages of the Maluku

group.
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1.5 Data sample and methodology

As can be seen from Table 1.1, the number of sample languages in the different
subareas is not as balanced as I hoped. For both Western Papua and Nusa Teng-
gara there were a lot of recent grammars available, especially for the Papuan lan-
guages of the Bird’s Head and the Timor-Alor-Pantar area, both of which have
attracted much attention throughout the last decades. Sulawesi is also covered by
some excellent grammars though the area that is probably most interesting to a
survey on serial verbs is the transition area in Southeast Sulawesi, for which only
Muna (van den Berg 1989) and Tukang Besi (Donohue 1999) have received fully
fledged grammatical descriptions so far. Another lesser studied area in terms of
published grammars seems to be the Maluku region. As a result, both the Maluku
area and Sulawesi remain underrepresented in my sample, while the TAP area
and the Bird’s Head contributed most languages (and data points).

If data points of MVCs were only collated from the chapters and sections specif-
ically devoted to them, one could wonder whether the sample was indeed rep-
resentative for the language, or whether the author was in some sense biased.
Such a bias could, for instance, arise because a certain class of constructions at-
tracted specific attention in the literature at that time, or because the author was
intrigued by some unusual property. I tried to account for this potential bias
by also checking other chapters/sections of the respective publication and not-
ing down MVCs from examples meant to illustrate quite different things. Occur-
rences of MVCs in unrelated examples proved that MVCs in those language were
not uncommon at all. Accordingly, I differentiated between data points from SVC
discussions (grm in Table 1.1) and data points from unrelated chapters/sections
(which I counted as ex). In cases where I felt that I did not have enough data
points at hand, or where the construction types seemed not to reflect the total
breadth of MVCs in a language, I also collected further examples from appended
interlinearised texts (where available). These data points were glossed as txt. The
two language documentation corpora, for Waima’a and Wooi, served as further
data sources for the two subareas Nusa Tenggara and Western Papua. All in all,
I gathered 2146 examples of MVCs from 32 languages in EL

In the next chapter I turn to the Eastern Indonesian region. I will show that a
linguistic definition of EI can be based on typological and genetic grounds, and
that this definition aligns well with both biological and geographical patterns. I
will first introduce the region as a linguistic area, followed by an introduction to
the languages that make up the sample upon which this work is based. As a basic
understanding of the EI languages as well as of the literature on serialisation is
required in order to interpret the sample, I defer a more thorough discussion of
how I collated the EI data to the end of Chapter 3.
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Table 1.1: Overview of the languages and the different types of data
used. Further explanation in the prose.

Group Language Source Type Data points
ex grm txt
— Muna van den Berg 1989 grammar 0 39 1
3 Pendau Quick 2007 grammar 0 51 0
% Tajio Mayani 2013 grammar 0 27 5
E Tolaki Mead & Youngman 2008 article 0 65 0
Tukang Besi Donohue 1999 grammar 0 48 22
Abui Kratochvil 2007 grammar 0 109 0
Alorese Klamer 2011 sketch grammar 21 1 15
< Bunaq Schapper 2009 grammar 0 87 0
s Kaera Klamer 2014a sketch grammar 8 16 0
§ Kambera Klamer 1998 grammar 6 32 6
S Klon Baird 2008a grammar 43 57 0
< Makalero Huber 2011 grammar 76 0 0
3 Teiwa Klamer 2010 grammar 2 74 9
< Tetun Fehan van Klinken 1999 grammar 7 66 0
Waima’a Belo et al. 2002-2006 corpus 0 0 176
Western Pantar ~ Holton 2014 sketch grammar 4 34 0
Buru Grimes 1991 grammar 10 55 3
2 Selaru Coward 2005 grammar 13 0 12
T:’; Taba Bowden 2001 grammar 0 32 12
= Tidore van Staden 2000 grammar 54 12 26
Tobelo Holton 2003 sketch grammar 31 7 6
Abun Berry & Berry 1999 grammar 33 0 0
Biak van den Heuvel 2006; Mofu ~ grammar 33 17 17
o 2008
2 Dusner Dalrymple & Mofu 2012 sketch grammar 33 0 16
& Hatam Reesink 1999 grammar 0 49 0
g Inanwatan de Vries 2004 grammar 14 4 10
2 Maybrat Dol 2007 grammar 28 50 0
§ Mor Kambholz 2009 paper (text & dict) 0 0 71
Moskona Gravelle 2010 grammar 0 79 0
Mpur 0dé 2002 sketch grammar 11 7 44
Sougb Reesink 2002a sketch grammar 20 7 13
Wooi Kirihio et al. 2009-2015 corpus 0 0 190
Subtotal 447 1035 664
Total 32 2146
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2 The Eastern Indonesian linguistic area

2.1 Introduction

Indonesia is one of the linguistically most diverse countries of the world and
hosts about 700 languages spread across a vast archipelago with thousands of
islands. Stretching from the large islands of Sumatra and Borneo in the far west,
along the chains of the Sunda-Banda arc system, up to the western part of main-
land New Guinea in the east, the territory of today’s Indonesia has provided
space for a multitude of ethnic groups to evolve and develop a wealth of distinct
cultural and linguistic systems. Archaeologists, geneticists, and linguists have all
contributed evidence that there were several major waves of human migration
spreading over the area. The first humans migrating into the archipelago and be-
yond set forth as early as about 50,000 BCE in the Late Pleistocene (Capelli et al.
2001), at a time when Australia, New Guinea and parts of Indonesia were still
connected, and formed the prehistoric continent Sahul. These groups eventually
reached New Guinea and continued further eastward to the Solomon Islands and
southward into Australia. The descendants of these migrants are associated with
the ethnic groups of Aborigines in Australia and the Papuans that live on the
island of New Guinea as well as in its vicinity.

The last wave of migrants arrived much later in the Indonesian area, dating
back to a time frame around 4,500 BCE (Bellwood 1998; 2007). These groups
were the ancestors of the Austronesian people. They probably originated from
South China, migrated further to the island of Taiwan, and from there on fol-
lowed along the Philippine Islands down southwards (Tryon 1995; Capelli et al.
2001). In the course of their dispersal into the Malay archipelago, their languages
eventually replaced the Pre-Austronesian languages, or drove them into the in-
terior parts of the islands. Archaeological evidence suggests that the situation
was by no means the same across the Indonesian archipelago. While the west-
ern islands of Indonesia had only small Pre-Austronesian populations along the
coastlines, which must have entered into a serious competition with the Aus-
tronesian seafaring people, the opposite appears to have been true for the island
of New Guinea, which already hosted a dense population of Pre-Austronesian
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agricultural groups at the time of the Austronesian advent (Bellwood 1998; see
also Ross 2005). These different conditions probably had a strong influence on
the present situation, where most of the Papuan people are found in the moun-
tainous inner parts of New Guinea, with few remaining settlement areas on and
off the island of Halmahera in the northern Moluccas and on the islands of Timor,
Alor and Pantar in the southeast. Where Austronesian and Papuan groups live
in close vicinity, the former are mainly confined to the coastal areas, while the
latter often maintain settlement areas further inland. This distribution is partic-
ularly visible in parts of Western Papua, where Austronesian speaking areas are
located on the Raja Ampat Islands off the Bird’s Head or in small communities
scattered in and around Cenderawasih Bay.

The Eastern Indonesian region can be defined on geographical, biological, and
linguistic grounds, all of which show roughly corresponding demarcation lines.
Geographically, the area of today’s Indonesia and East Timor may be separated
into four parts: the Sundaland continental core in the west, the Australian conti-
nent in the southeast, the Pacific and the Philippine oceanic plates to the north,
and the vast central collision area that is part of the Sunda-Banda arc system (Bell-
wood 2007, Hall 2009). It is the Sunda-Banda arc system that forms large parts
of what may be depicted as Eastern Indonesia (together with the western part of
the island of New Guinea, which geographically belongs to the Australian conti-
nental shelf). Among biologists, the transition area between the shelf formations
to the east and west has come to be known as Wallacea. Wallacea forms the cen-
tral part of the Malesian floristic region, and its western border is traditionally
defined by Wallace’s Line (more recently modified by Huxley’s line, Bellwood
2007, Raes & Van Welzen 2009; Van Welzen et al. 2011 propose to include Java as
well). Wallace’s line as well as other biogeographical demarcation lines running
through Wallacea designate floristic and faunal boundaries beyond which the
ratio of oriental species declines, while the number of endemic species sharply
increases (Bellwood 2007). Wallace’s line separates the island of Bali from its
neighbour Lombok to the east and runs northward. Alfred Russel Wallace him-
self was unsure whether to include or exclude Sulawesi (a question that is also
of relevance to the delimitation of linguistic Wallacea, see below) and there are
two variants of his line, one running through the strait of Makassar, where it
divides Sulawesi in the east from Borneo in the west, and another one running
east of Sulawesi (Van Welzen et al. 2011). Figure 2.1 below illustrates the major
demarcation lines. Lydekker’s line, running along the edge of the Sahul shelf, is
usually considered the eastern border of biogeographical Wallacea.
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Figure 2.1: Biogeographical demarcation lines in insular Southeast Asia.
Wallace’s Line is drawn here in two variants, one including Sulawesi,
and another one excluding it. Biological Wallacea is traditionally de-
limited by Wallace’s Line in the west, and Lydekker’s Line in the east.
Reprinted from Van Welzen et al. 2011, Biol J Linn Soc, © 2011 The Lin-
nean Society of London.

Throughout this book, I will consider the western variant of Wallace’s line
loosely as the western boundary of the Eastern Indonesian area, and mainland
New Guinea as the eastern boundary (extending biogeographical Wallacea be-
yond Lydekker’s Line to comprise the Bird’s Head area). Moving roughly from
west to east, the whole area then consists of Sulawesi, the Lesser Sunda Islands (or
Nusa Tenggara) including Timor, the Moluccas, and the western tip of Indonesian
Papua. Turning now to linguistic data, we find that the area of Eastern Indonesia
as sketched above is supported by both typological and historical-comparative
evidence. I will in §2.2 start with an outline of the diachronic relations, present-
ing the languages of the EI sample in the context of their genealogical affilia-
tion as suggested by historical-comparative evidence. In §2.3, I will then shift the
perspective to a typological overview, summarising recent research on Eastern
Indonesia as a linguistic Sprachbund.
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2 The Eastern Indonesian linguistic area

2.2 Genealogical lineage

The languages of Eastern Indonesia share a set of common ancestors, that is, they
are in a genealogical relationship. This cannot always be traced by way of the
traditional historical-comparative method. It is specifically within the Papuan
languages that time depth is a challenging issue: the time frame starting from
the point where proto-languages such as Proto-Trans—New Guinea split up and
developed into separate directions up to the contemporary situation in linguistic
Papua is tremendous. Given that the advent of Papuan-speaking communities
in the New Guinea area dates back about 40,000 years BP, it does not come as
a surprise that Papuan linguistics up to today can neither reconstruct a single
Proto-Papuan ancestor nor link all branches together. The term Papuan is thus
to be understood as a cover term for a group of unrelated language families in a
particular geographical area rather than as a genealogical concept. Recent work
on the classification of Papuan languages made use of pronoun paradigms as
diagnostic evidence for genealogical relations (Ross 2005). Ross identified twenty-
three families of Papuan languages all across New Guinea and its vicinity, among
them the large Trans—New Guinea (TNG) family.

2.2.1 Austronesian languages

The Austronesian languages constitute a clear monophyletic group, and much
work has been done to reconstruct the Proto-Austronesian lexicon, phonology,
and grammar (recent contributions include, among others, Tryon 1995, Wouk
& Ross 2002, Blust 2009; see Adelaar 2005 for an overview). The whole Aus-
tronesian language family consists of some 1,200 languages and is considered the
largest language family in the world with respect to the number of languages, and
the second largest in terms of geographical distribution (Adelaar 2005). Having
originated from Taiwan, Austronesian-speaking communities made their way as
far west as Madagascar, as far east as Easter Island, and settled much of insular
Southeast Asia, Melanesia, Micronesia, and Polynesia from Haiwai’i in the north
to New Zealand in the south. All these groups can be traced back to the pri-
mary branch Malayo-Polynesian (MP). The other nine primary branches never
ventured out of Taiwan (Blust 2009). MP divides further into Western Malayo-
Polynesian (WMP) and Central-Eastern Malayo-Polynesian (CEMP), both com-
prising some 600 languages. Blust (2009) names as the chief defining feature of
WMP the presence of nasal substitution in active verb forms, often leading to seg-
mental changes in the prefix and/or the root (cp. Malay pukul ‘hit’ (base form):
me-mukul (active form); Blust 2009: 30). Apart from this characteristic, it is still
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2 The Eastern Indonesian linguistic area

not clear whether WMP really constitutes a monophyletic group or rather a pa-
raphyletic collection of residual branches that are not CEMP (cf. Blust 2009: 30).

Central-Eastern Malayo-Polynesian, on the other hand, is firmly supported by
phonological, lexical, morphosyntactic, and semantic innovations (see Blust 1993)
and seems now widely accepted. The 600 odd languages divide into a Central-
Malayo-Polynesian branch (CMP) with about 120 languages, and an Eastern-
Malayo-Polynesian (EMP) branch. The CMP languages are located in the Nusa
Tenggara area, comprising the Lesser Sunda Islands from East Sumbawa east-
wards, up to the Timor area and beyond into the southern Moluccas, including
the Austronesian languages on the western extremities of Bomberai peninsula
(Northern Bomberai languages Sekar, Onin and Uruangnirin; Adelaar 2005: 24),
but not the Halmahera archipelago north of Buru and Seram. Here, as well as
in the Bird’s Head area and around Cenderawasih Bay, we find 30-40 EMP lan-
guages of the South Halmahera-West New Guinea subfamily (SHWNG), which is
the sister taxon of the Oceanic languages that have spread eastwards into Melane-
sia and greater Oceania (Blust 2009). The dividing line between the SHWNG
languages in the west and the Oceanic languages in the east runs somewhere
through the eastern end of Cenderawasih Bay, leaving Waropen in the SHWNG
group while the Sarmi languages belong to the Oceanic subfamily. Thus all Aus-
tronesian languages in Eastern Indonesia (as defined in this book) either belong
to WMP, CMP or to SHWNG. Figure 2.3 presents the internal genealogical divi-
sion of the Malayo-Polynesian languages down to CMP and SHWNG, including
the 16 Austronesian languages investigated in this book.

2.2.2 Papuan languages

Quite unlike the Austronesian family, there is up to now no convincing hypoth-
esis that would link the Papuan languages in Eastern Indonesia to a single com-
mon ancestor (Reesink 2005; Klamer et al. 2008). Papuan languages in EI come in
three major areal groupings: (i) the Papuan languages spoken on the islands of
Alor and Pantar off the Timorese north coast, as well as the languages located on
Timor and the small island of Kisar (TAP languages); (ii) the Papuan languages of
North Halmahera (NH); and (iii) the Papuan languages of the Bird’s Head area,
including the isolate Yawa on Yapen island in Cenderawasih Bay. Several hy-
potheses on their genealogical relationship (as well as their connection to the
Papuan languages further to the east) have been discussed. The TAP languages
have been placed among the Trans—New Guinea phylum and links have been pos-
tulated between TAP and the West Bomberai languages, most recently by Ross
(2005), who proposed that they are part of the TNG “Western Linkage”, based on
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Figure 2.3: Tree diagram of the Malayo-Polynesian branch of the Aus-
tronesian language family. Genealogical affiliation after Adelaar (2005).
Boxed languages belong to the sample of EI languages investigated in

this book.

a pronominal innovation in the first person plural (Schapper 2014: 9). The NH
languages, on the other hand, have been placed with the West Papuan languages
from the Bird’s Head area, most prominently with those of the West Bird’s Head
family (see Reesink 2005 for an overview).

The TAP languages comprise some 30 languages and divide into two main
branches, the Alor-Pantar languages (AP) and the Timor-Kisar languages (TK).
Both subgroups, as well as the TAP branch in general, have recently been estab-
lished by comparative work (Holton et al. 2012; Klamer 2014b), although a ge-
nealogical link between the languages was hypothesised before (Schapper 2014:
7). While the relationship between the five Timor-Kisar languages seems quite
well understood, the internal subgrouping of the AP languages is still under dis-
cussion. Figure 2.5 shows a tree diagram of the TAP branch. Seven TAP languages,
two TK languages and five AP languages, have been included in the sample.

The North Halmaheran language family is supported by lexicostatistic evi-
dence and appears now generally accepted (e.g. Voorhoeve 1994; Reesink 2005).
The languages are located on the northern part of Halmahera, including Morotai
and the small volcano islands just off the western shore. NH consists of three
related language groups, Northeast Halmaheran, Sahu, and Ternate-Tidore, as
well as the family level isolate West Makian (Voorhoeve 1994). While Voorhoeve
listed the Northeast Halmaheran group as a chain of closely related dialects, con-
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2.2 Genealogical lineage

Timor-Alor-Pantar

Alor-Pantar Timor
AP languages East Timor
Abui /\
Kaera Makasae-Makalero Fataluku-Oirata
Klon
Teiwa /\ /\
Western Pantar Makasae Fataluku Oirata

Figure 2.5: Tree diagram of the Timor-Alor-Pantar languages, as pro-
posed by Schapper (2014). Boxed languages belong to the sample of EI
languages used in this book.

temporary research supports the view that the different varieties are in fact dis-
tinct languages rather than dialects. One of the main arguments is that mutual
intelligibility is hard to put to the test in areas with extensive multilingualism
(see Holton 2003 on Tobelo; a similar argument is made by Schapper on the TAP
languages, see Schapper 2014: 3). Therefore, the rate of real intelligibility would
actually be lower if there were no cultural practice of multilingualism. Figure 2.6
depicts the internal relationship of the NH languages, including the varieties of
Northeast Halmaheran. Two languages from this language family, Tobelo and
Tidore, have been included in the EI sample.

The third Papuan grouping (Bird’s Head languages of Western Papua) shows
a more complicated internal pattern, and the different groups have hitherto re-
sisted the reconstruction of a common ancestor. A fairly traditional approach to
the genealogical relationship in the area was the postulation of two main taxa:
first, the West Papuan languages, including the Bird’s Head languages without
the South Bird’s Head (SBH) family, and second, the Trans New Guinea phylum,
represented in Western Papua by the SBH languages and the West Bomberai
subgroup. This dichotomy, however, has recently been called into question as re-
search on the Bird’s Head languages has advanced (Dol 2007), and more cautious
approaches now distinguish a range of smaller sized families (Reesink 2005).

The relationship within some of these subgroups is well established by now.
There is evidence that the Papuan languages along the Head’s western shore
form a coherent group, comprising Moi, Tehit, Moraid and Seget (The West Bird’s
Head family (WBH)). Along the northern shore and further inland, we find a set
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North Halmaheran
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North Halmaheran Family level isolate
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Loloda
Modole
Pagu
Tabaru

Figure 2.6: Tree diagram of the North Halmaheran language family, fol-
lowing Voorhoeve (1994) and Holton (2003). Boxed languages belong
to the sample of EI languages used in this book.

of unrelated isolates, namely Abun, Mpur, and Maybrat. Finally, there is the East
Bird’s Head family, consisting of Meyah, Moskona and Sougb, and the Hatam-
Mansim group on the north-eastern part of the Bird’s Head. Following Klamer et
al. (2008), we can establish the list of genealogically related subgroups as shown
in Figure 2.7 of which seven languages are part of the EI sample.

Cenderawasih Bay
(1) Yawa (isolate)

Northern Bird’s Head, with three families and three isolates
2) East Bird’s Head family: Meyah; | Moskona |, | Sougb
3) West Bird’s Head family: Moi; Tehit; Moraid; Seget

(
(
(4) | Hatam | and (extinct) Mansim
(5) | Mpur
(
(

6) Maybrat|
7) | Abun

Southern Bird’s Head
(9) The Trans New Guinea family with two subgroups:

- South Bird’s Head, with

— West Bomberai: Tha, Baham

Figure 2.7: Papuan language families in the Bird’s Head area, follow-
ing Klamer et al. (2008). Boxed languages belong to the sample of EI
languages used in this book.
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Summing up the genealogical situation in EI, we find both Austronesian and
non-Austronesian language communities. While the Austronesian languages are
fairly well connected by a shared linguistic history, it has proven difficult to for-
mulate an uncontroversial genealogical reconstruction for the non-Austronesian
languages. The TAP languages provide a link to the vast TNG language family in
mainland Papua. The North Halmaheran languages as well as the bulk of Papuan
languages in the Bird’s Head, on the other hand, do not seem to be related to
TNG.

The boxed languages from all taxa presented in Figures 2.3-2.7 make up a total
of 32 languages, including 16 Austronesian languages and 16 Papuan languages,
and together constitute the data source of this study. In the next section, I will
put the languages into the context of a shared areal history of mutual contact,
resulting in the convergence of features, both Wallacean and Melanesian.

2.3 Typological features

In most situations where different linguistic communities live in close proximity
to one another, there is language contact through trade, inter-marriage, warfare,
and other kinds of interaction. Scenarios of contact constitute one of the major
forces that cause languages to change over time (Thomason 2001). Such contacts
not only lead to language change but over longer periods to language conver-
gence and the formation of linguistic areas, in which common structural features
diffuse into the different languages. The area that biogeographically forms Wal-
lacea is known for extended periods of language contact between different social
groups. Schapper (2015: 141f)) lists archaeological evidence for pre-Austronesian
contacts in Wallacea: pelagic fish hook finds from East Timor suggest the exis-
tence of a pre-Austronesian seafaring people in the area more than 5,000 years
before Austronesian arrival. Rock art motifs from Timor and Bomberai peninsula
show similar traits, which suggest prehistoric contact between different commu-
nities beginning before 20,000 BP. Obsidian finds from Timor dating back up to
13,000 BP point to ancient inter-island trading routes. Finally, the anthropogenic
introduction of Australasian marsupial species into the Wallacea area (for in-
stance the Northern common cuscus Phalanger orientalis) confirms human im-
pact across zoogeographical subregions (see also Heinsohn 2010).

Moving down to historical times, evidence from trade of natural resources in-
digenous to the Moluccas, such as clove, nutmeg and mace, suggests that there
were ancient trade routes in place as early as 2,000 years BP (Klamer et al. 2008).
The 15th century saw the advent of Islam in Ternate and Banda, and in the sub-
sequent centuries, the “Malayo-Muslim trading network” expanded throughout
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2 The Eastern Indonesian linguistic area

western Indonesia and well into the eastern parts (Klamer et al. 2008). One of the
most important driving forces for inter-cultural contact in the eastern area was
certainly the slave trade and raid routes that were established at the very latest
with the rise of the kingdoms of Ternate and Tidore from the 13th century on-
ward (Klamer et al. 2008). These routes extended well into the Bird’s Head area,
where the power and influence of the Sultans was exerted by dominant cultural
groups such as the Biak people in the Cenderawasih Bay area (van den Heuvel
2006: 2) or the Onin “middle men” along the Bird’s Head south coast that had the
title raja ‘king’ (de Vries 2004: 2). De Vries reports that these trading networks
into the Bird’s Head area stimulated situations of extensive language contact:

There were raja’s in the villages Rumbati, Patipi, Ati-Ati and Fatagar and
each raja had its own section of the Bird’s Head south coast where he had
some influence through representatives who settled near river mouths. The
raja of Patipi sent representatives to the Siganoi river mouth where they
engaged in slave trade with the Inanwatan people. To get slaves, the Inan-
watan raided the interior but also neighbouring coastal peoples like the
Yahadian. In exchange for the slaves, they received cloths, iron tools and
weapons and guns from the Patipi “middle men”. Although these raja’s of
Patipi never established a regular government in the Inanwatan area, the
Patipi colonists in Inanwatan married local women and Patipi words were
borrowed by the Inanwatan language.

The dominant position of these regional agents of the Sultanates had important
linguistic consequences all across the region, as their native languages gained the
prestige typical for ruling groups. Biak and Onin thus became local lingua francas
in their respective areas of dominance, as did Ternate and Tidore across the wider
Moluccan area, and Malay varieties throughout all of Eastern Indonesia. When
the first Europeans arrived in the area, they not only found the regional kingdoms
to dominate an entire trading economy but also a slave trade along the New
Guinean coasts, into the Moluccas, and the islands further south that had caused
much interethnic mixing. Consequently, many slaves from mainland Papua lived
among the populations on Tidore and Ternate. This situation must have led to
“the displacement of Austronesian speakers to non-Austronesian speaking areas,
and vice versa” (Klamer et al. 2008: 105f.).

All these historical facts suggest that Wallacea was indeed a place of prolonged
and intensive language contact, and, not unexpectedly, this is reflected in shared
linguistic features throughout the area. Several authors have discussed sets of
common features, and some of them recently suggested a Sprachbund scenario
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for the area. In the following sections, I will briefly introduce three approaches
that highlight the shared linguistic background: Himmelmann’s typological pro-
file of Austronesian preposed possessor languages (§2.3.1), Klamer, Reesink and
van Staden’s approach to East Nusantara as a linguistic area (§2.3.2), and Schap-
per’s proposal of linguistic Wallacea as a Sprachbund (§2.3.3). Further Papuan-
related features that are found across the Papuan language families in the Bird’s
Head area and beyond are discussed in Reesink (2005) (briefly reviewed in §2.3.4).

2.3.1 Preposed possessor languages

Working on the Austronesian languages of insular Southeast Asia, Himmelmann
proposed a typological subdivision of the western Austronesian languages' (ex-
cluding the Oceanic branch) into symmetrical voice languages and preposed pos-
sessor languages (Himmelmann 2005c). He argues that symmetrical voice and
preposed possessors are mutually exclusive in most languages, and that each
of these features clusters with further typological features (Himmelmann 2005c:
113). Symmetrical voice languages are defined by the presence of two or more
voice patterns (similar but not equivalent to active vs. passive) none of which can
be considered the basic form. The most prototypical representatives of symmet-
rical voice languages are found within the group of the so-called Philippine-type
languages (for instance the well-researched Tagalog voice system; Schachter 1976,
Himmelmann 2005b, Riesberg 2014), which Himmelmann defines as having the
following additional characteristics:

« at least two formally and semantically different undergoer voices

« at least one non-local phrase marking clitic for nominal expressions (e.g.
Tagalog genitive ng)

« pronominal second position clitics

These features exclude other symmetrical voice languages like Malagasy, Cha-
morro as well as the Tomini-Tolitoli, Gorontalo-Mongondic, Sama-Bajau, and
South Mindanao languages that are spoken in Northern Sulawesi, the southern
Philippines, and environs (Himmelmann 2005c: 113). The five languages from Su-
lawesi are the only symmetrical voice languages included in the sample.

'The term Western Austronesian is a purely geographical expression and should not be confused
with the phylogenetic branch of Western Malayo-Polynesian. See Himmelmann (2005c) for
further explanation.
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Preposed possessor languages, on the other hand, are primarily defined as plac-
ing the possessor before the possessum in possessive constructions. This type of
language is predominantly found in the eastern parts of Indonesia and appears
most often to have either asymmetrical voice alternations or no voice alterna-
tions at all. For instance, in the Austronesian language Waima’a, spoken in East
Timor, the most common possessive construction shows a preposed possessor
order, as in hire buu (1PL.IN ancestor) ‘our ancestors’ or mata umo-n (dead house-
poss) ‘the deceased’s house’ (Bowden 2006: 31) .2 The dividing line between sym-
metrical voice languages and preposed possessor languages roughly cuts through
the western Lesser Sunda Islands and runs east of Sulawesi, dividing linguistic
Eastern Indonesia in two parts: a smaller western portion, consisting of Sulawesi
and the westernmost Lesser Sunda Islands Bali, Lombok, Sumbawa and possibly
Flores, and a greater eastern part comprising eastern Nusa Tenggara, Timor, the
Moluccas and the western tip of mainland Papua. Figure 2.8 shows the distribu-
tion of possessive constituent orders in selected languages throughout Indonesia,
illustrating the clustering of preposed-possessor languages (blue) in the east and
postposed-possessor languages (red) in the west. The map is adapted from WALS
(World Atlas of Language Structures; Dryer 2013) and thus does not display all
languages that are part of the EI sample.

What makes the distinction into symmetrical voice languages and preposed
possessor languages typologically useful is that these parameters are reported
to match with values of further parameters. Table 2.1 gives an overview of the
feature complex for both typological subgroups.

It is certainly not the case that all Austronesian languages in Eastern Indonesia
invariably show all preposed possessor features (person marking, for instance,
is absent in a group of isolating Austronesian languages spoken on Timor, see
Himmelmann 2005c: 175) but chances are high that they have at least some of
them.

2.3.2 East Nusantara as a linguistic area

The last section presented evidence that the Austronesian languages in Fastern
Indonesia converge on a number of typological features. Turning now to the
Papuan languages in the area, we observe that most of these features are shared
by them as well, and there have been claims that some of the features listed by

2There is also a less common postposed possessor construction in Waima’a where the possessor
is overtly marked by final nini. This construction, however, is functionally more specific as it
appears to focus the possessor, and permits the omission of the possessed entity (see Bowden
2006: 32).
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Table 2.1: Characteristic features of symmetrical voice and preposed
possessor languages according to Himmelmann (2005c¢: 175).

Symmetrical voice languages

Preposed possessor languages

Symmetrical voice alternations
Postposed possessor
No alienable/inalienable distinction

Few or no differences between narrative
and equational clauses

Person marking only sporadically
attested

Numerals/quantifiers precede head
Negators in pre-predicate position

V-initial or SVX

No or asymmetrical voice alternations
Preposed possessor
Alienable/inalienable distinction

Clear-cut differences between narrative
and equational clauses

Person marking prefixes or proclitics for
S/A arguments

Numerals/quantifiers follow head
Clause-final negators

V-second or -final

Himmelmann are in fact of Papuan origin. Klamer et al. (2008) argue for a lin-
guistic area in Eastern Indonesia which they call East Nusantara (Nusantara is a
Malay term meaning ‘the islands in-between’, from nusa ‘island’ and antara ‘be-
tween’; see Klamer et al. 2008: 99). According to their definition, East Nusantara
includes all islands along the Sunda-Banda chains, from Flores in the west and
Halmahera in the north, up to the Bird’s Head region of Indonesian Papua, and is
thus roughly consistent with my depiction of Eastern Indonesia, with one major
exception: Sulawesi is excluded from East Nusantara, although the authors note
that

[t]here is clear evidence that the inhabitants of East Nusantara travelled
to places outside the area, and there are genealogical relations between lan-
guages of this area and languages outside it. Especially parts of Sulawesi and
New Guinea, not included at present, may have to be incorporated later.

In their analysis of East Nusantara linguistic features, the authors argue that
the following Papuan features diffused into both Austronesian and non-Austro-
nesian languages (in Eastern Indonesia): alienability, order of possessor and pos-
sessum in adnominal possession, and clause-final negators. Evidence that tone
also spread from Papuan to Austronesian languages is considered weak.
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The distinction between alienable and inalienable possession is a lexically con-
ditioned effect that divides up the noun system of a language into two or more
subsets (for instance, in distinguishing between entities with external relation to
the possessor vis-a-vis internal relations such as kin, part-whole relations etc).
It is absent from most western Austronesian languages but occurs in Central-
Eastern Malayo Polynesian (CEMP) languages that are spoken in close vicinity
to Papuan speaking communitites in EI (Klamer et al. 2008: 116). The Papuan
languages in the area have this distinction. Thus, while historical-comparative
approaches have attempted to present the alienability distinction as a shared
innovation inside the CEMP subgroup (Blust 1993), typologists more recently ar-
gued for a Papuan feature that had made its way into the Austronesian languages
of EL

Possessive classification can be found as far west as Sulawesi. Tukang Besi,
for instance, shows different ways of construing (phrasal) possession, and these
construals are sensitive to lexical classes. Consider the following example from
Tukang Besi where the possessive determiner nu connects the possessed item to
a pOSsessor.

(1) Tukang Besi (Austronesian, WMP; Donohue 1999: 339)
te  kaderanu ama-su
CORE chair GEN father-1sG.ross

‘my father’s chair’

In Tukang Besi, there are two features of adnominal possession that give rise
to an alienable/inalienable interpretation. First, nu is preferentially left out when
it comes to “possession of a kin term, or the ‘possessive relation’ expressed be-
tween a person and their village, island or ethnic group” (Donohue 1999: 346).
Second, there is a distinct possessive construction that appears to mark inalien-
able possession overtly by use of the element mai. Mai has at least two different
meanings, depending on the status of the possessed noun. With close kin nouns,
the reading is that the item is inalienable from its possessor. The same reading
may be invoked with ordinary objects like houses or canoes. The only difference
is that in those cases a sense of plurality is associated with the objects. The core
system, however, seems to be sensitive to close family kin terms, so that we may
say that the set of nouns in Tukang Besi is subdivided into two types (although
the mai construction is, outside its core semantics with kinship terms, basically
a pragmatic device).

If possessive classification constitutes an areal feature marking language con-
tact and the presence of a linguistic area, this area exerts influence beyond the
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borders of East Nusantara sensu Klamer et al. (2008) and into parts of neighbour-
ing Sulawesi. In her discussion of linguistic Wallacea, Schapper notes that “[t]he
Melanesian feature with the widest reach beyond New Guinea is possessive clas-
sification” (Schapper 2015: 108), extending far into Melanesia and the Oceanic
languages. This eastern spread appears to be weakly mirrored by the western
spread of possessive classification systems in Sulawesi languages, beyond East
Nusantara proper. Almost all Papuan languages of Eastern Indonesia show the
alienability/inalienability distinction. This has led Klamer et al. (2008: 120) to the
conclusion that

[a]lthough it is not a universal feature in the Papuan languages, the distinc-
tion between alienable and inalienable possession is found in a number of
different Papuan families [...] and can be seen as a ‘Papuan trait’.

With regard to the Austronesian languages in the area, they report that the
languages east of Timor typically make the alienability/inalienability distinction,
while the Timor languages as well as the languages to the west show a more var-
ied pattern. Interestingly, they claim that, among others, Tukang Besi does not
mark alienability (Klamer et al. 2008: 120), while Schapper apparently does in-
clude Tukang Besi in the group of languages that show possessive classification
(judging from the map in Schapper 2009: 110). As we have seen above, the inter-
play between nu and mai encodes the concept of alienable/inalienable possession
at least in some contexts, so that Schapper’s classification appears justified.

The second feature claimed to be of Papuan origin is the order of possessor
and possessum. Klamer and colleagues show that both Papuan languages with
SOV constituent order as well as many Papuan SVO languages have preposed-
possessor order, at least with inalienable possession and a full NP possessor
(Klamer et al. 2008: 123f.). There are, however, hybrid patterns. In Maybrat, spo-
ken in central Bird’s Head, the order shifts to possessum-possessor in alienable
possession. Consider the following pair of examples. In (2b), the relating element
ro marks a possessum-possessor construction, while in (2a), inalienable posses-
sion shows preposed possessor order without any linking element.

(2) Maybrat (Papuan, isolate; Klamer et al. 2008: 119)

a. fnia  m-ao
woman 3u-foot

‘the woman’s foot’
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b. amah ro t-atia
house poss 1sc-father

‘my father’s house’

Another feature that seems to be Papuan in origin is clause-final negator place-
ment (post predicate negation in Klamer et al. 2008). Recall that this feature is used
by Himmelmann (2005c) as a correlate for his preposed possessor languages. Yet,
from a typological perspective, clause-final negation is more common with SOV
word order, and is therefore rather unexpected for Austronesian languages with
predominant VSO or SVO constituent orders (Klamer et al. 2008). It is, however,
well known from several groups of Papuan languages, such as the Trans-New-
Guinea languages, the South Bird’s Head languages like Inanwatan, as well as
the Papuan languages of Timor, Alor and Pantar (for instance from Western Pan-
tar, Kaera and Sawila), languages along the north coast (Sentani), some of the
Torricelli phylum languages, and East Papuan languages (Klamer et al. 2008).
Clause-final negator placement seems also to be present in some of the Papuan
languages of Halmahera (Tobelo has a predicate-final suffix -ua, Holton 2003; but
see Klamer et al. 2008: 131).

In Austronesian languages outside East Nusantara, the typical negation pat-
tern is pre-verbal/pre-predicate or clause-initial. In Eastern Indonesia, however,
we do find a number of Austronesian languages with clause-final negation, es-
pecially in the eastern parts. Wooi is an example, as well as Dusner, Biak, and
Windesi Wamesa (Gasser 2014), all of which show a related formative va (which
might be a reflex of a borrowed negator from a West Papuan language that has
diffused into the area, as Reesink (2002b) argues). Another example of clause-
final negation is the marker te in Taba, spoken in the Moluccas. These cases
notwithstanding, a sizeable amount of Austronesian languages from East Nu-
santara apparently withstood Papuan influence and still show pre-verbal/pre-
predicate negation. Some languages of Timor seem to have retained this pattern
(for instance Waima’a, see also Klamer et al. 2008: 132), and the same goes for
some languages further to the west, e.g. Kambera (but not Alorese), and the Su-
lawesi languages (for instance Muna and Tukang Besi). Eastern outliers of the
pre-verbal/pre-predicate pattern can also be found in the Moluccas, where, for
instance, Selaru has a pre-verbal negator lema (Coward 2005: 140). And Tetun
Fehan (Timor) shows a hybrid pattern involving two general negators la and
ha’i: the former occurs in pre-predicate position, and the latter in post-predicate
position (van Klinken 1999: 228).

According to Klamer et al. (2008), the alienable/inalienable distinction, the pre-
posed possessor order as well as clause-final negation are clearly Papuan traits
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that have percolated into neighbouring Austronesian languages in the East Nu-
santara linguistic area. Other features seem to have taken the opposite direction
and originated in Austronesian languages. These are (i) SVO constituent order,
and (ii) the inclusive/exlusive distinction. Both features have spread to some of
the Papuan languages of the area. All Austronesian languages in the East Nu-
santara area show SVO word order (Klamer et al. 2008: 113). Among the non-
Austronesian languages we find SOV order, a typical Papuan feature, in the Alor-
Pantar languages as well as in the Papuan languages of Timor. North Halmahera
and the Bird’s Head region seem to be more heterogeneous and feature both SVO
and SOV languages (SVO being more common in the Bird’s Head; exceptions are
the SBH languages, i.e., Inanwatan, as well as language isolate Yawa on Yapen
island). Among the NH languages, Sahu, Ternate-Tidore and West Makian have
been reported to have shifted from SOV to SVO, and the same appears to have
happened in Pagu (Klamer et al. 2008: 114). Closely related Tobelo, on the other
hand, still shows predominant SOV order, which, as Holton (2003: 55) reports,
“distinguishes Tobelo from most of its NH neighbors”. He goes on in noting that
VO constituent order is also available in Tobelo, as is the case in most of the
Papuan SOV languages.

The inclusive/exclusive opposition in first person plural pronouns and subject
indexers marks a contrast between ‘we, including you’ and ‘we, excluding you’.
Inclusive/exclusive is a widespread feature all across Austronesia, and almost all
languages have this contrast (Tryon 1995; Klamer et al. 2008). The Austronesian
languages in East Nusantara agree with this pattern. Even languages with consid-
erable exposure to Papuan neighbours and clear Papuan traits in their make-up
still retain the inclusive/exclusive opposition, for instance Alorese (Klamer 2011).
Exceptions to the rule are only found in Malay varieties such as the ones spoken
in the Northern Moluccas, the Alor-Pantar area (Klamer et al. 2008), as well as in
varieties of Papuan Malay on mainland Papua (Kluge 2014). With regard to the
Papuan languages in the area, Klamer et al. (2008: 115) note that

in East Nusantara, it appears that the inclusive/exclusive distinction for the
first person plural, a typically Austronesian feature, occurs just in those
Papuan languages that have had a long history of contact with surrounding
Austronesian languages.

This includes the East Bird’s Head family (EBH), Meyah and Sougb, as well as
the West Bird’s Head family (WBH), and the SBH family with Inanwatan, but
not Maybrat, Abun and Mpur. In the other Papuan taxa of East Nusantara, it is
even more widespread: almost all of the Timor-Alor-Pantar languages (TAP) and
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the Papuan languages of North Halmahera make the distinction with very few
exceptions (Klamer et al. 2008: 115).

2.3.3 Linguistic Wallacea

Another approach to defining a linguistic area in Eastern Indonesia has recently
been proposed by Schapper (2015). Analogous to biological Wallacea, she argues
for a linguistic Wallacea that comprises Nusa Tenggara including Timor, the
Moluccas, the Bird’s Head, and Cenderawasih Bay, but not Sulawesi. Schapper’s
linguistic Wallacea is thus roughly commensurate with Klamer and colleagues’
East Nusantara except that Schapper includes the lesser Sunda Islands up to Lom-
bok (conforming to the Wallace line here), while Klamer et al. (2008) exclude the
islands west of Flores. By taking into account the wider linguistic context east of
Wallacea, Schapper argues that some of the EI areal features actually belong to
a much larger zone of Melanesian influence. These include negator placement
(clause-final negation), noun-numeral (postposed numeral) and genitive-noun
(preposed possessor) orders, presence of possessive classification, complex nu-
merals below ten as well as absence of the velar nasal /r/. The first three fea-
tures have been mentioned above. Possessive classification includes all types
of possessive noun classes and is thus a broader phenomenon than the alien-
able/inalienable distinction which it includes. Possessive classification is further
defined by distinct possessive constructions for each class. It is common in most
Austronesian and Papuan languages of Eastern Indonesia and mainland Papua
(although many central highland languages and a number of north coast Papuan
languages do not have it) and spreads far into Oceania (Schapper 2015: 109).

The next feature, complex numerals below ten, refers to the compositional na-
ture of numerals between six and ten in many languages that are located close
to or on mainland Papua. Complex numerals may either be derived by adding up
component numbers (e.g. in Mambae (Austronesian, Timor), the term ‘eight’ is
lim nai telu [5+3]), by subtracting them (e.g. ‘eight’ in Pak (Austronesian, Ad-
miralty Islands) is arhuo [10-2]), or by multiplication (e.g. «ua mbhutu [2x4]
means ‘eight’ in Rongga (Austronesian, Flores); Schapper 2015: 113). The distri-
bution pattern of complex numerals stretches from Flores and Sulawesi in the
west throughout Eastern Indonesia, continues along the Papuan north coast up
into the Bismarck Archipelago, and reaches Vanuatu and New Caledonia in the
east (Schapper 2015: 112—4). For Sulawesi, Schapper reports that some South Su-
lawesi languages show subtractive complex numerals ‘eight’ and ‘nine’, while
Makasarese has additive ‘seven’ (Schapper 2015: 113f.). The Sulawesi complex nu-
merals are listed as outliers, but may as well be taken to confirm a connection
between the core area of Eastern Indonesia and Sulawesi.
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The last feature of the Melanesian linguistic area is the absence of the phoneme
/1/, highly frequent in the vast majority of Austronesian languages, and fairly
frequent also in the Papuan languages (roughly one half in Schapper’s sample;
Schapper 2015: 116). The area of absence comprises Timor, Wetar and the islands
to the east, South and Central Maluku, and from there spreads to mainland Papua.
The Bird’s Head area appears to predominantly follow the pattern, although n
is sometimes found as a nasal allophone. In Wooi, word-final nasals turn into
1, for instance ang ‘eat’, which retains the alveolar nasal when suffixed with a
resumptive object marker (y-an-i ‘T-eat-it’)>.

In order to distinguish the Wallacean linguistic area from the wider “linguis-
tic Melanesia”, Schapper proposes four alternative features that are found across
the different language families in the area (and, indeed, even cross the “Papuan-
Papuan divide” (Schapper 2015: 124), i.e., occurring in more than one Papuan fam-
ily in EI). These features are: (i) semantic alignment of verbal person markers, (ii)
neuter gender, (iii) reflexes of #muku ‘banana’, and (iv) synchronic metathesis.

Semantic alignment of verbal person markers pertains to systems where ar-
guments are marked differently, depending on their semantic features such as
agentivity. Agentivity may result in split-S systems where the sole argument of
unergative verbs receives a different encoding from the sole argument of unac-
cusative verbs, for instance in Kamang (Papuan, Timor-Alor-Pantar group, Alor)
or in Taba. Other factors include, among others, effectedness, control (volition),
or aspectual (Schapper 2015: 125). Semantic alignment of verbal person markers
is reported to occur all across linguistic Wallacea, especially in the Alor-Pantar
area, on the Aru islands, in Central Maluku and Halmahera, and in some lan-
guages around Cenderawasih Bay. Yet, it is also found beyond the confines of
linguistic Wallacea. Mori (Eastern Sulawesi) also shows a split-S system (Barsel
1994), differentiating between given subject referents (marked by a pronominal
affix on the verb) and new subject referents (marked by a full NP or an inde-
pendent pronoun). This again hints at a link between linguistic Wallacea and
Sulawesi.

Neuter gender pertains to a division of the nominal word class along the an-
imacy hierarchy. The label neuter in these systems covers the lower portion of
the hierarchy such as the nonmale class (e.g. in Maybrat), nonhuman (e.g. in
Tobelo), or inanimate (found for instance in Ujir; Schapper 2015: 128). Neuter

3The original nasal is still visible in Dusner and Biak which have an ‘eat’ (Ross et al. 2008 give
Proto-Oceanic *kani and Proto-Malayo Polynesian *kaen as reconstructed forms).

41 follow Schapper’s notation here with the number sign # marking the form as a generalisation
from a set of etyma from partially unrelated languages.
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gender is predominantly encoded in verbal cross-referencing morphology via
prefixes or suffixes. In some Alor-Pantar languages, neuter gender marking also
occurs on other parts of speech, for example on demonstratives in Bunagq. Yet
another form of neuter gender marking appears to be at work in Wooi where
nonhuman subject referents do not trigger subject agreement on the verb. Con-
sider the following example where subject marking is absent from the main verb
mahoy (expected *he-mahoy ‘3pL-sit’ is not licit).

(3) Wooi (Austronesian; HIVIAY_exp)
payna, hniviay vaw  vo, mahoy mahni
SO star ~ DET:PL FOC sit fit

‘So the stars have the same position. (lit. are seated alike)’

Neuter gender systems constitute a highly marked feature of Wallacea and are
almost completely absent from all other Austronesian and Papuan languages. Ex-
ceptions are only found in the Formosan languages in Taiwan, as well as in some
outliers: Palauan (Austronesian, Micronesia) and Tolaki (Sulawesi) both show
human-nonhuman distinction, and Kanum (Papuan, Southern New Guinea) has
female-nonfemale gender. Tolaki is another case where Sulawesi languages share
Wallacean or Melanesian features.

Among the words for ‘banana’, the form #muku and its variants have “a strik-
ing skewing towards Wallacea” (Schapper 2015: 132). It occurs in some Papuan
languages along the western Bird’s Head and Bomberai Bay, in Austronesian lan-
guages of the Southern Moluccas (with a considerable share on the Aru islands),
and finally in the Timor-Alor-Pantar languages as well as in Austronesian lan-
guages of the same area as far west as Flores and Sumba. Reflexes of #muku are,
however, completely absent from Halmahera and the Cenderawasih Bay area.

The last feature, synchronic metathesis, is another unusual typological feature
that is present in a range of Austronesian languages in the Wallacea area, most
of them on Timor, Wetar and adjacent islands to the east. Papuan languages
that show synchronic metathesis seem rare and also confined to Timor and the
Alor-Pantar area. Synchronic metathesis involves a reversed linear ordering of
phonological segments either within a root or as a result of affix-root interac-
tion, for instance, the word for ‘smile’ in Helong (Austronesian, West Timor) is
realized as mali in final position, and mail in non-final position (Schapper 2015:
134ff.).
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2.3.4 West Papuan

Reesink (2005) is concerned with typological similarities between the different
Papuan language families in Eastern Indonesia (what he calls the West Papuan
languages, a geographical term similar to Himmelmann’s Western Austronesian),
and discusses features that are common to the Non-Austronesian languages of
the area as well as to some of the Austronesian languages. His features may thus
also qualify as evidence for a linguistic area. Most of them have been discussed
in the previous sections, so that I will only mention two further features here:
experiential constructions and a specific type of instrument constructions.

Experiential constructions show peculiar construals in many Papuan and some
Austronesian languages in the area. In Yawa, the East Bird’s Head languages and
in some North Halmahera languages, experiencer constructions occur with a 3SG
dummy subject and an object experiencer (of the general form ‘it hungers me’,
or ‘hunger does (strikes) me’, Reesink 2005: 191). Consider the following example
from Tobelo where the verb inflects with the objective paradigm, marking the
experiencer as the object.

(4) Tobelo (Papuan, NH; Holton 2003: 39)
i-hi-birahi
3-1-happy
‘T am happy.

Very similar constructions are also found in the neighbouring languages Pagu
and Galela. In other languages, experiential constructions show nominal con-
struals involving possessive affixes (for instance, in Meyah; Reesink 2005: 192)
or body part nouns. To illustrate this feature in Austronesian languages, Wooi
construes experiencer constructions involving emotion, affection or cognition
(‘like’, ‘love’, ‘hate’, ‘remember’) by using the word for stomach plus a direc-
tional or non-directional preposition. Windesi Wamesa does the same (Gasser
2014: 154). (5) is an example from Wooi.

(5) Wooi (Austronesian, SHWNG,; elicited data)
hane  ve ya
stomach PURP 1sG

‘He/she remembers me’

Reesink notes that Papuan-style experiential constructions are also present in
some Austronesian languages of the Central Moluccas and in Waropen (Cender-
awasih Bay). This seems to indicate that such experiential constructions may be
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another feature that helps establish evidence for a linguistic area in Eastern In-
donesia (though its geographical distribution does not seem to exceed the Bird’s
Head area any further than up to the Moluccas in the west).

Another peculiar feature of the Bird’s Head area is the use of instrument pre-
fixes. These prefixes occur in the East Bird’s Head languages, in Hatam, as well as
in some of the Austronesian languages spoken around Cenderawasih Bay. Instru-
ment prefixes increase the number of arguments in the clause by one, referring
to an argument of the previous clause and marking it as the instrument through
which the action is carried out. The underlying constraint is that the instrument
argument itself is not allowed to be overtly expressed in the same clause. Con-
sider (6) from Hatam, and (7) from Biak:

(6) Hatam (Papuan, Hatam-Mansim; Reesink 2005: 194)
di-ba  singau di-bi-digo nab
1sG-use knife 1sG-INs-cut.up pig

‘Tuse a knife to cut up the pig’

(7) Biak (Austronesian, SHWNG; van den Heuvel 2006: 418)
wai  ski-i-ne ko-(vwk-usr  kmam-sko
canoe 3TRL-EXs-this 1IN-INs-follow father-3TRL

“The few canoes we use to follow our parents and their relatives’

In all three Papuan languages from the Bird’s Head in which such a prefix is
attested (Hatam, Meyah, Sougb), it seems to have started as a full verb with the
meaning ‘use/take’ or ‘give’ (Reesink 2005: 194). This feature is not present in the
other Papuan families of Eastern Indonesia, but it is found, for instance, in Wooi
(which appears to share many Papuan features), as well as in Windesi Wamesa
(Gasser 2014: 188ff). Both Wooi and Wamesa show instrument constructions over
multiple clauses like the ones in (6) and (7), but the mentioned clausal restriction
(no overt NP expression of the instrument) is less rigid. It may also appear in
pre-predicate topic position within the same clause, as (8) from Wamesa shows:>

SGasser glosses the prefix -it- as applicative and not as instrument because it can also mark a
range of aspectual functions. It seems, however, that the term applicative is misleading here
as the prefix does not produce verb-argument configuration pairs that are typical for applica-
tive devices in other languages. Only those arguments may be targeted that in the particular
context of the utterance may be felicitously interpreted as (non-human) instruments. Also, in
the aspectual uses there seems to be no valency increase.
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(8) Windesi Wamesa (Austronesian, SHWNG; Gasser 2014: 190)
wona=ne-si y-it-awer pimuna=pa-i
dog=DET-PL 1SG-APPL-hunt pig=DET-SG

‘T use the dogs to hunt the pig.

Summing up the last sections, we have seen that there is ample evidence that
the languages in Eastern Indonesia have converged on a number of distinct fea-
tures from a range of grammatical levels (such as syntagmatic and paradigmatic
features, lexical items, and even a phonological feature). By mapping the distribu-
tion of these features across the area, as shown by Schapper’s Wallacean features
(Schapper 2015: 138f.), we can further conclude that the geographical centre of
the area, the maximal feature density, is found in Timor plus environs on the one
hand, and in the Bird’s Head area on the other. Some of the features seem more
Timorese, for example synchronic metathesis or the distribution of #muku, while
other features like Reesink’s experiential constructions and the instrument pre-
fix point to an origin somewhere in the West Papuan influence zone in the Bird’s
Head. Further research may show that these subareas in fact constitute two dif-
ferent nuclei of linguistic convergence. Further support for these core areas will
be presented in Chapter 7 at the end of this book. One of the findings is the iden-
tification of two “hotspots” of MVC formation in Eastern Indonesia, matching
the feature convergence zones in the TAP and the Bird’s Head area, respectively.
Moving away from these centres, the Moluccas, the lesser Sunda islands west of
Alor and Pantar, and even more so Sulawesi, form the western transition zone
where Eastern Indonesian features gradually diminish and Western Austrone-
sian features become more and more prevalent. Table 2.2 below summarises the
features as discussed in the previous sections.

The main purpose of this section was to make the reader aware of the shared
linguistic history through which the EI languages have converged on a number
of features. Although most of the features fade out as we move away from the
central zones of linguistic Wallacea, it seems helpful to also take the more pe-
ripheral areas into consideration. As I pointed out at several occasions, it is first
and foremost the Sulawesi languages that reflect features of linguistic Wallacea,
and should therefore not be excluded at this stage. Just like Wallace himself was
unsure about the biogeographical status of Sulawesi, it appears that no consen-
sus has yet been reached as to its linguistic status either. As some of the Sulawesi
languages quite clearly exhibit MVCs, a selection of five Sulawesi languages has
been included in the data sample.

The following section serves to introduce the languages analysed in this book
with a focus on their verbal system, as an understanding of this is required to
evaluate the findings presented in later chapters.
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Table 2.2: Overview of shared linguistic features in Eastern Indonesian
languages as discussed by the different authors.

Feature Himmelmann Klamer et al. Schapper 2015  Reesink
2005¢ 2008 2005

M wb

syntactic

negator placement
noun-numeral
noun-genitive
word order

Lol T o
o

grammatical

(sym) voice X

inclusive/exclusive X X
inalienability X X

possessive classification X
narrative/equational clause X

person marking device X

semantic alignment X
number-conditioned ablaut X
experiential constructions
instrument prefix X

o

lexical

complex numerals X

neuter gender X (%)
#muku
synchronic metathesis X
pronominal 1SG 2SG X

o

phonological

velar nasal X

Melanesian
bWallacean

55



2 The Eastern Indonesian linguistic area

2.4 Introduction to the languages

The languages of the sample are both strikingly heterogeneous and similar at the
same time, depending on which feature is assessed. They are quite different in
terms of genealogical affiliation, as we have seen, but also when it comes to gram-
matical features. For instance, while some of the Austronesian languages from
Sulawesi show (symmetrical) voice systems and employ grammatical formatives
on the verb to mark off actor and undergoer constructions, voice marking, and
voice in general, is largely absent from most parts of EI and does not figure in the
other languages of the sample. At the same time, languages that are not closely
related or not related at all, do show strikingly similar features (some of which
I have already introduced in §2.3 on linguistic areas). But there are also other
grammatical features that recur across EI. For instance, many Austronesian and
Papuan languages make use of person-marking systems on the verb, and they
even show similar restrictions on using these person markers. In Kambera (Aus-
tronesian) and in some AP languages (e.g. Abui, Western Pantar, Kaera), proper-
ties of the O argument suppress the use of the argument indexer® on the verb.
These include, for instance, inanimate, indefinite, or non-specific Os.

As the focus of this work is on verbs, their function and patterns of combina-
tion within the wider clausal and sentential context, the following introduction
to the languages will be restricted to properties that prove to be relevant in the
later course of the study. This will give us some idea about what verbs are (like)
in the languages of EI. Two properties are of particular importance: the patterns
of verbal inflection (collapsed into the notion of headedness in Chapter 4), and
predominant constituent order, as this will be shown to bear on some of the MVC
construals found across EL

2.4.1 Sulawesi

There are five languages from Sulawesi in the sample, covering two distinct areas
(see Figure 2.9 below). Tajio and Pendau belong to the Tomini-Tolitoli group that
is spoken in the province Sulawesi Tengah (Central Sulawesi).

®There is a considerable discussion in the literature on the status of person-marking on verbs.
Notions like “agreement” and “bound pronouns” seem not always applicable from a typological
perspective. The term argument indexing (or indexation) has been proposed as a more neutral
concept covering both speech-role forms (referencing speech act participants) and allophoric
forms (for non-speech role referents) (Haspelmath 2013). In what follows, I will adopt this
terminology and group the different person-marking systems in EI under the label argument
indexing (my use of crossreferencing is interchangeable with indexing).
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Figure 2.9: Distribution of languages from the Sulawesi subarea.

Typologically, both languages belong to Himmelmann’s symmetrical voice-
languages and display a range of Philippine-type features, the most prominent
one being a symmetrical voice system with two basic transitive constructions,
each marked by overt morphology. Both Pendau and Tajio differentiate between
an actor and an undergoer voice construction. In Pendau, the grammatical sub-
ject (or pivot’) is defined by position in the preverbal slot, as Quick shows (Quick
2007: 124). If the undergoer argument becomes the pivot in an undergoer voice
construction, the NP is moved into preverbal position in order to be marked as
pivot. Explicit verbal morphology on the verb specifies the pivot as being the
undergoer.

(9) Pendau (Austronesian, WMP; Quick 2007: 124)

a. siama’u nonuju siina’u
si=ama="u N-pong-tuju si=ina="u
Nm=father=1SG.GEN RLs-sF-send NM=mother=1sG.GEN
Pivot=A Non-pivot=P
‘MY FATHER sent my mother.

b. siama’u nituju niina’u
si=zama="u ni-tuju ni=ina="u
NMm=father=15G.GEN 1v.RLS-send NM.GEN=mother=1sG.GEN
Pivot=B Non-pivot=A
‘My mother sent MY FATHER’

7 As the NP sensitive to a given grammatical process is more cautiously called by most research
on subjects in Philippine-type systems.
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In (9a), the argument siama’u receives an actor interpretation whereas in (9b),
it is assigned the undergoer role by virtue of the undergoer voice formative on
the verb.® A further parameter in this construction pair is constituent order alter-
nation. For both the nong- and the ni-construction there is also a predicate-initial
order of constituents available: A nong-V O may be replaced by nong-V O A, and
O ni-V A can give way to an alternative order ni-V A O (Quick 2007: 366).

Another feature of Pendau (and Tajio) that is shown by the examples above is
that the verbs do not carry any person-marking morphology that would cross-
reference the arguments with the syntactic functions of the clause. The verb stem
does take a lot of formatives at times, basically stem-forming morphology and
valency-increasing applicatives and causatives, yet there is no direct link estab-
lished to the NPs in the clausal context other than by position in the clause (as
well as through subtle variation in the assigment of the nominal markers, note
for instance the switch from absolute case to genitive case in the actor argument
in (9b)). The Tajio voice system works in a quite similar way, and shows related
formatives noN-/moN- for actor voice realis/non-realis, and ni-/nu- for undergoer
voice realis/non-realis (see Mayani 2013 for further details).

Notably, serial verb constructions are mostly confined to cases where unin-
flectible directional verbs interact with voice-marked verbs. A first example for
illustration is given below in (10) from Tajio.

(10) Tajio (Austronesian, WMP; Mayani 2013: 289)
sia’u jiopo mai nendiis
sia’u jio=po mai ne-ndiis
1SG NEG=CONT go.to DYN.RLs-bath

‘T have not gone for a bath yet.

8Note that Quick argues for this system to be a pragmatic inverse system on a par with inverse
systems found, for instance, in some North American languages. Whatever the advantages
for such an analysis may be, the Pendau system is in essence one variant of a symmetrical
voice system. Both voice constructions are equally basic in terms of morphological marking
as well as in terms of frequency (the ni-construction was about 20% more frequent in Quick’s
analyses, Quick 2007: 580). The term inverse, however, implies that some system is flipped
from its normal state to a marked/unnormal one. As this is clearly not what proponents of
the symmetrical voice approach want to state about voice systems of this type, I will treat the
Pendau system as an “ordinary” symmetrical voice system.

“Here and in the remainder of the book, I will use the generalised role labels as introduced by
Dixon (1979) and recently summarised by Bickel (2011): S — sole argument of an intransitive
verb, A — most actor-like argument in a transitive verb, O — not most actor-like argument in
a transitive verb, T — most patient-like argument in a ditransitive construction, and G — most
goal-like or ground-like argument in a ditransitive construction (see Bickel 2011: 402ff.).
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Tolaki, Muna, and Tukang Besi form the second group of Sulawesi languages
in the sample. They are all spoken in the far south-east of Sulawesi. While the
Tolaki community is located on the tip of mainland Southeast Sulawesi, the Muna
and Tukang Besi speaking communities live on islands located off the mainland
(Muna and Buton are larger islands close to the coast, while the Tukang Besi
islands are smaller coral islands forming a chain out into the Banda sea).

In contrast to Pendau and Tajio, all three Southeastern Sulawesi languages
make use of argument indexing systems where pronominal affixes or clitics on
the verb crossreference NP arguments in the clause. In Tolaki, both subjects and
objects in transitive clauses are crossreferenced by two sets of clitics on the verb.
In intransitive clauses, the S argument may receive marking from either class,
rendering Tolaki subject crossreferencing a fluid-S system (Mead & Youngman
2008: 115). Example (11) below shows a transitive clause with a prononimal sub-
ject argument and a full NP object that is crossreferenced by the suffix on the
verb. Note that certain clause-initial monosyllabic function words may attract
the subject clitic, drawing it off the verb.

(11) Tolaki (Austronesian, WMP; Mead & Youngman 2008: 114)
a-no wohiki-’i ana-ndo
and-3sG.NOM wash-3sG.ABs child-1PL.IN.GEN

‘...and he washed our child’

Tukang Besi has developed a similar system of pronominal subject and object
indexing on the verb, yet showing an intricate interplay with case-marking arti-
cles of the (pro)nominal arguments in the clause. The basic unmarked transitive
construction involves both subject and object indexing on the verb. The O argu-
ment follows in postverbal position and is marked with the nominative article na,
the A argument comes last and is assigned the core article te (cp. example (12a)
below). If the pronominal object indexer on the verb is left out, however, the
case-marking system shows the reverse pattern: now the O argument receives
the core case marker te, while the A argument is coded as nominative by na (as in
(12b)). Donohue (1999: 53) analysed this system as some kind of Philippine-type
voice system, though he pointed out that the “normal transitive” construction is
the one with pronominal object indexing, accounting for about 70% of the forms
found in texts and being in fact the only choice for some verbs. Therefore, the
Tukang Besi voice system does not match the characteristics of the symmetrical
voice systems found elsewhere in Sulawesi. The pair of examples in (12) illustrates
the switch pattern.
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(12) Tukang Besi (Austronesian, WMP; Donohue 1999: 53)

a. no-kiki’i-ko (na iko’o)te  beka
3.RLS-bite-2SG.0B] NOM 2SG  CORE cat

“The cat bit you’

b. no-kiki’i te iko’ona beka
3.RLS-bite CORE 2sG NOM cat

“The cat bit you’

The Muna inflectional system is a bit different again. Subject indexing is ex-
pressed via three classes of subject prefixes, basically dividing the Muna verbs
into three classes: dynamic intransitive verbs mostly take class I prefixes, transi-
tive verbs take class II prefixes, and stative intransitives take class IIL, albeit with
exceptions. Object inflection, on the other hand, is not a crossreference system
but involves pronominals attached as suffixes to the verb. Examples (13a) and
(13b) illustrate a pair of transitive clauses. In the first clause, an NP object does
not trigger object inflection on the verb, while a pronominal object in the second
case does. A further interesting feature of class II prefixes is the so-called defi-
niteness shift that occurs with definite objects. If the object is definite, the class
IT prefix on the verb shifts to a class I prefix (in the example, the shift is from ne-
to no-).

(13) Muna (Austronesian, WMP; van den Berg 1989: 65)

a. ne-pepe-mo se-mie
3SG.RLS-hit-PRFV one-person
‘He hit somebody.

b. no-pepe-kanau-mo
35G.RLs-hit-me-PRFV
‘He hit me.

Other typical Sulawesi features that occur in all five languages include a bipar-
tite mood marking system on the verb, assigning realis or irrealis mood either
through variation of the nasal segment in verbal prefixes, or through changes in
the vowel quality of subject agreement prefixes. A further conspicuous feature of
most Sulawesi languages is the system of aspectual enclitics attached to the verb.
These clitics come in two shapes =nV/=mV and =pV, the former denoting per-
fective ‘already’-type semantics, the latter one denoting continuative ‘still’-type
semantics (example (13a) above illustrates the former aspectual in Muna). The
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placement of these aspectuals poses an interesting challenge to the delimitation
of multi-verb sequences as they are sometimes attracted to the first verb, and
sometimes to the last one, possibly reflecting underlying constructional differ-
ences. Table 2.3 sums up the main verbal features of the five Sulawesi languages.

Table 2.3: Overview of basic verbal features of the Sulawesi languages
in the data set. Constituent order lists only the basic pattern, pragmat-
ically induced alternative patterns are often also available.

language constituent order argument indexing other verbal inflection
Pendau SV, AVO - voice, mood
Tajio SV, AVO/VOA - voice, mood
Muna VS, AVO S/A crossref mood
Tolaki SV, AVO? S/A, O crossref -
Tukang Besi VS, VAO S/A, O crossref mood

2.4.2 Nusa Tenggara

Where the languages of Sulawesi put most informational load on the verbal head
of the clause, for instance by argument indexing formatives, stem-forming mor-
phology, voice and mood markers, the languages of Nusa Tenggara show only
limited verbal morphology. Moving from west to east, we can see that Kambera
still retains a rich person marking system on the verb, while the Papuan lan-
guages of Alor and Pantar only occasionally show verbal person marking, and
the Austronesian languages Alorese and Waima’a have lost all verbal morphol-
ogy and have developed towards highly isolating languages.

The Austronesian language Kambera is spoken on the island of Sumba, located
south of the Sunda-Banda island chain. Kambera is the westernmost language of
the Lesser Sunda islands that has been included in the sample (cf. Figure 2.10), and
presents some features that are more reminiscent of Western Austronesian lan-
guages than of the languages of Eastern Indonesia. The verb system features four
sets of pronominal clitics, each marking one of the “cases” nominative, genitive,
accusative, and dative. The crossreferencing system in Kambera is sensitive to
certain clitic sequences and to definiteness in NPs, both of which may influence
the clitic choice and combination on the verb. Example (14a) shows a canonical
transitive construction. Both NP arguments are optional as their properties are
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Figure 2.10: Distribution of languages from the Nusa Tenggara subarea.

coded by clitics on the verb. The next two examples in (14b) and (14c) illustrate
two situations which prohibit crossreferencing of all three arguments on the verb.
In (14b), the sequence of two third person objects causes the direct object clitic to
be omitted. In (14c), the direct object also fails to be crossreferenced on the verb
because it is indefinite.

(14) Kambera (Austronesian, CMP; Klamer 1998: 63f.)

a. (na tau  wutu) na-palu-ka (nyungga)
ART person be.fat 3sG.NoM-hit-1sG.acc I
“The big man hit me’
b. I Ama na-wua-njay [na heu na njaraj;.

ART father 35G.NOM-give-3PL.DAT ART one.CLF ART horse
‘Father gives them one horse’

c. (I Ama) na-kei-nja ri.
ART father 3sc.NOM-buy-3pPL.DAT vegetable

‘Father buys them vegetables’

A further conspicuous feature of Kambera is the presence of overtly marked
subordinating constructions: a verbal prefix explicitly marks controlled clauses
as well as nominalised/relativised subordinate clauses. Overt subordination strat-
egies such as these replace certain types of MULTI-VERB CONSTRUCTIONS, and set
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Kambera apart from all other languages in the data set.!° The following examples
illustrate the use of overtly marked subordination in Kambera. Example (15a)
shows a combination of a nominalised subordinate clause that is linked to the
direct object of the matrix clause via the relativiser pa-. In (15b), the subordinate
clause is marked as a controlled clause by a homophonous pa-, indicating that
the subject of the matrix clause controls the subject of the embedded clause.

(15) Kambera (Austronesian, CMP; Klamer 1998: 338)

a. ta-pakiri-nya; [na pa-tinu-nda]yy;
1SG.NOM-start-3SG.DAT ART REL-weave-1SG.DAT
‘We start (with) (it) our weaving.’

b. ta-pakiring [pa-tinu-nya na lau  haromu]
1sG.NOM-start CTR-weave—3SG.DAT ART sarong tomorrow

‘We start weaving/to weave the sarong tomorrow.

The other Nusa Tenggara languages of the sample are markedly different from
the Kambera type. Most of these languages are characterised by two tendencies.
First, there is a (massive) reduction in verbal morphology (including person-
marking clitics), leading to languages with little or no verbal formatives. And
second, if inflection on the verbs is retained, we often find irregular inflection
patterns.

If verbal inflection is present, the languages typically exhibit person-marking
prefixes or clitics. The Papuan languages show some variation with regard to the
number of person-marking paradigms. Schapper (2014) reports that West Alor
languages typically have three paradigms, east Alor languages two paradigms,
and Pantar languages only one paradigm. In terms of verb morphology, we may
group the remaining Nusa Tenggara languages in the sample into two classes.
First, languages that show regular argument indexing in some category, or retain
part of their indexing system although the system is not completely obligatory
and omission of person-markers is triggered by grammatical or lexical factors:

10 A putative further case where a language might be analysed as having non-finite morphology
is the -um- infix in Tolaki. However, the occurrence of -um- is dependent upon a range of
phonological, morphological, syntactic and pragmatic factors, rendering it an unstable indica-
tor for non-finiteness. The data are further complicated by the existence of a homophonous
-um- morpheme that appears to mark repetitive action in manner of motion verbs. See Mead
& Youngman (2008: 117) for further discussion.
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this applies to Abui, Teiwa, Klon, Bunaq, Western Pantar, and Kaera. And second,
languages that have either lost their verb morphology completely or still display
remnants of person-marking, but only under specific phonological or lexical con-
ditions. This pertains to Makalero, Tetun Fehan, Alorese, and Waima’a, with the
former two showing residual marking patterns, and the latter two being (almost)
completely isolating. All three Austronesian languages go in this second group.
For the Papuan TAP languages, Klamer & Schapper (2012) summarise the num-
ber of person-marking paradigms and the alignment system. Here, I only show
those languages that are in the sample.

Table 2.4: Overview of TAP prefix paradigms and alignment types
(taken from Klamer & Schapper 2012: 178), the Kaera data were added
from Klamer (2014a: 128).

island  language no. of prefix paradigms alignment
Pantar Western Pantar 1 split-S
Teiwa 1 accusative
Kaera 3(1) accusative
Alor Klon 3 split-S
Abui 5 split-S
Timor Bunaq 1 accusative
Makalero (1) (accusative)

Abui is the language with the most abundant verb morphology in the TAP
group. Abui has both person-marking prefixes and aspectual suffixes on the verb,
showing more formative load on the clausal head than is found in most of the
other TAP languages. As in other Papuan languages of the area, it is only under-
goer arguments that may be crossreferenced by bound pronouns on the verb. A
arguments are always expressed by free forms. A feature that seems quite com-
mon in the Nusa Tenggara area is that the person-marking systems found on
the verbs regularily interact with certain properties of the crossreferenced argu-
ment. We have already seen that in Kambera indefinite arguments fail to attract
a crossreferencing clitic on the verb. This is mirrored in Abui and other TAP lan-
guages by similar interaction mechanisms. In Abui, person-marking is found to
be sensitive to contrasts in specificity. For instance, the two object referents in
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(16a) and (16b) evoke different crossreferencing patterns. While the amount of
wood is non-specific in the first clause and thus no clitic appears on the verb, it
is given a specific reading in the second clause by means of the undergoer clitic."

(16) Abui (Papuan, TAP; Kratochvil 2007: 179)

a. maama bataa fak-d-a
father wood break-hold-DUr

‘Father splits wood.

b. maama bataa he-fak-d-a
father wood 3IL.Loc-break-hold-pUr

‘Father splits the wood. (the nearer defined quantity of wood)’

Two further characteristics of the Abui grammar become apparent in the ex-
ample pair above. First, there is a set of aspectual suffixes that attach to the verb.
These suffixes are not obligatory in the sense that every verb has to have one. Yet
if a verb takes one, there is a constraint concerning the stem allomorph of the
verb: Verbs in Abui show stem alternations. These alternations affect the coda
and express either completive (final boundary), continuative (no boundary) or
inceptive events (initial boundary). That is, aspectual encoding in Abui is at least
distributed across two different grammatical layers. Second, according to Kra-
tochvil’s analysis, Abui not only has a great wealth of serial-verb constructions
at the syntax level, but also another layer of verb combination, which he names
complex verb (formation). Just like fak ‘break’ and d ‘hold’ are argued to yield
fak-d “split’ in (16a), verbal roots are often presented in compounds and seem
to interact in non-trivial ways with verb combinations at the the syntactic layer.
This complexity in verb formation would be quite exceptional (reminiscent of
the Kalam verb system), and appears to be completely unparalleled in both AP
languages as well as in the other languages of Easten Indonesia. In fact, there
have been doubts that Abui verb roots can indeed be decomposed in such ways
(Antoinette Schapper, p.c.; comments from an anonymous reviewer). Therefore,
and in order to enhance readability, I will paraphrase all complex verb roots in
Abui by leaving the verb compound intact and glossing it the way the free trans-
lation suggests. In the above examples, for instance, the verb would read fakd-
and be glossed as ‘split’, just as indicated by the free translation.

U Class II clitics are referred to as “locatives” by Kratochvil, and comprise “prototypical locations,
including the benefactives and malefactives (human location), theme (location of the event),
and purpose (location in time)” (Kratochvil 2007: 188). Argument indexing in Abui thus in-
cludes a range of non-prototypical core arguments exceeding the number of argument roles
that are reported to be indexed in other TAP languages.
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Turning to the other languages in this group, we find that, for instance, West-
ern Pantar has a single set of argument indexing prefixes that are obligatory
with one (small) set of verbs, optional with another (the majority), and illicit
with still other verbs (basically stative intransitives, Holton 2014: 76). Depending
on the verb, the prefix may either denote an undergoer argument (O or G), or,
in some cases, two prefixes occur in sequence with the first one marking the A
argument and the second one the O argument, as in (17). NP arguments may op-
tionally stand in apposition to a person-marking prefix (cp. (18a)), but may also
be dropped. The person-marking system is sensitive to contrasts in animacy. If
the undergoer referent is inanimate, no co-referential pronoun may occur next
to the bound prefix on the verb (18b).

(17) Western Pantar (Papuan, TAP; Holton 2014: 77)
ke’e pi-ga-ussar
fish 1pL.IN-3sG-catch

‘We are catching fish’

(18) Western Pantar (Papuan, TAP; Holton 2014: 77)

a. nang bla  ga-niaka
1sG.ACT house 3sG-see

‘T saw the house’
b. *nang gaing ga-niaka
1SG.ACT 3SG.UG 3SG-see

Kaera, a neighbour to Western Pantar and Teiwa on Pantar island, has a similar
indexing system. Transitive verbs in Kaera fall into three classes which either
always take a person-marker to encode O, or optionally take a person-marker, or
never express O with a prefix but only with a free NP. This pattern looks quite
like the Western Pantar system in that it depends on the verb lexeme whether or
not a prefix is required. Interestingly, however, among the smallish class of five
verbs in Western Pantar that obligatorily trigger indexing are two verbs, -niaka
‘see’ and -kkang ‘hit’ (Holton 2014: 77), the equivalents of which in Kaera belong
just to the opposite class: lal- ‘see’ and kup- ‘hit (thing, person)’ refuse bound
O-constituents on the verb.

The suffix slot in Kaera may either be filled with a marker of clause-final po-
sition, or with one of three aspectual suffixes. The phonological shape of the
verb root determines whether or not the clause-final marker -o is attached. Ex-
ample (19) shows two clauses. In the first clause, the verb receives the clause-final
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marker due to its position at the end of the clause. In the second clause, the verb
is followed by an aspectual and therefore not marked with -o, but instead oc-
curs with one of the aspectual suffixes that are restricted to verbs in non-final
position.

(19) Kaera (Papuan, TAP; Klamer 2014a: 142)

a. gingtei gu patak-o
3pL tree that cut-FIN
‘“They cut that wood.

b. gingtei gu patak-i sei
3pL tree that cut-PRFV COMPL

“They have cut that wood.

Klon, Teiwa, and Bunaq basically all show variations of these patterns. Teiwa
indexes animate O arguments with prefixes on the verb, and has a reduced re-
ality status inflection consisting of just one morpheme, -Vn. It marks “whether
an event has been realized (‘realis status’) or not (‘irrealis status’)” (Klamer 2010:
245). The latter is zero marked in Teiwa. As the difference between a zero-marked
irrealis and a potential bare verb cannot be determined from the published data,
this feature causes serious problems in interpreting whether a given verb in a
MVC is in fact inflected (through zero-marking) or not. S encoding in intransitive
clauses is more straightforward in Teiwa than in other TAP languages: There is no
semantic alignment, and the subject of unaccusative clauses is formally marked
just the way subjects of unergative clauses are (Klamer 2010: 169). Klon, on the
other hand, does have a semantic alignment system showing the familiar sub-
categorisation into obligatory and optional O indexing verbs. Some intransitive
verbs always take an actor argument, some always take an undergoer argument,
and some verbs can take either. According to Baird, alignment choice in Klon is
effected by the parameters performance, effect, instigation, control, and affect-
edness (Baird 2008a: 52). Among the group of alternating intransitives, we find
for instance that g-emeq (3uc.I-not.want) means ‘she (inherently) doesn’t want’
while ga emeq (3sG.ACT not.want) translates as ‘she (decidedly) doesn’t want’.
Bunagq essentially shows the same argument indexing system as in Western Pan-
tar. Animate O arguments are indexed on the verb by a set of prefixes while
inanimate Os are not.

We can see from the range of different indexing systems in TAP languages,
as well as from their irregular patterns, that the general diachronic development

67



2 The Eastern Indonesian linguistic area

in these languages is directed towards a reduction of verbal morphology. Ver-
bal inflection, be it argument indexing morphology, aspect morphemes or other
formatives, can therefore not be regarded as obligatory anymore. As already indi-
cated for Teiwa, this has repercussions for MVC analysis inasmuch as inflection is
certainly not a constructional property. Its occurrence is in many cases too scant
for any analysis trying to determine which verb is the “main verb” in a given
construction. This trend to inflection reduction accords well with the second,
still more isolating group of languages in Nusa Tenggara.!? Here we can observe
a later stage: the indexing systems as well as all other morphology is already
on its way to being completely lost. Waima’a can be considered the isolating
endpoint of this morphological breakdown. Waima’a does not have an indexing
system on the verb, yet there is still verbal reduplication and a (partially produc-
tive) causative prefix ra-. Waima’a shows the basic Austronesian clausal syntax,
having SV/AVO word order (with other orders being also quite common) and
accusative alignment. Both S, A and O arguments are frequently elided if they
are retrievable from context (Bowden 2006). For instance, in a context where fire
making is already an established topic, the following utterance with elided O can
be regarded unmarked:

(20) Waima’a (Austronesian, CMP; Bowden 2006: 29)
mai buni aku loo
come look 1sG make

‘Come and see me make (fire).

Tetun Fehan and Alorese are quite similar to Waima’a. They also show Aus-
tronesian SV/AVO constituent order and accusative alignment. Their argument
indexing system, however, is still extant, being reduced to a class of phonologi-
cally defined verbs. In Alorese, only a handful of vowel-initial verbs still display
argument indexing of the A argument (not O, as in the TAP languages). Further-
more, the verb ‘eat’ in Alorese is irregular and shows suppletion between (g)Vng
and -aka (Klamer 2011: 61). In Tetun Fehan, an Austronesian language spoken
on Timor (Fehan is one of the western Timorese Tetun dialects), we find just
the reverse pattern: here, vowel-initial verbs do not index the subject anymore,

2Note that verbal morphology has been reconstructed for both Papuan TNG languages and
Malayo-Polynesian languages. Although readers that are less familiar with the area might
wonder whether absence of inflection in the Timor area could not be regarded as an ancient
feature, the diachronic context into which the languages have been placed rather suggests a
gradual erosion of inflection.
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while h-initial verbs still retain a paradigm covering singular persons and 3PL,"
and consonant-initial verbs still take the indexer k- for first person singular, but
no other markers. Subject indexing in Tetun Fehan is a regular process, NP ex-
pression is optional and ellipsis of both subjects and objects is as common as in
Waima’a. There is a further interesting difference between subject indexing on
h-initial verbs and consonant-initial verbs. It is only h-initial verbs that all take
subject marking in a verb series, while C-initial verbs in a series only inflect in
V1 position. Compare the following two examples from van Klinken (1999). In
the first verb string in (21) the verbs halai, hola and hikar all take the subject
indexer n- for third person. In (22), on the other hand, both verbs begin with a
consonant other than h which is why the second verb, nono, does not take the
person marker here.

(21) Tetun Fehan (Austronesian, CMP; van Klinken 1999: 174)
sia n-alai onan, n-alai n-ola n-ikar loro-sa’e-n ba
3PL 3-run IMM 3-run 3-take/via 3-back sun-ascend-GEN go

“They ran, ran away further to the east’

(22) Tetun Fehan (Austronesian, CMP; van Klinken 1999: 175)
ha’u k-ba nono wé a
1sG 1sG-go heat(liquid) water DEF

‘T went and boiled water...

The last language of the Nusa Tenggara group to be introduced here is Ma-
kalero, another one of the four Papuan languages spoken on Timor. Makalero
is largely isolating with very few morphological processes on the verb. The only
person marking device that still exists in Makalero is the formative k- that occurs
with a smallish set of vowel-initial verbs and encodes O arguments. Example (23)
illustrates the use of k-.

(23) Makalero (Papuan, TAP; Huber 2011: 253)
nana pere=ni muni  k-afu=ni mu’a-ia-la’a
snake big.sG=LNK return 3.UG-carry=LNK ground-under:RED-move

"...having become a large snake, he carried her under the earth’

Byan Klinken (1999: 173 footnote 5) notes that the missing subject markers for first and second
person plural in Tetun Fehan have to be considered a diachronic loss as the reconstructed sys-
tem of Proto Central Malayo-Polynesian has them, as well as neighbouring languages Dawan
and Rotinese.
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The distinction between bound pronominal k- and the free pronoun forms,
however, is blurred in Makalero as the pronouns may also occupy the pre-verbal
“complement” slot, apparently behaving like prefixes (at least this is suggested by
Huber’s transcription). Compare the following example where ani ‘1SG’ appears
to be prefixed to the verb uta ‘kill’.

(24) Makalero (Papuan, TAP; Huber 2011: 350)
ei=ni ani mei pa’uk-ini=si  ani-uta=si
25G=CONTR 1sG take bad-do:BD=LNK 1sG-kill=LNK

‘It was you who destroyed me and killed me’

A further exceptional feature of Makalero is a constraint on verbs against tak-
ing more than two arguments. Ditransitive configurations are resolved by mak-
ing use of the light verb mei (developed from mei ‘take’), as can be seen in exam-
ple (24). Because the second argument slot of the verb ini ‘do’ is already occupied
by the modifier pa’uk ‘bad’ (the pre-verbal complement slot triggers the use of a
bound verb form, glossed with BD) mei takes over the role of the object-licensing
verb, and the construction is literally speaking a trivalent ‘you do me bad’” with
‘bad’ acting as some kind of argument.

Summing up, we can see that the wealth of verbal morphology found in the
Sulawesi languages gives way to more reduced verb systems in the Nusa Teng-
gara area with a marked decline of person-marking systems from west to east,
culminating in highly isolating languages such as Waima’a on Timor. Both the
Papuan and Austronesian languages in the area largely retain their inherited fea-
tures in the clausal domain. For instance, while the Austronesian languages have
SV/AVO word order, the Papuan languages are verb-final languages. A further ge-
nealogical trend can be found in the person-marking systems. Papuan languages
tend to mark undergoer arguments, while Austronesian languages tend to index
the actor argument on the verb. Table 2.5 summarises the main verbal features
of the area.

2.4.3 Maluku

This language group forms a small sample, consisting of only five languages,
three of them Austronesian, and two Papuan. They are all spoken in the Moluc-
cas between the Lesser Sunda Islands and Timor in the southwest, and mainland
Papua with the Bird’s Head and Bomberai peninsula in the north and east. The
Maluku languages come in two typological groups that differ considerably from
each other. The southern group consists of Selaru and Buru, each spoken on one
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Table 2.5: Overview of basic verbal features of the Nusa Tenggara lan-
guages in the EI data set. Constituent order lists only the basic pat-
tern, pragmatically induced alternative patterns are often also possi-
ble. Brackets around person marking formulae indicate that the sys-
tem does not apply to all verbs in all contexts. Grouping of languages
is roughly according to the discussion in the prose.

language constituent order person marking other verbal inflection
Kambera SV, AVO (S/A,O[+def]) -
Abui SV, AOV (O[+spec]) aspect
Western Pantar SV, AOV (0,G,(A)) -
Kaera SV, AOV (0) aspect, final
Teiwa SV, AOV (O[+an)) “reality status”
Klon SV, AOV (So, 0) -
Bunaq SV, AOV (So, O[+an]) -
Waima’a SV, AVO - -
Alorese SV, AVO (A) -
Tetun Fehan SV, AVO (S/A) -
Makalero SV, AOV (0) -

of the many islands between Timor and mainland Papua. The northern group is
located on and off the island of Halmahera in the northern Moluccas (see Fig-
ure 2.11 below).

Selaru is an Austronesian CMP language with typical SV/AVO constituent or-
der, prepositions and subject indexing by prefixes on the verb. Subject indexing
is a regular process and each verb is marked by one of three inflectional classes.
The choice is triggered by the stem onset. As in many of the TAP languages, an-
imacy plays a role in Selaru. Inanimate subject referents are crossreferenced on
the verb with a special prefix that is neutral with regard to number agreement.
Consider example (25) below.

(25) Selaru (Austronesian, CMP; Coward 2005: 66)
Toto, mbwa ti  mal  masire ma kele ksyoyeta bakbakare
toto, mw-bati mw-al masy-Vre ma kele ky-soyeta  bakbak-Vre
boy, 2sG-go coNJ 2sG-get fish-PL  conj then iNAN-replace dry-pL

‘Boy, you go and get some fish in order to replace the dried ones.

While the animate subject is indexed on each of the first two verbs by the
second person singular prefix mw-, the fish from the second VP is reintroduced
as the subject of the following clause by use of the inanimate prefix ky-.
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.  *»'/

Figure 2.11: Geographical distribution of languages from the Maluku
subarea.

A striking feature of Selaru is that MVCs are infrequent and occur in rather
unexpected types. One reason for this is that Selaru employs two semantically
unspecific linkers, ti and ma, both of which appear to be grammaticalised from
motion verbs.!* These linkers appear in most contexts where in other languages
of the EI area we would find unmarked verb sequences. Example (25) from above
illustrates this nicely with the motion-action sequence mbwa ti mal. In virtually
all other languages such a sequence would be expressed by a plain MVC, yet
in Selaru one of the two markers overtly chains the two verbs together. Apart
from the low use of MVCs, Selaru is a rather typical representative of an Eastern
Indonesian language, showing for instance possessive classification with alien-

4The origin of ma seems clear from a vast range of surrounding Austronesian and Papuan lan-
guages many of which still show reflexes of a reconstructable motion verb *mai ‘come’ (Ross
et al. 2008 give PAn *maRi, “mai ‘come’, PCEMP *mai ‘come’ and POc *mai, *ma ‘come’/DIR
(towards speaker)’. The origin of ti is less clear. In Waima’a, there is a motion goal verb tii mean-
ing ‘arrive’ or ‘until’ in a temporal sense, and Tetun Fehan has ti’a meaning ‘already’ both of
which are reminiscent of Indonesian tiba ‘arrive’ but I have not come across any proposed
reconstruction. Selaru seems to use a verb stem -ait for ‘arrive’ (Coward 2005: 175).
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able and inalienable constructions (the former of which marks a further split into
edible and non-edible possessums) and object preposing (functionally similar to
passive alternations, although there is no real voice distinction in Selaru).

Buru is in some ways similar to Selaru, including the overall scarcity of MVCs,
although Grimes (1991) reports on a range of MVC types. In contrast to Selaru
and the other languages included in the Maluku subsample, Buru has lost all in-
flecting devices on the verb (while retaining a rather elaborate set of derivational
prefixes and suffixes). Buru is therefore, from a verb-morphological perspective,
more similar to Waima’a and Alorese than it is to Selaru.

The other three languages from the Maluku group are both spoken on Halma-
hera and surrounding islands. Taba (or East Makian) is another Austronesian
language, genealogically belonging to the South Halmahera-West New Guinea
branch and showing the by now familiar Austronesian word order pattern SV/
AVO. Bowden (2001: 144f) points out that while Taba meets most of the typolog-
ical expectations connected to word order-correlations in VO languages, it does
show some sign of deviation, most prominently from the preposed possessor or-
der that Himmelmann (2005c) argued to be a general trait of Eastern Indonesian
(Austronesian) languages (see §2.3.1). Actor arguments are expressed by cross-
referencing prefixes on the verb. As Taba has developed a split-S system, this
pertains to A and S4 arguments. Undergoer Sp arguments are not subject to ver-
bal indexing though pronominal Sp arguments are placed in postverbal position
instead of expected SV. In some MVCs, this split leads to interesting construc-
tions where the participant is marked twice, one time as the actor and one time
as the undergoer. Consider the example in (26).

(26) Taba (Austronesian, SHWNG; Bowden 2001: 300f.)
nwosal  maddodang i
n=wosal maddodang i
3sG=stand be.straight 3sc

‘He’s standing up straight’

The pronoun i, which is optional here, is postposed and thus denotes a Sp ar-
gument. It is coreferential with the S4 argument indexed on the first verb. This
construction is thus similar to reflexive and middle voice constructions (Bowden
2001: 301), and is mirrored in Taba by another peculiar construction. Verbs of
excretion in Taba not only show an indexed actor argument, but also a set of suf-
fixes that are otherwise completely absent from that language. Compare example
(27).
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(27) Taba (Austronesian, SHWNG; Bowden 2001: 196)
Buang nciwi
Buang n=sio-i
Buang 3sG=shit-3sc

‘Buang shat’

Just as in (26), we see that a single participant receives actor and undergoer
encoding at the same time. A similar, albeit distinct, construction is also found
in Tobelo, one of the Papuan languages that form the closely related Northeast
Halmaheran group.

Tobelo retains many Papuan features, including conservative SV/AOV word
order, postpositions, gender (male, female, non-human) and noun markers. Core-
arguments are indexed on the verb by two sets of prefixes (called subjective and
objective paradigm respectively, see Holton 2003: 38). The single argument of ac-
tive intransitives as well as the A argument of transitives are indexed by the sub-
jective paradigm occupying the initial prefix slot. The single argument of stative
intransitives and the O argument of transitives, on the other hand, are marked
in the second prefix slot by the objective paradigm. Example (28) illustrates a
minimal transitive construction in Tobelo (ellipsis being common for topical ar-
guments).

(28) Tobelo (Papuan, NH; Holton 2003: 39)
i-hi-goli
3-1-bite
‘It/they bit me.

Now, there is a further quirk in Tobelo’s active-stative system in that the sta-
tive intransitives appear to be encoded just like transitive predicates. While the
So argument is indexed by the objective paradigm in the second slot, the first slot
invariably shows neutral third person singular i-, effecting some kind of pseudo-
transitive construction. Compare the following example:

(29) Tobelo (Papuan, NH; Holton 2003: 38)
i-hi-pehaka
3-1-wet

‘T am wet’

The Taba excretion construction can be formally differentiated from Tobelo’s
stative intransitives by the fact that the former shows person and number agree-
ment in both markers, while the latter always has 3sG.NH for the actor. What is
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common to both systems is that the referent appears to lack full control of the
situation, which is apparently what is captured by the undergoer marking.

Tobelo has an array of further formatives appearing on the verb, such as ap-
plicative, distributive, intensifier morphology as well as a set of aspect suffixes de-
noting perfective, imperfective, repetitive, durative, and sequential events. These
aspect suffixes are not obligatory, and do not form a viewpoint aspect system
such as in Russian. They may occasionally also attach to host classes other than
verbs (for instance to nouns and numerals). This makes Tobelo aspect suffixes
category-independent (Holton 2003: 44), which casts doubt on the usefulness of
theses suffixes as indicators of finiteness in verbs.

Tidore, another Papuan language of Halmahera, is morphologically less elab-
orate than Tobelo. Tidore verbs may take a subject prefix' inflecting for person
and number (and partially for gender and animacy). Argument indexing, how-
ever, seems to be completely optional, without any apparent change as to well-
formedness or sociolectal situation. Based on a small exploratory analysis of 80
turntaking units from one conversation, van Staden (2000: 79) reports that only
about one third of all inflectible main verbs actually take an argument indexer. A
verb that stays uninflected may thus be uninflected for two reasons: it may either
be uninflected simply by pragmatic choice, or through grammatical restrictions.
For instance, in the example pair (30), the second verb tora remains uninflected
because of constructional constraints. The first verb, on the other hand, is free to
accept a person marker or to remain bare.

(30) Tidore (Papuan, NH; van Staden 2000: 81)

a. ngofa ngge peka tora
child 3nHUM.there fall go.downwards
“The child fell down’
b. ngofa ngge yo-peka tora
child 3nHUM.there 3nNHUM.ACT-fall go.downwards
“The child fell down.

Table 2.6 summarises some of the core features associated with the verb sys-
tems of the Maluku subgroup.

BIn van Staden’s grammar on Tidore, this prefix is called “actor prefix”. It appears, however,
that clear undergoer verbs such as ‘fall’ or ‘(be) drunk’ also accept the prefix (see for instance
example (30)). Two distinct person-marking paradigms that would convey differences in se-
mantic roles, as we find in Tobelo, are missing in Tidore. In the examples from Tidore I left
the AcT gloss in place though I do understand the prefix set as agreeing more generally to any
argument in subject function.
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Table 2.6: Overview of basic verbal features of the Maluku languages
in the EI data set. Constituent order lists only the basic pattern, prag-
matically induced alternative patterns are often also available. Brackets
indicate optional use of argument indexers.

language constituent order argument indexing other verbal inflection

Buru SV, AVO - -
Selaru SV, AVO S/A -
Taba SV, AVO SalA -
Tidore SV, AVO (S/A) -
Tobelo SV, AOV Sa/A, Sp/0O aspect?

2.4.4 Western Papua

The last subarea is comprised of the westernmost part of mainland New Guinea:
the Bird’s Head peninsula down to Bintuni Bay, as well as the islands of Cender-
awasih Bay to the east. The Bird’s Head is a geographically diverse peninsula,
ranging from the vast mangrove swamps in the Bintuni Bay area to the Tamrau
and Arfak Mountains towering up in the north and east. The region is home to a
couple of Papuan language families as well as to the West New Guina-subbranch
of the Austronesian SHWNG phylum. As with the Nusa Tenggara group, I in-
cluded 11 languages from this region in the dataset (cf. Figure 2.12).

\

Figure 2.12: Distribution of languages from the Western Papua subarea.
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I will discuss these languages in three groups. The first group includes the
Papuan family-level isolates Abun, Mpur and Maybrat, as well as the SBH lan-
guage Inanwatan. The languages of this group are all spoken in the north and
west of the Bird’s Head, Abun and Mpur along the northern coastline, Maybrat
further inland on the central plateau, at the foothills of the Tamrau mountain
range, and Inanwatan along the southwestern coast. The second group of lan-
guages is formed by members of the EBH family and the Hatam-Mansim family.
They are all located in the eastern part of the Bird’s Head. Third and last comes
the group of Austronesian languages, including Biak, Dusner, Mor, and Wooi,
which are all located in the Cenderawasih Bay area.

A few typological features apply to (almost) all of these languages (which is
why Reesink 2005 speaks of West Papuan languages in a geographical sense)
and can be discussed together. Constituent order in WP and the Austronesian
languages is almost invariably SV/AVO with only Inanwatan showing Papuan
AOQOV order (though direct objects may be placed postverbally, see Reesink 2005:
195; also de Vries 2004: 52f.). Almost all languages in the area have argument
indexing prefixes on the verb (except Abun; Dol 2007: 5). Gender is a persistent
feature only in the first group (except for Abun), and lacking in the EBH family,
in Hatam and in the Austronesian languages (Reesink 2005: 205). A further syn-
tactic hallmark is the placement of the negator which is clause-final, or at least
post-predicate (Reesink 2005: 199), tallying well with Himmelmann’s preposed
possessor type in Austronesian languages of the area. The high degree of mutual
influence between Papuan and Austronesian languages is also witnessed by strik-
ingly similar phonemic shapes of the negators, many of them corresponding to
a form #va/Pa or #te (see Reesink 2005: 199 for discussion).

The three family-isolate languages of the first group, Abun, Mpur, and May-
brat, do not have any established genealogical context and hence are sufficiently
different from each other in terms of lexical and grammatical properties.!® Inan-
watan, on the other hand, as a member of the SBH family, provides some evidence
for a distant relationship to the TNG language family.

Of all WP languages, Abun “seems to have undergone the highest degree of
morphological erosion, even to the extent that verbal affixation is totally absent”
(Reesink 2005: 205). Instead of verbal morphology, many grammatical features in
Abun are encoded by particles. As there is no argument indexing on the verb nor
any case marking, Abun grammatical relations are entirely defined by position,

16Maybrat has in fact been linked to the WBH family (of which no language could be included
in the present data set), with traces of cognate structures in pronouns, gender distinction, and
verbal prepositions (Reesink 2005: 187).
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i.e., the subject is always the NP that stands before the predicate (Berry & Berry
1999: 51). Objects may be fronted if topicalised, and they are also frequently sub-
ject of ellipsis. While SVCs do not constitute a distinct topic in Berry and Berry’s
grammar, they do note in passing that SVCs are not uncommon in Abun, and
that there is some variation between speakers as to the placement of pronouns
“to separate verbs” (Berry & Berry 1999: 51). Examples (31a) and (31b) serve to
illustrate the basic linguistic structure of Abun clauses, as well as interverbal
pronoun placement in SVCs. Note that both constructions involve a MOTION-TO-
ACTION sequence, yet the coding differs in both cases according to the presence
or absence of a subject pronoun marking the subject of V,. While the first case
looks like two juxtaposed clauses and thus arguably corresponds to the Kambera
control construction using pa-, or to the Selaru linker construction, the second
case is the expected unmarked construction that is typical for most of the other
languages of EL

(31) Abun (Papuan, isolate; Berry & Berry 1999: 52)
a. ji muji git su-git mo nu
1sG go 1sG eat NMLz-eat LocC house
‘T went and ate at home.

b. ye-suk-mise = ma nai gwat an mu ket
PERS-NMLZ-evil come capture carry 3sG go west

“The police came and caught him and took him westward.

Mpur, Maybrat and Inanwatan, on the other hand, function quite differently
and index S/A arguments, or S/A and O arguments (Inanwatan) on the verb.
Mpur has S/A-indexing prefixes but indexing is only obligatory with human sub-
jects. The 3SG indexer shows a split into masculine and feminine gender. The
Mpur pattern is paralleled in Maybrat with the difference that the non-masculine
gender is the unmarked gender associated with most nouns (i.e. those without
male sexus), and the indexing system appears to be obligatory with all kinds of
referents. Bisyllabic verb stems in Maybrat that have a C-initial second syllable
do not, however, take overt person prefixes but may be analysed as covertly in-
flecting for person (see Dol 2007: 52f. for discussion).

Inanwatan is morphologically more complex and has a linguistic profile that
is similar to that of the Marind languages from the south central coast of New
Guinea suggesting an old genealogical relationship (de Vries 2004: 16). De Vries
notes that the Marind languages have four characteristic features that are also
present in Inanwatan: (i) subject prefix followed by object prefix on the verb in
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a basic AOV clause; (ii) suppletive verb stems indicating plurality of the subject
(and sometimes of the object); (iii) gender systems with agreement phenomena
and with front vowels indicating masculine and back vowels indicating feminine
gender; and (iv) coordination of fully inflected verbs instead of clause chaining
with medial verbs, and no or marginal presence of serial verbs. The following
examples illustrate properties (i) and (iii), respectively.

(32) Inanwatan (Papuan, SBH; de Vries 2004: 15)

a. iwda-go suqére né-i-we-re
yesterday-CIRC sago 15G.SBJ-2PL.OBJ-give-PST
‘Yesterday I gave you sago.

b. né-opo-be-re né-ri-be-re né-re-be
1sG.sBJ-take.a.bath-prs-and 1sG.sBJ-eat-Prs-and 1SG.SBJ-sleep-PRs
‘I took a bath, ate and slept’

Example (32a) shows the order of indexers on a ditransitive verb with A and G
being indexed while the T argument is only expressed via an NP. Generally, O and
G indexing only happens when the object is either the speaker or the addressee,
otherwise only S/A is marked on the verb (de Vries 2004: 35). Inanwatan has
another two categories that cause inflection on the verb. First, there are three
tenses, past, present and future tense, each marked by a tense suffix. And second,
there is the habitual-durative suffix -rita (the only aspectual distinction marked
that way) replacing the tense suffixes in events that occur habitually, repeatedly
or prolonged (de Vries 2004: 38).

The second example in (32b) is an instance of Inanwatan clause coordination,
a feature that is only marginally (if at all) present in other WP and Austrone-
sian languages of the area. Event sequences of a similar sort may be found in
other languages as well, though without overt coordination morphology. There
are, however, other multi-verb sequences in Inanwatan that do not receive such
coordination marking.

The three languages of the second group, Hatam, Sougb and Moskona, are
structurally rather similar. They are all SV/AVO and they have subject prefixes
on the verb. Otherwise their verbal morphology is quite simple. Gender as a
nominal category is absent from Moskona, but there is a phonological distinction
into alienable and inalienable nouns in that members of the former group begin
with m-. Subject arguments are crossreferenced on the verb and may be omitted
if topical (Gravelle 2010: 269). Objects follow their verb and can be moved to a
pre-posed topic position, as is common throughout the area. Moskona also marks
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irrealis on the verb by using the prefix me-/m-. The irrealis marker comes after
the subject prefix and before a potential causative prefix. In negative polarity
clauses, the verb always takes me- (Gravelle 2010: 110).

Related Sougb also has the Moskona features except for some minor differ-
ences: alienable nouns do not show a fossilised m- prefix but instead inalienable
nouns appear to begin with a vowel (Reesink 2002a: 218). Verbs in Sougb are
also phonologically restricted and begin with a [-HIGH] vowel, either /e/, /o/ or
/a/. Sougb verbs may take subject indexing prefixes, the irrealis morpheme em-,
and the instrument marker a-. The combination of these prefixes differs in the
three verb classes with regard to vowel realisation in the stem and the prefixes
(Reesink 2002a). The instrument marker is a phenomenon that occurs in a range
of languages in the area (also Austronesian ones) and has repercussions for SVC
analysis. I repeat two examples of the use of the instrumental prefix from Reesink
(2002a) below:

(33) Sougb (Papuan, EBH; Reesink 2002a: 205)

a. dand-eic  kepta d-a-(e)hi  sogo
I  1sG-take machete 1sG-INs-fell tree
T cut the tree with a machete’

b. dand-et  roti d-a-(e)k kopi
I  1sG-eat bread 1sG-1Ns-drink coffee

‘T eat bread and drink coffee’

In the first example, a sequence of two verbs, eic ‘take’ and ehi ‘fell’ is con-
nected by the use of the instrument prefix reanalysing the O argument of the
first verb as the instrument of the second. TAKE-action sequences are quite com-
mon throughout Eastern Indonesia, but the instrument prefix here adds specific
morphology to the construction disambiguating the verb string as a coherent
unit. This is in contrast to other languages, especially in the Nusa Tenggara sub-
area, where the verbs are merely juxtaposed without overt argument-flagging.
The second example in (33b) is different as the use of the instrument marker here
seems to follow from the fact that “a previous predicate has introduced an instru-
ment or an accompaniement” (Reesink 2002a: 205). One might wonder, however,
whether the reading ‘I eat bread and drink it by dipping it into the coffee’ would
not be preferred here.

Neighbouring Hatam also has an instrument prefix that appears on verbs in
verb sequences. In fact, there are two homophonous morphemes bi- that seem
to express quite related concepts though they clearly occupy different prever-
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bal slots. While instrumental bi- appears after the person prefix and before the
root, purposive bi- comes first in sequence right before the person prefix. The
following example illustrates both items in their morphological context.

(34) Hatam (Papuan, Hatam-Mansim; Reesink 1999: 103)
yoni i-ba micim i-bi-dat dani bigom bi-di-mai
they 3pL-take spear 3PL-INS-pierce]  almost PURP-1sG-die
“They almost killed me with their spear(s).

The first instance of bi- functions much the way Sougb a- does: the O argument
of a previous verb is flagged as the instrument of the bi-marked verb. Note that
the subject of both verbs remains co-referential. The second (purposive) bi- does
not effect the reanalysis of a previous argument. Rather, what it seems to do
is that the whole previous proposition becomes the reason or source for the bi-
marked action to take place. Another feature of purposive bi- is that a change in
subjects from V; to V; is possible. A further difference between the two markers
is that only with instrumental bi- which takes up a previous argument the subject
prefix marker on the verb may be dropped.

The last group to be discussed here is the Austronesian languages of Western
Papua. Dusner and Biak are closely related. Both languages have reduced initial
syllables in some roots leading to consonant clusters in the onset that are other-
wise rare in Austronesia (for instance Biak mnu ‘village’, cf. Wooi manu ‘house’).
Wooi and Mor are phonologically simpler and have Austronesian CV(N) sylla-
ble structure. All languages make use of person marking on the verb, indexing
subjects with prefixes and infixes. Infixes occur in 2sG and 3sG in Wooi, Dusner
and Biak (with consonant-inital verbs, otherwise as prefix) but not in Mor which
has only prefixes (zero-marked for 3sG on consonant-initial stems). Dusner and
Biak have two 3PL subject indexers. In Dusner, the split is between human and
non-human, while in Biak animate subjects are distinguished from inanimates.

All languages are straightforward SV/AVO and frequently prepose objects. In
Wooi, preposed objects need to be crossreferenced by bound resumptive object
forms distinguishing between indiviuated object referents and non-individuated
(plural) objects. In the following example, the hero Ayraroy (placed in preposed
topic position) is killed by his enemies (and is resumptively referred to by the
clitic =i).
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(35) Wooi (Austronesian, SHWNG; ethnic_war_1 081)
Ayraroy hemuni

A he-mung=i
A. 3pL-kill=3sG.0BJ
‘They killed Ayraroy’

Further features of the Austronesian group include clause-final negators, com-
plex determiner and directional systems, instrument prefixes (much like in the
EBH languages and in Hatam), as well as prepositions and clause linkers/topic
markers developed from verbs. Serialisation seems quite pervasive although there
is some variation between Wooi, showing many types of multi-verb strings, and
for instance Biak, where verb strings are mostly limited to CAUSE-RESULT se-
quences. Table 2.7 lists the crucial syntactic features.

Table 2.7: Overview of basic verbal features of the Western Papuan
languages in the data set. Constituent order lists only the basic pattern,
pragmatically induced alternative patterns are often also possible.

Language  Constituent order Person marking Other verbal inflection

Abun SV,AVO - -
Maybrat SV, AVO S/A -
Mpur SV, AVO S/A -
Inanwatan SV, AOV S/A, (O) tense, aspect
Moskona SV, AVO S/A irrealis
Sougb SV, AVO S/A irrealis, instrument
Hatam SV, AVO S/A instrument
Biak SV, AVO S/A instrument
Dusner SV, AVO S/A instrument
Wooi SV, AVO S/A instrument
Mor SV, AVO S/A -

2.5 Summary

Summarising the findings from this chapter, we have seen that most of the lan-
guages of EI, although genealogically and typologically quite varied, share some
basic features, such as argument indexing on the verb and clause-final negation.
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The Papuan languages appear to fall into at least two areal clusters (leaving aside
the North Halmahera languages): the TAP languages are verb-final languages
with reduced and irregular undergoer argument indexing on part of their verbs.
The West Papuan languages in the Bird’s Head area, on the other hand, have
converged on a couple of Austronesian features, such as adopting AVO word or-
der and the inclusive/exclusive opposition. The Austronesian languages are more
heterogeneous if we take into account the Sulawesi languages, the western out-
lier Kambera in the Nusa Tenggara group, or the highly isolating languages on
Timor, such as Waima’a. If we abstract away a little further we may imagine
the languages of EI along a west-to-east gradient as tending to lose verbal mor-
phology up to Timor and gaining or preserving verbal morphology yet further
to the east in the Northern Moluccas and Western Papua. While person marking
appears to be quite constant throughout, TAM marking is prevalent only in the
far west and the far east of the area, leaving Nusa Tenggara practically devoid of
these verbal categories.

This review has focused on verb morphology for two reasons. First, languages
differ as to which categories are marked on the verbs. Second, languages strongly
differ in the extent to which verb morphology is used. The challenge here is not
only the lack of overt morphology in isolating languages, but also that a set of
languages does not have reliable verb morphology, in the sense that in anno-
tating verbal inflection in MVCs one is not able to determine whether a given
verb is inflected, would potentially be inflected (if it had other lexical or phono-
logical properties), or is in fact uninflected. I will come back to the issue of verb
inflectability in Chapter 4, where I will have another look at unreliable inflection.

In the next chapter, I will turn to the literature on verb serialisation, and ex-
plore in more detail the ways in which these constructions may be conceived of
as coherent units. The chapter will then go on to explore the term MVC that is,
I will argue, more suitable for an analysis of the EI dataset than the serialisation
concept.
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3 Setting the scene

3.1 Introduction

This chapter provides an outline of the theoretical discussion on verb serialisa-
tion, picking up the thread from the introductory chapter where I roughly charac-
terised serial verbs as “underspecified” verb sequences. Reviewing the properties
that have been proposed to characterise these strings, I will in this chapter arrive
at a revised definition of what to count as such. The last decades have witnessed
a sharp increase in studies into verb serialisation, both from a descriptive point
of view as well as from theoretical and typological perspectives. The body of lit-
erature is so vast that it is beyond the scope of this chapter to fully review and
discuss it. I will rather concentrate on some of the most influential contributions
and single out the main arguments and features.

This chapter consists of four parts. The first part aims at giving a general
overview of the literature. It is here that basic concepts such as monoclausality or
argument sharing are introduced. As we proceed, we will see that there are both
criteria that are used to delimit serialising constructions from other construction
types, as well as criteria that are assumed to account for SVC-internal variation
(giving rise to much controversy as to which properties SVCs need to have, and
which might be optional or dependent upon areal convergence).

From the close examination of these different criteria I will then, in the next
part, turn to work that has been carried out either within the area of Eastern
Indonesia or in adjacent regions on related languages. Specifically, I will review
Bril’s work on SVCs in Oceanic languages (Bril & Ozanne-Rivierre 2004; Bril
2007), Pawley’s and Lane’s work on SVCs in Kalam (the most well-known serial-
isation system in a Papuan language; Pawley 1987; 2011; Lane 2008), and finally
have a closer look at the areal account of SVCs in East Nusantara by van Staden
& Reesink (2008). The purpose of this section is to review the different classifi-
catory systems in order to test whether they qualify for the study of multi-verb
strings in Eastern Indonesia. While I will, in this book, make use of the more neu-
tral term MULTI-VERB CONSTRUCTION (see §3.4.2 below), the literature survey will
help identify important parameters that may be applied cross-linguistically in or-
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der to shed light on covert, or at least inconspicuous, differences in the make-up
of MVCs across different languages.

In part three, I will introduce the concept of multi-verb construction as an
alternative to the serialisation idea. The use of the term multi-verb construction
is far less widespread than the SVC concept and its definition is not yet settled.
It is, I argue, therefore less laden with presumptions and theoretical restrictions,
and better suited to an explorative analysis of multi-verb patterns in EL

The final part of this chapter turns to more practical issues and presents an
overview of how I evaluated the data sources and which decisions I made con-
cerning the identification of verb sequences.

3.2 Properties of serial verb constructions

In descriptions of serial verbs it is common to start the discussion by giving some
justification that the structures in question are indeed serial verb constructions.
This is done so typically not by giving a language-specific definition but by listing
a set of crosslinguistically valid properties or characteristics. These key charac-
teristics are widely distributed across both descriptive and typological work, and
are sometimes assumed to be true without really putting them to the test.

3.2.1 Key characteristics

The “standard list” of properties includes at least the following items:
« SVCs are monoclausal
+ SVCs share at least one argument
« SVCs have the intonational properties of a single clause

+ SVCs are conceptualised as a single event

Some points that follow from this are obvious. First and foremost, although
verb serialisation is a phenomenon that apparently originates in syntax (a se-
ries of verbs crosscutting the traditional clause-linking strategies), most char-
acteristics are drawn from other linguistic areas, for example from prosody or
from research into cognition. Only the first characteristic, monoclausality, is di-
rectly connected to syntax. The problem with monoclausality is that definitions
of “clause” tend not to be universally applicable so that we end up in a situation
where we try to define SVCs by putative universal characteristics that in turn
depend upon language-specific features. Haspelmath (2016: 298) notes that
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3.2 Properties of serial verb constructions

[s]yntacticians often distinguish between monoclausal and biclausal con-
structions, and there is a voluminous literature on clause fusion, i.e. syn-
chronic or diachronic derivation of a monoclausal pattern from a biclausal
pattern (restructuring, clause union, coherent infinitives, etc.). However,
the criteria for determining clausehood are generally language-specific.

Other parameters are equally problematic. The prosody parameter is some-
times given as “homogeneous intonation contour” (whatever syntactic constit-
uent might be found underneath), and sometimes the argument also invokes
the clause concept (“monoclausal prosody”), assuming that there is a definable
prosodic unit that is always and invariably tied to the clause. While the former
phrasing presupposes a concept of intonational phrases (IPs) in that particular
language, the latter presupposes both a clearly defined IP, and a clause. Similar
problems arise with the “single event” notion.

Maybe it is for this reason that the standard list of defining characteristics
has been elaborated by many authors time and again, with the addition of fur-
ther properties from different linguistic layers. Table 3.1 presents a list of proper-
ties that have been proposed quite frequently, including the standard ones given
above. It is certainly not exhaustive but may suffice to delimit the field of the
more prominent SVC definitions.

As already indicated, there are basically two types of those. Parameters of the
first type can be assessed directly by applying some straightforward operation.
For instance, the parameter “no junctor” may be put to the test simply by try-
ing to add one. Or the independence of a verb may be tested just by putting it
into predicate function, i.e., creating a monoverbal predicate. The results of these
operations are not always straightforward but at least there is a test available.

The second type of parameter, on the other hand, relies upon further features
that need to be tested beforehand. This is exactly the monoclausality problem
from above. This type may be called a dependent parameter because it relies on
further information that often need to be gathered from the language in ques-
tion (i.e., there is no crosslinguistically valid procedure). Examples of this type
of parameter all have the test description “apply X defining operations” in Ta-
ble 3.1. It is these parameters that are most prone to circularity. For example, it is
tempting to argue that SVCs only consist of one predicate by resorting to quite
unrelated concepts such as clausehood or syntactic dependency, as the following
discussion in Aikhenvald (2006: 4) under the header “[s]erial verb construction
as a single predicate” illustrates:

An SVC functions on a par with monoverbal clauses in discourse... act to-
gether as a syntactic whole... [is] often translatable as single predicates into

87



3 Setting the scene

Table 3.1: Prominent key characteristics of SVCs and their occurrence
in selected publications. Citations in brackets mean that the feature is
not regarded as obligatory by the author. Note that the tests are in-
ferred from the literature, and not necessarily proposed or used that
way by the specific authors.

Parameter

Test

Literature

Lexical level

independent verb(s)

construe verbs as simplex
predicate

Bril & Ozanne-Rivierre (2004);
Aikhenvald (2006); Haspelmath
(2016)

Grammatical level

no junctor

monoclausality

no dependency

single subject/
external argument

shared
argument(s)

single predicate/
predication

shared operator
value

insert junctor

apply clause defining operations,
relativisation, apply negator

observe/apply verb morphology

insert different subject referents

insert different argument
referents

apply predicate defining
operations

apply different operators

Aikhenvald (2006); Muysken &
Veenstra (2006); Haspelmath
(2016)

Bril & Ozanne-Rivierre (2004);
Aikhenvald (2006); Haspelmath
(2016)

Durie (1997); Aikhenvald (2006)

Durie (1997); Muysken &
Veenstra (2006)

Durie (1997); Bril &
Ozanne-Rivierre (2004),
(Aikhenvald 2006)

Bril & Ozanne-Rivierre (2004);
Aikhenvald (2006)

Durie (1997); Bril &
Ozanne-Rivierre (2004);
Aikhenvald (2006); Muysken &
Veenstra (2006)

Prosodic level

single pitch
contour

no internal pauses

check IU defining properties

measure speech flow
(interruptions) between verbs

Durie (1997); Bril &
Ozanne-Rivierre (2004);
Aikhenvald (2006)

Bril & Ozanne-Rivierre (2004);
Muysken & Veenstra (2006)

Cognitive level

single event

apply event defining operations,
MEP

Durie (1997); Aikhenvald (2006)
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3.2 Properties of serial verb constructions

non-serializing languages... cannot take separate markers of syntactic de-
pendency.

Instead of directly assessing the predicate status Aikhenvald resorts to a range
of concomitant feature values such as lack of dependency markers or syntactic
unity. The problem of circularity in these arguments is long known. Givon, for in-
stance, has called the single clause/single event arguments “a problematic straw
man” (Givon 1991: 84). He continues by stating that

[o]n the structural side, ‘single clause’ is a notion that retains a high poten-
tial for circularity. One can easily define ‘clause’ as a construction with a
single verb at its core. On the cognitive side, ‘single event’ is just as sus-
ceptible to the very same circular definition, and linguists are notoriously
prone to letting grammatical structure define what is a ‘single event’.

Another circular argument in favour of the monoclausality parameter is also
quite common. The evidence that a SVC is monoclausal is often drawn from the
fact that it has a “monoclausal intonation contour”. This can of course easily be
flipped into the argument that SVCs have a coherent intonation contour just be-
cause they consist of a single clause. This way of cycling between the concepts
leads to a situation that is crosslinguistically hard, if at all, accessible. As Haspel-
math (2016: 299) points out:

[F]rom the current perspective, this is fatal: Comparative concepts must be
defined in such a way that the definition is equally applicable to all lan-
guages. Applying different diagnostics to pick out the same phenomenon
in different languages would make sense only on the view that a notion
such as “clause” is an innate category of universal grammar.

In the following sections, I will have a closer look at the different parameters
from Table 3.1 and discuss the arguments that have been raised in their favour.

3.2.1.1 Lexical properties

The most influential parameter on the verb level is the independent verbs param-
eter suggesting that each verb in a SVC should in principle be able to occur on
its own (behaving like a full-fledged independent verb). The first question that
arises here is whether verbs are in fact always independent in this sense. Or are
there also verbs that are not independent but may only occur in combination
with some other item (which then is probably another verb or something quite
related)? There are many examples of items that seem verb-like in one regard
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and yet cannot occur as an independent verb. For instance, auxiliaries or modal
verbs show verbal properties in many languages (for instance, they may inflect
or occupy the main verb slot in a clause). Another class of verb-like items is
the coverb class that pervades the grammar of many Australian languages. Here
it is their capacity to provide the argument frame that makes them look quite
verbal (although what takes the inflection is a generic verb). Basically because
coverbs do not inflect for verbal categories, Schultze-Berndt argues for Jamin-
jung that coverbs form a distinct lexical category (Schultze-Berndt 2000: 71). The
“real” verbs in Jaminjung, on the other hand, are a smallish class of about 30
members and possess quite generic meanings (although simplex predicates with
just one of these generic verbs constitute about 40% of verbal predicates in texts
Schultze-Berndt 2000: 118). The fact that many event concepts in languages such
as Jaminjung can only be expressed by combining a coverb and a generic verb
(“complex predicates”) still suggests that coverbs may qualify as verbs (though
certainly not as prototypical ones).

So, the answer to the question: ”Are there verbs that are not independent?” is,
frankly, yes. There are lexemes that show verb-like behaviour and yet do not ful-
fill all requirements of verbs in that particular language. Now, on which ground
may we qualify or disqualify them as possible hosts in SVCs? Authors that dis-
cuss the “independent verb” parameter seem to assume that multi-verb strings
with such verbs do not constitute SVCs because SVCs are viewed as ephemeral
combinations of free verbs occurring on the spot without any dependency rela-
tions. For instance, Haspelmath (2016: 303) gives the following definition:

Comparative concept ‘independent verb’:

for comparative purposes, an independent verb is a form that can express a
dynamic event without any special coding in predication function and that
can occur in a non-elliptical utterance without another verb.

Two things are crucial in Haspelmath’s definition. First, independent verbs
express dynamic events. This is remarkable because it is (to my knowledge) the
first attempt to disqualify SVCs with stative verbs altogether. Haspelmath (2016:
302) argues that

the only workable criterion for noun, verb and adjective as comparative con-
cepts is the use of an item in a particular information-packaging function
without special coding such as a copula. Thus, verbs are defined as dynamic
event expressions that do not have special coding when used in predication
function.
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The second crucial part in Haspelmath’s definition is the “non-elliptical utter-
ance”. Ellipsis is a well-known problem in SVC analysis because elliptical utter-
ances may be mistaken for full-fledged constructions. Consider for illustration
the stretch of Wooi narrative in (1).

(1) Wooi (Austronesian, SHWNG; traditional_land_Kirihiol_exp 27-29)

a. Rakuar hembepinda  rea
Rakuar he-ve-pinda  rea
Rakuar 3pL-vBLZ-move again

“The Rakuar people moved again,

b. hengkong hnia na riumpey
he-kong hnia na riung-pey
3pL-with 3PL LOC top-UPWARD
‘they (stayed) with them up there,

c. hena  kuyra na Hopi mariayng  vane
he-na  kikuyra na Hopi maria-ayng vane
3pL-stay together Loc Hopi river-bottom DET.NPRX

‘they stayed together at the estuary of Hopi river.

If we have a look at the second clause, we encounter a verb that is glossed like
a preposition (or a preposition that behaves like a verb). In fact kong in Wooi is
one of these in-between items that have been called prepositional verb in other
languages (for instance, by Dol (2007) in her grammar of Maybrat). Kong in Wooi
does not typically take a person indexer when it is used as a postverbal prepo-
sition in the sense ‘do sth. (together) with X’ where X denotes a person or a
group of people. However, in certain contexts it does inflect and sometimes it
occurs on its own, as in example (1b) above. What is interesting here is that our
native language specialist added a verb to his Indonesian translation (mereka
(tinggal) dengan mereka di atas), as if he felt the need to furnish the clause with
a “proper” verb (imitated in the English translation by adding the verb ‘stay’). In
such examples, one could arguably analyse the clause as consisting of an ellipti-
cal construction with underlying hena hengkong although this would still leave
the question why kong is marked with the person indexer here. Such data pose
serious problems for the question whether (i) a given item is a verb, and (ii) a
given item is in fact able to act independently. For the purpose of this study, I
excluded all those cases from the sample for which I could not gather evidence
that the verbal item in question may also be used as a simplex predicate. Though
not every verb has been put to the test, doubtful lexemes such as Wooi kong were
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searched for in other parts of the published data source, and consequently dis-
missed if no further data points could be found. An exception to this procedure
was made with lexemes that had modal or auxiliary verb semantics. These were
counted as “verboid” and assumed to be verbal (but not fully so, as their rather
abstract semantics would normally prevent a simple predication). The same goes
for verb-like items that by virtue of grammatical restrictions are to co-occur with
other verbs (as, for instance, the group of post-verbal modifier verbs in Wooi; see
§3.5.1 for a brief discussion).

Modal verbs and their kin are indeed crucial to the discussion of independent
verbhood. For instance, by defining verb as given above Haspelmath (2016) tries
to exclude examples like English will go where the bare auxiliary occurs for in-
stance in elliptical answer formulae such as Yes, I will. Other verblike elements
that would be excluded on these grounds are, for instance, role-marking verbs in
some languages (for instance ‘accompany/with’ or ‘benefit/for’).

Another problem with lexical approaches is polysemy between verbs that oc-
cur both on their own and in SVCs. Enfield (2009) compared such verb pairs from
the descriptive chapters in Dixon and Aikhenvald’s edited volume on SVCs and
found that the authors handle polysemous verbs quite differently. While some
are rather liberal and allow verbs to be semantically related, other authors ex-
clude “mere relatedness between an item in the two contexts” (Enfield 2009: 448).
He concludes that “[o]pinions will differ as to whether two lexical entries with
different but related meanings should be considered ‘the same verb’”

Summarising the points, the notion independent verb seeks to exclude certain
classes of elements that exhibit verbal properties. In a certain way, this is prob-
lematic since verb serialisation as a concept makes use of the notion verb, and
verbs are often not explicitly defined as independent predicators. The question
“what is a verb in language x” may then yield a quite different answer from the
question “what is an independent verb in construction Y”. As Haspelmath (2016:
304) concedes, “[f]rom a language-specific point of view, it may of course still
be useful to include these cases [i.e., non-independent verbs, V. U.], e.g. because
they may take aspect marking” A further point that remains unclear is how to
deal with semantic alternation between verbal items in simplex predicates as
opposed to multi-verb predicates. A strict monosemy approach would demand
the exclusion of any verbal item that shows contextual deviation in its semantic
components.
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3.2.1.2 Grammatical properties

Under grammatical properties (in a rather loose sense) we can group seven iden-
tificational criteria of SVCs: (i) monoclausality, (ii) no dependency, (iii) single
subject/external argument, (iv) shared arguments, (v) single predicate/ predica-
tion, (vi) shared operator value, and (vii) no junctor.

MONOCLAUSALITY. I have already commented on the difficulties of this argu-
ment above. It hinges on how clauses are defined. As Lane (2008: 26) remarks, to
make such an argument presupposes that “the clause” exists both as a single no-
tion on which all linguists can agree, and as a linguistic unit that is clear-cut and
identifiable across all languages. While typical clauses with one inflected verb
are uncontroversial, multi-verbal clauses may show different degrees of compact-
ness of construal. One candidate for clause identification is the classical head as
defined by finiteness morphology on the main verb (see also §4.3.1 on headed-
ness in the next chapter). As there are many examples of SVCs with two or more
inflected verbs in sequence, this approach would need to specify whether all in-
flected verbs are indeed heads or whether some cases rather involve inflection
copying or spread. If verbs are inflected, it is minimally V; that carries inflection
marks in most SVC languages. Cases with Vyy inflection seem to be much rarer
even in verb-final languages. This result is also found in the EI languages (see
§4.3.1).

A second diagnostic for clausehood is the scope behaviour of operators. Such
approaches have become especially popular within Role-and-Reference Gram-
mar’s (RRG) layered structure of the clause. The claim is that different operators
target different clausal layers (Foley & Van Valin Jr 1984). While aspect and di-
rectionals are connected to the nucleus, other operators such as tense target the
peripheral layer of the clause, i.e., are indicative of the outer boundaries of the
clause. Haspelmath (2016) argues in a similar way for a crosslinguistic clause
diagnosis, following Bohnemeyer et al. (2007), who observed the behaviour of
negators within clauses. Negation as an indicator for monoclausality can be used
in at least two different ways. First, one could argue that the scope of the nega-
tor has to stay the same. Different authors take different positions in this regard.
Examples like the following one from Alamblak (Papua) illustrate that in some
languages there are different possible interpretations available. The utterances
from (2b) to (2g) are all possible replies to the negated serial verb construction
in (2a), differing in the way the scope of the negator is understood.
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(2) Alamblak (Papuan, Sepik; Bruce 1988: 27)

a. ritm  fifinji tandhi-ak-ni-r-mé-t-m
insects NEG roast-get-go-IRR-REM.PST-3SG.F-3PL
‘She did not roast (and) get the insects (and) go’

b. nifrim  haynimétm
uncooked she:took:them
(negative on ‘roast’)

c. tandhihitatafihaté
having:roasted:(and):left:(them) she:went
(negative on ‘get’)

d. yohre tandhiyakitéhhasiwtm
still  she:is:roasting:(and):holding:them
(negative on ‘go’)

e. nifrim  hitatafihaté yimét
uncooked sa:having:left:(them) she:went
(negative on ‘roast’ and ‘get’)

f. tandhihaté ruhhasémét
sa:having:roasted:them she:was:remaining
(negative on ‘get’ and ‘go’)

g. yohre tandhitwétm
still ~ she:is:roasting:them

(negative on all three roots)

Aikhenvald (2006) proposed that “[t]here can only be one negator per SVC. It
can either have the whole construction as its scope [...] or part of the construc-
tion” Under this view, the Alamblak examples in (2a) to (2g) above would be fine.
Durie (1997: 293), on the other hand, seems to take another stance and defines
SVCs as having “shared tense, aspect, mood and polarity: this is often reflected
in a single morphological realization of these operators [...], or in obligatory con-
cord across the verbs [...]” SVC constructions in Paamese, he argues, lose their
SVC interpretation as soon as the scope of the negator is over the second verb
constituent alone.

A second way to operationalise negator behaviour is by looking at their con-
strual. This is what Haspelmath (2016) and Bohnemeyer et al. (2007) suggest:
within one clause, there should only be one negation pattern. That is, if the nega-
tor is placed with the second verb, the same construction should not be possible
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with the negator being placed with the first verb (Haspelmath 2016). The Alam-
blak case in (2a) to (2g) would under this view be a well-formed SVC as the
negator placement remains constant across all scope variations.

A final interesting piece of evidence for clausehood and clause boundaries
comes from the behaviour of reflexive binding. We know from generative re-
search into binding that reflexive pronouns may only be bound within its gov-
erning category, i.e., the clause. Reflexive pronouns could thus be a measure of
clause boundaries in SVCs. Consider example (3) from Saramaccan, a creole lan-
guage from Suriname.

(3) Saramaccan (Creole, English based; Muysken & Veenstra 2006: 299)
di mujee; da di pikin; di sopi wasi en-seei.;;
the woman give the child the soap wash 3sG-self
“The woman gave the child the soap to wash himself (*her) with it.

The child is the only argument that can control the reflexive pronoun enseei.
If the woman mujee is the theme of the washing, the independent pronoun en
would have to be used instead of enseei. The construction thus arguably consists
of two clauses. Arguments of this sort seem otherwise rare in the literature on
serialisation (but see Baker 1989: 514) and I have not come across evidence from
reflexive binding in EI languages.

In this book, I excluded the monoclausality criterion for both theoretical and
practical reasons (see discussion in §3.4.2 further below).

NO DEPENDENCY. This argument is somewhat less prominent than others but
is repeatedly given. Aikhenvald writes: “Unlike coordinate or subordinate struc-
tures, SVCs cannot, by definition, contain any marker of syntactic dependency”
(Aikhenvald 2006: 20). Which markers she has in mind remains, however, un-
said. Vague statements like this are also found in descriptive work. For instance,
Baird writes about SVCs in Klon: “We know that verbs within a serial complex
are not subordinate to one another, because of their other structural characteris-
tics” (Baird 2008b: 136). Durie (1997: 291) is more explicit on this, saying that “one
verb is not embedded within or as complement of the other”. Though Durie does
not refer to morphological formatives but to dependency relations as such, it be-
comes clear that it is instances of verbal complements that are felt to be different
from SVCs. Verbs then should not show non-finite or infinite morphology which
would indicate complementation or embedding.