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a b s t r a c t

This paper presents numerical computations of the flow generated by a horizontal plate immersed in a
regular wave field, and associated loads acting on the plate. This numerical work is the continuation of the
Poupardin et al. (2012) experimental study. This numerical study is original in the way that the vortical
aspects of the flow are not neglected. Therefore, a 2D Lagrangian Vortex method is used as a numerical
scheme. Thesemethods are particularly well suited for the computation of unsteady and highly rotational
flows in an open domain. The velocity field is decomposed into rotational and potential components, using
the Helmholtz decomposition. The rotational part of the velocity is calculated by the Biot–Savart equation
using vortex particles. The plate ismodelled by a distribution of normal dipoles and thewave field is taken
into account by means of a Stokes formulation, which completes the potential part of the velocity.

Firstly, the numerical code is validated by means of comparison with the experimental results of
Poupardin et al. (2012). In particular, the complex vortical activity and the mean flow velocity field are
well reproduced and physically analysed. Secondly, forces acting on the plate are analysed on awide range
of parameters by varying the plate immersions and lengths. In the end, a new scaling is found for the lift
forces acting on the plate based on themodified Stokes velocity (i.e. the bottom Stokes velocity for awater
depth equals to the plate immersion) and the square of the plate length.

© 2016 Elsevier Masson SAS. All rights reserved.
1. Introduction

The interaction of waves with a submerged plate is an impor-
tant topic widely treated in scientific literature. Such structures
were firstly considered for coastal protection properties. Indeed,
as they are suspended in the middle of the water column, they
have the advantage of preserving the marine environment conti-
nuity since they do not directly lie on the seabed. Furthermore, in
terms of design, flat plates are more economical and more partic-
ularly suited in deep water zones.

Thus, the reflective properties of horizontal submerged plates
were firstly studied using the linear potential flow theory [1–3].
Analytical models gave good estimates of the reflection and trans-
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mission coefficients but could not describe the non-linear compo-
nents of waves and the dynamics of vortices generated at the plate
edges. Thus, more sophisticated physical and numerical models
were necessary. Patarapanich and Cheong [4] showed experimen-
tally that submerged plates cause the reflection and the dissipation
of part of the wave energy. Brossard et al. [5] characterised the free
harmonics generation downstream of the plate.

As far as vortex dynamics is concerned, it cannot be neglected
when considering the flow around the plate. The importance of
vortex generation was first observed by Ting and Kim [6] around
a submerged rectangular step using physical modelling. Their
measurements, performed with a Laser Doppler Anemometer
(LDA) technique, showed the generation of clockwise and counter-
clockwise vortices periodically shed on both sides of a submerged
step. According to their study, these vortices are greatly involved
in the dissipation process of the waves. In a similar configuration
of submerged rectangular step, Chang et al. also observed vortices
for solitary [7] and cnoidal [8] incident waves. In their study,
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Fig. 1. Schematic representation of the wave flow around a submerged horizontal
flat plate in realistic configuration. Reproduction from Cherfils et al. [10] with the
kind authorisation of the authors. The wave field propagates from left to right,
vortices are generated at the plate’s edges andmay interact with the free-surface or
the seabed. The free surface is modified (wave transmission and wave reflection),
recirculation zones may appear as well as scour.

comparisons are made between numerical computations using
an unsteady RANS model and experimental measurements with
a Particle Image Velocimetry (PIV) technique. They showed that,
in the case of a solitary wave propagating over a completely
submerged rectangular obstacle, the energy dissipation reaches
15% of the incident wave energy. In fact, the generated vortices
cause an energy cascade of turbulence from large scales towards
smaller scales until the viscous dissipation scales. If the vortices
strength is still large enough when they reach the seabed, they can
generate scour and impact fauna and flora by increasing turbidity.
Such vortices may also impact the free surface as shown by Lin
et al. [9]who studied the interaction between a submerged vertical
plate and a solitary wave by means of PIV measurements. In
particular, they observed the appearance of a shear layer between
two fluids areas of both sides of the plate which leads to the
appearance of a pair of vortices impacting the free surface after a
few moments.

More recently, Poupardin et al. [11] experimentally charac-
terised the dynamics of vortices generated at the edges of a
submerged plate under a regular wave field. In the studied con-
figuration, vortex shedding is shown to be asymmetric (see the
schematic representation of Fig. 1). Upstream of the plate, posi-
tive and negative vortices are shed simultaneously and move up-
stream whereas at the downstream edge, both vortices are ad-
vected towards the bottom of the flume. Such vortices clearly in-
dicate the presence of lifting forces, which can affect the design of
submerged structures. These loadswere quantified experimentally
by Rey et al. [12] for a horizontal plate in deep water conditions.

However, few numerical studies were dedicated to vortex dy-
namics and the associated lifting forces on a horizontal plate
submitted to waves. In this configuration, Liu et al. [13] used a
numerical method, called Desingularized Boundary Integral Equa-
tion Method (DBIEM), able to take into account the non-linear free
surface evolution. Their numerical results were compared with
Brossard et al. [5] and also with their own experimental results.
However, they did not take into account the vortical aspects of
the flow. Numerical investigations associatedwith a similar exper-
iment were also carried out by Cherfils et al. [10] using an inviscid
weakly compressible SPH approach. The free-surface modification
(wave reflection) was well reproduced but the vortices generation
was not possible with this first numerical approach. Then using a
viscous weakly compressible SPH formulation, Cherfils [14] mod-
elled the free-surface evolution together with the vortices genera-
tion. No-slip boundary conditionswere enforced on the plate by an
Fig. 2. Schematic representation of the studied geometrical configuration.

innovative Immersed Boundary technique. Unfortunately, the ac-
cessible Reynolds numbers were too low to accurately reproduce
the vortices dynamics.

The numerical technique presented in this paper is based on
Vortex Particles Method performed in a 2D framework. The model
is based on the previous work performed by Boulier [15]. The 2D
wave field is obtained by a classical Stokes formulation. And the
Vortex Method enables to properly model the vortical structures
generated at the plate edges. This paper, as the continuation of the
work of Poupardin et al. [11], has two main objectives. The first
one is to validate the numerical model with their experimental
results. The second one is to complete their results by studying
the influence of the depth immersion and the plate length on the
dynamics and plate loads.

Section 2 presents the numerical scheme. Then, the validation
of the model is presented in Section 3 through a comparison of the
velocity fields with those obtained experimentally by Poupardin
et al. [11]. Forces on the plate are investigated in Section 4 for
different depth immersions and plate lengths. Finally conclusions
and perspectives are given in Section 5.

2. Description of the implemented numerical scheme

2.1. From continuous to discretised form of the velocity field

An horizontal flat plate of length L is immersed in a monochro-
matic wave train in a 2D configuration, as depicted in Fig. 2. In
this paper, bold symbols refer to vectors: for instance, u (x, t) =
ux (x, t) , uy (x, t)


is the velocity vector for any location in the

flow x = (x, y) at instant t . The vorticity field is defined as the
curl of the velocity field:

ω (x, t) ez = ∇ ∧ u (x, t) , (1)

which reduces to a scalar field ω (x, t) in 2D. In the following of
the paper, space and time dependences are omitted as a matter
of writing simplification: for instance, u will refer to u (x, t). The
fluid is considered as homogeneous and incompressible, which
simplifies the continuity equation (2). Taking the curl of the
Navier–Stokes equations, the pressure term vanishes. The viscous
part of the Navier–Stokes equations being first omitted (see Ap-
pendix B formore details on the diffusion scheme or Refs. [16–18]),
the momentum equation basically reduces to Eq. (3) for an incom-
pressible fluid in vorticity–velocity formulation (ω,u).

∇ · u = 0, (2)
Dω

Dt
= 0. (3)

These two equations are the starting point for the 2D Vortex
Method. Eq. (3) basically is the transport equation of vorticityω. D

Dt
is the material derivative and Dω

Dt stands for the transport term in
a Lagrangian frame. The Helmholtz decomposition of the velocity
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(Eq. (4)) indicates that any vector field can be decomposed as the
sum of a rotational component (∇ ∧ ψ) and a potential one (∇φ),
with respectively ψ a vector potential and φ a scalar potential:

u = ∇ ∧ ψ + ∇φ. (4)

The rotational component of the velocity comes from the vorticity
field ω, which was defined in Eq. (1), and will be denoted uω such
that uω

= (∇ ∧ ψ). The potential velocity component represents
both the monochromatic wave train owing to the swell us and
the influence of the flat plate immersed in the flow up, such that
us

+ up
= ∇φ. Owing to these definitions, the total velocity field

is the sum of the three following components:

u = us
+ up

+ uω. (5)

In the sequel, a detailed description of each term will be given.

2.2. Swell formulation

The swell is considered here as a potential velocity field based
on the Stokes formulation in a finite depth [19]. The wave velocity
field is then obtained by the following equations:

us
x (x, t) =

πA
T

cosh

2π

 y+h
λ


sinh


2π h

λ

 cos

2π


t
T

−
x
λ


us
y (x, t) = −

πA
T

sinh

2π

 y+h
λ


sinh


2π h

λ

 sin

2π


t
T

−
x
λ


,

(6)

where A stands for the wave height between peak and trough, T
the wave period, h the water depth at rest and λ the wavelength,
as described on Fig. 2.

2.3. Velocity field owing to the vortical particles

Introducing the Helmholtz decomposition (Eq. (4)) into the
previous definition of the vorticity field ω (x, t) (Eq. (1)) yields:

− △ψ = ω (7)

as ∇ ∧ ∇φ ≡ 0 by definition.
From the previous Poisson equation (7), the rotational compo-

nent of the velocity (uω
= ∇ ∧ ψ) is obtained by the Biot–Savart

relation, which reads in a 2D space S by the following integral:

uω (x, t) =


S

ω(x′, t)ez ∧ K0

x − x′


dS


x′


. (8)

K0 (x) is the first derivative of the 2D Green kernel, whose
formulation can be simply defined as following:

K0 (x) =
1
2π

x
x · x

. (9)

The space integral (Eq. (8)) will be discretised in order to have
a discrete approximation of the rotational component of the
velocity Uω [20–22]. The flow domain is discretised into a sum
of Nω vortex filaments of position Xj (j = 1,Nω). Each j-particle
corresponds to a ez-oriented filament, whose circulation is Γj ≈

Γ (Xj) ≈ ω(Xj)dS

Xj


located at Xj. From this point, each vortical

filament

Xj, Γj


is referred as free particles by opposition to the

attached particles or bound vortices of the following Section 2.4.
However, in order to avoid any collapse of the computation if
two particles are too close together during the computation,
a classical regularisation of the kernel K0 is performed with a
smoothing parameter ε [20–22]. The smoothed Kernel is obtained
by a convolution product with any spherical smoothing function.
Among the several smoothing functions existing in literature with
different orders of approximation [23], a 4th order polynomial
Fig. 3. Schematic representation of the plate discretisation.

function is chosen (see [22, page 27]). This leads to the following
regularised kernel Kε:

Kε =
(r4 + 3ε2r2 + 4ε4)x

2π(r2 + ε2)3
with r = |x| (10)

as in the previous numerical computations of Boulier et al. [15].
In addition, a global remeshing of the particles is regularly per-

formed [22] in order to maintain an homogeneous distribution of
the particles despite their Lagrangian motion. The particles field is
remeshed every 7 time steps. The 3rd-order M ′

4 function (see [22,
page 229]) was chosen as a fair compromise between numerical
complexity and accuracy. The characteristic length for the global
remeshing, which could be named inter-particle’s spacing dr is
chosen equal to the plate discretisation dℓp (see following Sec-
tion 2.4 for details).

Finally, the discrete formulation of Uω , at a given discrete
location in the flow X and for a given instantaneous time, is:

Uω (X) =


j=1,Nω

Γjez ∧ Kε


X − Xj


. (11)

2.4. Velocity field induced by the flat plate

The boundary condition on the flat plate is modelled by a
distribution of normal dipoles, similarly to the work presented by
Nitsche et al. [24,25]. This distribution of normal dipole enforces
a free-slip velocity condition onto the plate. Let us consider that
the flat plate is divided into Np elements as presented in Fig. 3,
the length of each element being constant and equal to dℓp.
The free-slip velocity condition is actually enforced at the centre
XC

i


i=1,Np

of each element. As presented in Bousquet [26] for a 2D
configuration, a normal dipole on a line element dℓp is equivalent
to two opposite sign vortices positioned at each end of the line
element. This finally leads to Np + 1 bound vortices


Γ B
i


i=1,Np+1.

The discretised velocity Up induced by these bound vortices is then
obtained (Eq. (12)) and is similar to Eq. (11) where the value of ε
is set to zero. This means that the bound vortices induced velocity
is not regularised, which is very common using such techniques
[24,25,27].

Up (X) =


i=1,Np+1

Γ B
i ez ∧ K0


X − XB

i


(12)

2.5. Determination of bound vortices distribution

Asmentioned in the previous sub-section,Np+1 bound vortices
enforces a free-slip velocity condition at the Np element centres
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XC

i


i=1,Np

. In the present configuration, this condition leads to the
Np following equations:

Up 
XC

k


· n


XC

k


= −


Us XC

k


+ Uω


XC

k


· n


XC

k


, k = 1,Np. (13)

The missing equation is finally obtained by imposing the Kelvin’s
theorem [28], which can be expressed here as:

Np+1
i=1

Γ B
i = −

Nω
j=1

Γj (14)

where Nω is the number of free particles in the flow. Finally, a
(Np + 1) × (Np + 1) geometrical matrix system ¯̄A is obtained,

¯̄A0 = SM (15)

where:

•
¯̄A is a geometrical linear matrix,

• 0 represents the (Np+1)-vector of unknown circulations of the
bound vortices,

• SM is a (Np + 1)-vector whose Np first components represent
the residual normal velocity component to compensate at
XC

i


i=1,Np

(Eq. (13)), and the last term represents the sum of
the Nω free particles circulation (Eq. (14)).

As the flat plate is fixedduring the computation, thematrix ¯̄A canbe
inverted once at the beginning of the computation and its inverse
¯̄A
−1

stored leading to CPU time savings. At each time step, the new
distribution of bound vortices is recomputed in order to enforce
both free-slip condition (Eq. (13)) and Kelvin’s theorem (Eq. (14)).
This is obtained by a simple matrix–vector multiplication.

2.6. Summary of the numerical scheme

The Lagrangian evolution of the kth-free particles for an incom-
pressible and inviscid fluid is modelled by:

DΓk

Dt
= 0 (16)

DXk

Dt
= U (Xk) (17)

with

U (Xk) = Us (Xk, t) + Up (Xk) + Uω (Xk) , (18)

Up (Xk) =


i=1,Np+1

Γ B
i ez ∧ K0 (Xk − Xi) , (19)

Uω (Xk) =


j=1,Nω

Γjez ∧ Kε


Xk − Xj


(20)

and Us (Xk, t) computed with Eq. (6). Eq. (16) interprets the
Kelvin’s theorem, which represents the conservation of circulation
over time for each particle. The particle circulation is not changed
as time evolves, only its position is advected due to Eq. (17). A 2nd-
order Runge–Kutta is chosen for time stepping scheme. Addition-
ally, in order tomodel the vorticity shed at the plate edges, particle
emission is performed at each time step using the Kutta condition.
Some details on the emission procedure are given in Appendix A
and the reader can refer to [29,24,25,30] for more details.

The number of involved particles in 2D is not as critical as in
3D computations [31], where acceleration algorithms were imple-
mented: the Treecode algorithm of Lindsay and Krasny [32]. How-
ever, parallel computations were performed using the Message
Passing Interface (MPI) libraries in order to speed-up the compu-
tations.
Table 1
Definition of several numerical parameters including the inter-particle spacing dr ,
the smoothing parameter ε and the flat plate discretisationNp corresponding to the
given element length dℓp .

Discretisation Case 1 Case 2 Case 3 Case 4

ε 3.00×10−3 2.50×10−3 2.00×10−3 1.50× 10−3

dr 2.00×10−3 1.66×10−3 1.33×10−3 1.00× 10−3

dℓp 2.00×10−3 1.66×10−3 1.33×10−3 1.00× 10−3

Np (0.05 m) 25 30 38 50
Np (0.10 m) 50 60 75 100
Np (0.15 m) 75 90 113 150
Np (0.20 m) 100 120 150 200
Np (0.25 m) 125 151 187 250
dt 5.00×10−3 5.00×10−3 5.00×10−3 5.00× 10−3

Finally, for the configuration described on Fig. 2, in order to
impose a free-slip velocity condition at the bottom of the flume, all
the particles (either bound or free particles) are symmetrised with
respect to the bottom. Fig. 4 depicts the used technique in order
to enforce symmetry. The same procedure was also applied for the
still water surface (see Fig. 4). In fact, the free surfacemodifications
are not taken into account as previously introduced. In the present
study, the ratio L/λ was kept to small values (0.04 . L/λ . 0.2)
in order to have from negligible to moderate modifications of
the free surface owing to the presence of the plate (cf. Brossard
et al. [5]). Thus, the approximationmade by neglecting free surface
modifications remains valid. Finally, owing to the wish to have
a direct ortho-normal vector base (cf. Fig. 2) in the version of
the software, the wave propagation is from left to right in the
presented computations. This is the opposite sense of propagation
with respect to the experimentations described in Poupardin et al.
[11]. For that reason, some velocity and vorticity fields presented
in Sections 3 and 4 are horizontally mirrored with respect to their
experimental counterparts.

3. Numerical computations and velocity fields

3.1. Parameters definition and convergence analysis

Table 1 presents all the discretisation parameters used in the
following computations. The time step dt is set to the same value
for all the computation cases. This choice enables us to have the
same number of fields for time averaging and to compare unsteady
instantaneous field exactly at the same instant. The value dt =

5.00×10−3 s is determined in order to fulfil the CFL like condition
for all the tested configurations.

In order to validate the numericalmodel, geometrical and phys-
ical parameters are fixed and identical to those defined in Poupar-
din et al. [11] study. Therefore, the plate is L = 0.25 m long,
submerged at i = 0.07 m from the still water level and the wa-
ter depth is h = 0.2 m. The wave characteristics are the follow-
ing: wave height A = 0.022 m, period T = 1 s leading to an
incident wavelength λ = 1.21 m. In the following of the paper,
all the computations were run over 10 periods (10 T ). To improve
the reliability of the numerical model, numerical computations are
also compared to experiments conducted with a smaller plate of
length L = 0.05 m [33], all other parameters being equal. In both
experimental cases, a vortical activity was observed around the
plate but these vortices were destroyed after two or three wave
periods at maximum. However, 2D Vortex Method computations
are very conservative. Although, this conservation property is nu-
merically appreciated, it could lead to very different flow patterns
from the experimentally observed ones. In fact, although the ex-
periments were performed in a 2D configuration, the shed vortices
experienced 3D deformation leading to their explosion (see [33]).
These 3D deformations, owing to vortex stretching, could not be
taken into account in this 2D approach. Therefore, the numerical
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Fig. 4. Schematic representation of the bottom and free surface mirroring process.
(a) L = 0.25 m. (b) L = 0.05 m.

Fig. 5. Downstream vortices centre trajectories as a function of time (more than 2T ) based on the maximum of local vorticity ωmax . The geometrical and wave parameters
are those presented in Poupardin et al. [11] for both plate lengths: (a) L = 0.25 m, (b) L = 0.05 m. The experimental trajectory is reproduced from Fig. 7 of the experimental
study [11] and from Ref. [33] for the smaller plate. The four discretisations are presented in Table 1.
model described in Section 2 needed to be improved to first, ac-
count for diffusion and second, attempt to model dissipation. Ap-
pendix B presents the chosen numerical diffusion procedure and
how this model was modified to account for dissipation.

Fig. 5 depicts the downstream vortices trajectories as a function
of time for both plate length configurations. The trajectories are
compared with the experimental ones for different values of the
smoothing parameter ε. It can easily be observed that the coarsest
discretisation (ε = 0.0030) poorlymodels the downstream vortex
trajectory for the 0.25 m-length plate configuration. Refining the
resolution increases the quality of the numerically computed
trajectories. Appendix B presents additional results comparing
the numerical and experimental results. Based on trajectories
comparison (see Fig. 5 and Appendix B), the numerical tool can
be considered as validated. The smallest discretisation of Table 1
is chosen for all the following computations together with the use
of a diffusion and dissipation models as described in Appendix B.
Physical analysis of the velocity and vorticity fields will now be
presented in the following section.

3.2. Vortical and velocity fields

Fig. 6 shows the vorticity field evolution as a function of time
for 8 different phases within a wave period T . The vortical activity
experimentally observed in the previous work of Poupardin
et al. [11] is well reproduced with this numerical model. In the
lee-side, at each wave period T , an opposite sign pair of vortices
is created and advected downward owing to mutual induction.
Two to three pairs of vortices can be identified, depending on
the given phase inside the wave period. The vortex generation
is very similar to the one observed on figures Fig. 6(a), (b) and
(c) of Ref. [11]. As discussed earlier, the vortices trajectories are
rather well reproduced (see Figs. 5 and B.16 of Appendix B)
with these parameters. However, in the numerical results, the
vortices persist a little longer than experimentally. An additional
possible explanation is that the vortices are destroyed through 3D
instabilities in the experiments, which cannot be reproduced in the
present 2D numerical configuration.

An interesting feature is that these vortex pairs regularly hit
the seabed producing, in real configuration, a zone of possible
scour. Indeed, while impacting the seabed, the vortices separate
each other, one eventually going downstream and the other
upstream. This creates a shear flow at this bottom location of the
wave flume. In real-life configuration, either at the lab scale or
in situ, this shear flow leads to the generation of vorticity. The
generated vorticity undoubtedly feeds in the steady recirculation
zone, already identified in Ref. [11] on the mean velocity field.
Therefore, the numerically computed average velocity field will
now be studied.

Fig. 7 depicts the numerically computed steady flow as an
average of 200 instantaneous fields representing 5 wave periods
T . The non-dimensional coordinates were chosen so as to get a
similar representation as Fig. 3 of Ref. [11]. The jet-like flow (also
referenced as ‘‘C’’ on Fig. 3 of Ref. [11]) is easily observable on
the numerically computed flow of Fig. 7. The stagnation point
identified as ‘‘D’’ in the previous reference is also identifiable,
even though slightly shifted downward at x/(L/2) = 1.84 in
comparison to x/(L/2) = 1.5 experimentally. To some extent,
the differences can clearly be attributed to the weakness of
the numerical steady recirculation cell ‘‘A’’, which is not easily
observable on Fig. 7. However, it is striking to see that the other
recirculation cell identified as ‘‘B’’ on both graphs of Fig. 3 (Ref. [11])
and Fig. 7 are very similar. The centre of this recirculation cell is
approximately located at (−1.44, 0.69) numerically which is very
comparable to the (−1.38, 0.64) values observed experimentally.
Additionally, another smaller recirculation cell is numerically
observed right above the upstream end of the plate as in the
experiments. Moreover, the stagnation point (zone ‘‘E’’ of Fig. 3,
Ref. [11]) experimentally observed under the plate is also
numerically reproduced although its location is not exactly the
same. This discrepancy is possibly due to the shift and/orweakness
of the recirculation cell ‘‘A’’. However, generally speaking, this
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Fig. 6. Vorticity field evolution as a function of time for 8 different phases within a wave period T . The plate length is L = 0.25 m immersed at i = 0.07 m from the still
water level. The discretisation is ε = 0.0015 as presented in Table 1.
confirms that placing a rotor at this precise location will probably
not produce energy, at least not as much as the potential flow
theory would suggest [34–37].

3.3. The influence of the large lee-side recirculation cell

The influence of the large lee-side recirculation cell identified
as ‘‘A’’ on Figure 3 of Poupardin et al. [11] is important in order
to interpret the whole flow pattern. While the jet-like flow is
impacting the seabed experimentally, vorticity is created. The
bottom upward flow observed on Fig. 3 of Ref. [11] permanently
feeds in this recirculation cell ‘‘A’’. In the present numerical
implementation, as a free-slip boundary condition was chosen,
no vorticity generation is observed at this location. The bottom
upward flow can be numerically observed on Fig. 7 but without
vorticity generation.
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Fig. 7. Averaged velocity field over 200 instantaneous velocity fields representing
5 wave periods T . The plate length is L = 0.25 m immersed at i = 0.07 m from the
still water level. The discretisation is ε = 0.0015 as presented in Table 1.

In order to assess the influence of this large lee-side recircu-
lation cell, an additional fixed particle


Xfp, Γfp


was added pre-

cisely at the location of the experimentally observed recirculation
cell ‘‘A’’. The velocity of this fixed particle is basically computed
with Eq. (11) of Section 2.3. This computed velocity was added
to the other velocity components of the Helmholtz decomposition
(Eq. (18)) but the numerical implementation is not further mod-
ified. The advantage of such a simple implementation is that it
steadily mimics the influence of this experimentally observed re-
circulation cell ‘‘A’’ without the need of a fully resolved boundary
layer, which would be computationally expensive. The drawbacks
are that this fixed particle circulation is user defined and needs to
be known a priori. Additionally, the fixed particle influence is con-
stant over a wave period unless its position and circulation could
be adjusted over time. But thiswould needmuchmore experimen-
tal information. Finally, this simple procedure cannot be applied
for other geometrical configurations than the present experimen-
tally observed one as experimental values are required. However,
it is interesting to observe that this simple procedure greatly en-
hances the lee-side flow pattern with a very low algorithmic and
computational cost. In the future, the account of a no-slip bound-
ary condition on the seabed is however worth considering, such as
the technique implemented by Ploumhans et al. [38] for instance.

Fig. 8 depicts the x-velocity component for the 10 locations
presented on Fig. 7. Such comparisons are very instructive and
enable to distinguish the physical processes that are correctly
reproduced from those that are not. Probes 1 to 5 are located on the
upper side of the plate fromupstream to downstream respectively.
Probes 6 to 10 are located at the lower part from upstream to
downstream too. The experimental velocities actually are phase-
averaged velocities from the PIV measurements performed in
Poupardin et al. [11] study. The numerical velocities are not phase-
averaged showing a variation depending on the period, more
especially for the case with an additional fixed particle. For the case
without additional fixed particle, the different numerical velocity
profiles quasi super-impose.

The left hand side of Fig. 8 depicts the horizontal velocity evo-
lution for the 5 upper probes. A first observation is that both ex-
perimental and numerical velocity evolutions at the plate centre
(probe 3) present a quasi symmetric sinusoidal shape. The ampli-
tude of this signal is close to U = 0.069 ms−1, the Stokes velocity
at this immersion. As the probe location gets closer to the plate
edges, the experimental velocity amplitude increases due to the
presence of vortices. Numerically, this velocity amplitude increase
is well reproduced at the downstream edge of the plate (probes
4 and 5) meaning that the vortex dynamics seems to be correctly
reproduced. At the upstream edge (probes 1 and 2), the numeri-
cal velocities qualitatively follows the experimental ones although
the amplitude increase is not reproduced at all. A second obser-
vation is that the experimental velocities is no more symmetric at
the downstream edge of the plate, probably due to the non-linear
deformation of the free surface above the plate. This explains the
discrepancies observed between the experimental and numerical
velocity evolutions for probes 4 an 5 since this non-linear evolution
of the free surface cannot be modelled numerically.

The right hand side of Fig. 8 presents the time evolution of
velocity for the five lower probes represented on Fig. 7. The five
experimental velocity records are all very close to a sinusoidal
shape. This sinusoidal shape is centred on probe 8, located at the
centre of the plate, with a velocity amplitude close to characteristic
velocity U . However, owing to the presence of the steady
recirculation cells denoted ‘A’’ and ‘‘B’’ on Fig. 3 of the experimental
part [11], time evolution of the velocity are either negatively or
positively off-set from zero experimentally. For instance upstream,
probe 6 and – to a smaller extent – probe 7 indicate a negative
off-set which can be attributed to the steady recirculation cell
‘‘B’’. This feature is correctly reproduced numerically, evenwithout
additional fixed particle, as the numerical model directly brings
out this steady recirculation cell denoted ‘‘B’’ on Fig. 7. For the
downstream side, a large positive off-set in the velocity amplitude
of nearly 2U is experimentally observed (probes 9 and 10).
Numerically, a positive off-set is also observed but with a smaller
amplitude than in the experiments. However, velocity evolution
fits much more the experimental profile by taking into account
the fixed particle


Xfp, Γfp


placed under the plate. The position of

this fixed particle is based on the mean position over one period
obtained experimentally, i.e. xfp = 0.108 m and yfp = −0.145 m
with an imposed circulation of Γfp = −0.0015 m2s−1.

In this given configuration (water depth, plate length, wave-
length and amplitude), these global flow patterns clearly play an
important role on the flow modification close to the plate. In fact,
the presence of the plate in the wave field first creates an oppo-
site sign pair of vortices which secondly generates a downward
jet-like flow. Third, this jet impacts the sea-bottom (cf. Fig. 7) lead-
ing to vorticity generation at the flume bottom in real configura-
tion. Fourth, this vorticity finally creates and feeds in a downstream
steady recirculation cell (cf. ‘‘A’’ on Fig. 7), which eventually inter-
acts with the local flow around the plate and eventually intensifies
the vortices generation at the plate level. This wave-plate interac-
tion finally leads to a complex global flow pattern. The influence
of each physical process could be more easily explained with this
numerical approach, as it enables to separate them, than through
the experiment.

In order to further emphasise the role of the recirculation cell
on the flow, the averaged velocity field with the additional fixed
particle


Xfp, Γfp


is plotted on Fig. 9. The reproduced flow features

are very similar to those observed Fig. 7. All the upstream flow
patterns remain unmodified: the jet like-flow persists similarly
and the recirculation cell ‘‘B’’ is not significantlymodified. Themain
difference lies in the presence of a clear recirculation cell denoted
‘‘A’’ downstream. This recirculation cell ‘‘A’’ is more accurately
reproduced and the impact location ‘‘D’’ is also more accurately
predicted with a value of x/(L/2) = 1.33 in comparison with
x/(L/2) = 1.5 experimentally. The averaged flow of Fig. 9
more resembles the experimental one (Fig. 3 of Ref. [11]) than
the previous Fig. 7. To conclude, the numerical software is able
to reproduce the experimental flow with a good accuracy. This
accuracy is even improved with this account of an ad hoc fixed
particle to mimic the large lee-side recirculation cell created by
vorticity generation at the bottom of the wave flume.

Although the 3D instabilities of these vortices and the genera-
tion of vorticity at the bottom cannot be taken into account with
the present numerical implementation, the averaged velocity field
is well reproduced.
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Fig. 8. Comparison of the x-velocity component for the 10 locations presented on Fig. 7. The experimental velocity is a phase-averaged velocity from the PIV measurements
performed in Poupardin et al. [11] study. The absolute coordinates (x, y) in metre are given in parenthesis in the sub-title of each graph. The plate length is L = 0.25 m
immersed at i = 0.07 m from the still water level. The discretisation is ε = 0.0015 as presented in Table 1.
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Fig. 9. Averaged velocity field over 200 instantaneous velocity fields representing
5 wave periods T with the account of fixed particle representing the large lee-side
recirculation cell. The plate length is L = 0.25 m immersed at i = 0.07 m from the
still water level. The discretisation is ε = 0.0015 as presented in Table 1.

4. Force evaluation on the plate

Following the work of Le Maître et al. [27] dealing with a nu-
merical study of two-dimensional sail in unsteady flow, their ex-
pression for the determination of the force acting on the plate
will be considered. In their study, the fluid is considered inviscid,
incompressible and the sail is supposed to have a very small thick-
ness. Their configuration is very similar to the present one, there-
fore their study and results will be taken as a reference. According
to equation (11) of the above-cited paper [27], the pressure jump
∆P acting on the thin structure (either a sail or a plate) can be cal-
culated using the following equation:

∆P = ρ [γ Bez ∧ U(x)] · n + ρ

 l

0

dγ B(l′)
dt

dl′ (21)

where γ B represents the vortex sheet strength distribution along
the plate. It physically represents the tangential velocity jump
across the plate and is therefore homogeneous to [m.s−1

]. The den-
sity ρ is going to be set to unity without any loss of generality and
n stands for the plate normal vector. In this Eq. (21), the first term
stands for the steady component and the second for the unsteady
one. Appendix C presents some details on the discretised form of
Eq. (21) and test cases and results used for the validation of the
present numerical approach. Finally, the discretised form of the
force F acting on the plate is:

F =


i=1,Np

Γ B
i ez ∧ U


XC

i


+


i=1,Np


j=1,i

dΓ B
j

dt
dℓp, (22)

where the Γ B
i and

dΓ B
j

dt values are evaluated on XC
i .

4.1. Spatial and temporal evolution of forces acting on the plate

Fig. 10(a) depicts the pressure distribution over the L =

0.25 m long flat plate for the eight different phases in the wave
period represented on Fig. 6. The considered computation is
performedwith the finest discretisation ε = 0.0015. For this given
configuration, the pressure imposed by the vertical Stokes wave
velocity component us

y (t) of Eq. (6) is not sufficient to explain
the pressure amplitude (and hence, the force) acting on the plate.
Indeed, themaximumvalue ρ


us
y

2
≈ 1.7 10−3 Pa ismuch smaller

than the p ≈ 6.0 10−2 Pa pressure numerically recorded on the
plate (see Fig. 10(a)).

However, the temporal variation of pressure can be explained
by the vortical activity surrounding the horizontal plate. For
instance, the negative pressure distribution recorded at t/T =

0.875 or t/T = 0 can be explained by the vorticity fields presented
on Fig. 6. In fact, for these two phases a negative vortex is well
formed at the upper upstream side of the plate and a positive
vortex is also well formed at the upper downstream side. These
two vortices indubitably induce the negative bell shape pressure
distribution (see Fig. 10(a) for t/T = 0.875 and t/T = 0). On the
contrary, for t/T = 0.5 or t/T = 0.625, the opposite situation
can be observed. In fact, a negative vortex is formed at the lower
downstream side of the plate whereas a positive one can be found
at the lower upstream side (cf. Fig. 6). These two vortices involve
a positive pressure distribution on the plate, which is observed on
Fig. 10(a). For t/T = 0.25 or t/T = 0.75, intermediate situations
are also observable: a vortex is generated earlier at one given side
of the plate and the pressure distribution starts to reverse. To
conclude, the pressure distributions presented on Fig. 10(a) can be
explained by the corresponding vortical activity depicted on Fig. 6.

These instantaneous pressure distributions can be integrated
over the plate and the resulting force Fy (t) is recorded at each
time step. Fig. 10(b) depicts the time evolution of the vertical force
component computed from Eq. (21) for the 7 last periods of time
over the overall 10 computed periods. As the wave flow is peri-
odic, the recorded force history is also well periodic as observed
on Fig. 10(b).

For the L = 0.25 m long plate, the periodic situation really
repeats at each period. The maximum negative force occurs at
approximately t/T = 0.9 and the maximum positive one approx-
imately at t/T = 0.5, corresponding to the pressure distributions
described here-above (Fig. 10(a)). For the L = 0.05 m long plate,
the force history is somehow similar except that the periodic rep-
etition is less clear: more noise is perceivable especially between
t/T = 0 to t/T = 0.4. Additionally, the maximum normal force
recorded ismuch less than the plate length difference; the force ra-
tio is approximately 25whereas the plate length ratio is basically 5.
The physical analysis of this vertical force component presented in
the previous paragraph needs to be validated against some param-
eters’ variation. This parameters’ variation analysis is performed in
the following sub-section.

4.2. Parametric study

In this parametric study, the five plate lengths presented in
Table 1 were tested. All the computations were run with the finest
discretisation ε = 0.0015 and the corresponding parameters
described in Table 1. The immersion depths are ranging from i =

0.06 m to 0.15 m for a total water depth of h = 0.2 m. These
limits of i/h were determined by the presence of the upper and
lower boundaries. Indeed, out of this range of plate immersion, the
vortical activity would not have been accurately computed owing
to the presence of the free surface or seabed. The water depth h
and incident wavelength λ = 1.21 m were kept constant for all
computations.

Fig. 11 depicts several instantaneous vorticity fields recorded
at t/T = 0, seven wave periods after the initialisation of the
computation. For readability reasons, only three immersions i =

0.07m, 0.11m and 0.15m are presented for the five plate lengths.
The different graphs depicted on Fig. 11 show that vortex shedding
is present for all plate lengths and immersions, although the vorti-
cal levels are different. In fact, vortices are weaker for the shorter
plates and this tendency is increased for deeper immersions. Apart
from these cases, at least two pairs of opposite sign vortices can
be identified in the flow for nearly all graphs. The vortex gener-
ation presented in Section 3.2 seems to apply for quasi all these
cases. Hence, the mechanism responsible for the pressure onto the
plate, described in Section 4.1 should apply. A dimensional analy-
sis is performed in the following paragraph in order to explain the
pressure level (or force) acting on the plate in a wave field.

To study the parametric evolution of the vertical forces acting
on the plate, a time averaging of the force is performed. However,
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(a) Pressure distribution on the plate. (b) Temporal variation of the force.

Fig. 10. (a): Pressure distribution over the L = 0.25 m long flat plate for the eight different phases in the wave period represented on Fig. 6. (b): Fx, the horizontal and Fy,
the vertical components of the force acting on the plate as a function of time within a wave period T . Both L = 0.25 m and L = 0.05 m plates immersed at i = 0.07 m from
the still water level are considered. The discretisation is ε = 0.0015 as presented in Table 1.
the classical time average value Fy of Fy (t) is close to zero. Although
not exactly null, no characteristic force was accessible with this
way of averaging. For that reason, an average of the absolute value
of

Fy (t)
 over the last seven periods of time is performed using the

following Eq. (23):Fy =
1
7T

 t=10T

t=3T

Fy (t)
 dt. (23)

The averaging is performed over the seven last wave periods in
order to remove the transient values of the force generated at the
beginning of the computations.

Fig. 12 depicts the numerically computed values of
Fy for the

different plate lengths and immersions. Two simplistic remarks
can be argued from this graph: the longer the plate is, the higher
the averaged force

Fy; and the deeper the plate’s immersion is,
the lower the force for a given plate length.

Actually, lifting forces acting on an object can be scaled with a
characteristic circulation Γ ∗ around this object times a character-
istic length scale L∗ divided by a time scale T ∗. For instance, both
terms of Eq. (22) representing the force acting on the plate dimen-
sionally correspond to ρΓ ∗L∗/T ∗. However, as the flow is highly
unsteady, one would expect that the steady component (first term
of Eq. (22)) would be negligible and in fact the mean force Fy (t) is
null. As a matter of consequence, the main component of the force
should be the unsteady part (second term of Eq. (22)) which clearly
corresponds to ρΓ ∗L∗/T ∗ dimensionally speaking. And a circula-
tionΓ ∗ is basically the product of a characteristic velocityU∗ times
a characteristic length scale L∗. Using these two scaling procedures,
the vertical load acting on the plate should be some function of
ρU∗ (L∗)2 /T ∗. The characteristic length and time scales are un-
doubtedly the plate length L and the wave period T respectively.
An intuitive characteristic velocity would be us

x (Eq. (6)), the hor-
izontal component of the first order Stokes velocity evaluated at
immersion depth y = i. However, using this characteristic velocity
us
x (x, y = i) presented in Table 2, no clear scaling of the force could

be found.
Following the work of Brossard et al. [5], an improved estimate

of the characteristic velocity could be made. When propagating
over the submerged plate, the incident waves are modified by
the presence of the plate. If the plate is long enough, it is as if
the flume bottom was actually the upper surface of the plate.
The characteristic wavelength of the flow over the plate is then
modified. And a modified wavelength λi can be obtained with the
Stokes dispersion relation calculated for a water depth equal to
the plate immersion i (see Table 2). The characteristic velocity is
then chosen as the horizontal Stokes velocity (us,λi

x ) evaluated at
the plate immersion (i.e. at the bottom for a water depth equal to
the plate immersion i and the corresponding wavelength λi). The
values of us,λi

x are also given in Table 2.
Fig. 13 depicts the averaged vertical force

Fy as a function of
ρus,λi

x L2/T for all the plate immersions and lengths, in a log–log
scale. Except for the smallest plate length (L = 0.05 m), the forces
scale with a very good accuracy to the characteristic variables
ρus,λi

x L2/T . The obtained residual from the linear regression is
0.9979which tends to prove that the linear fit is very accurate. This
further confirms that us,λi

x seems to be the relevant parameter for
dimensioning such immersed structures, leading to:

|Fy| ∝ ρus,λi
x L2/T . (24)

For the smallest plate length (L = 0.05 m), the wave flow
around the plate is much less modified than for the other config-
urations. It is as if the plate was too small to modify the incident
wave field. This observationwas alreadymentioned in the previous
work of Brossard et al. [5]. Additionally, the vortical activity is also
weaker if compared to the other cases (see the first line of graphs
in Fig. 11). For the computations with L = 0.05 m, the present
scaling does not fit any more as depicted on Fig. 13. For the two or
three smaller immersions, where the vortical activity is still a little
present (see top left of Fig. 11), there is a tendency to follow the
scaling although there is an offset. As the immersion increases, the
concerned points of Fig. 13 completely diverge from the linear fit
and no clear scaling could be found using any of the characteristic
velocities.

This tends to suggest the existence of threshold for the ratio
L/λ, where λ is the incident wavelength, below which the wave
characteristics remain unperturbed. For the smaller plate (L =

0.05m), L/λ = 0.041 is obtainedwhereas for L = 0.10m this ratio
increases to L/λ = 0.08. Thus, the threshold should be situated
between those two values. However, a future investigation
comprising experimental and numerical tests is required in order
to fully validate the obtained results. In fact, these forces were
determined without the account of the large lee-side recirculation
cell as presented in Section 3.3. It is anticipated that the increased
velocity around the plate, as depicted in Fig. 8, will further increase
the vortical activity and hence the force undergone by the plate.

5. Conclusion

This study presents the numerically computed flows generated
by a monochromatic incident wave interacting with an immersed
horizontal plate. This paper follows and completes the experimen-
tal study of Poupardin et al. [11]. On the onehand, the experimental
results are used to validate the numerical model in the same test
conditions. On the other hand, the control parameters are varied
to study the evolution of the flow and the forces on the plate. The
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Fig. 11. Vorticity fields for different plate lengths and immersions as presented in Table 2. The discretisation is ε = 0.0015 and other associated numerical parameters are
presented in Table 1. All vorticity fields are presented for t/T = 0, seven wave periods after the initialisation of the computation.
Table 2
Different plate immersions (i), the unmodified horizontal Stokes velocity (us

x) computed at y = i, the modified wavelength (λi) above the plate and the horizontal Stokes
velocity (us,λi

x ) computed at y = i with the modified wavelength λi .

i (m) 0.06 0.07 0.08 0.09 0.10 0.11 0.12 0.13 0.14 0.15
us
x(m s−1) 0.071 0.069 0.067 0.065 0.064 0.062 0.061 0.060 0.059 0.058

λi (m) 0.736 0.790 0.833 0.883 0.924 0.962 0.997 1.030 1.061 1.090
us,λi
x (m s−1) 0.129 0.118 0.109 0.101 0.094 0.088 0.083 0.079 0.075 0.071
numerical model, based on 2D Lagrangian Vortex method, is de-
veloped and applied to this flow configuration, following the pre-
liminary work of Boulier [15]. This method is, by nature, unsteady
and well suited for the computation of highly vortical flow in an
open domain. The present numerical implementation proved to be
accurate in representing the flow characteristics for the two plate
lengths (L = 0.25 m and L = 0.05 m), moderate plate immer-
sions and the given wave characteristics. The numerical velocity
and vorticity fields were compared to their experimental counter-
parts with a good agreement.
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Fig. 12.
Fy, the force computed on the plate as a function of the immersion i.

The different immersions are presented in Table 2; the geometrical and numerical
parameters are described in Table 1. All the computations were run with the finest
discretisation of Table 1.

As observed experimentally, the complex flow structure is well
reproduced numerically. At each wave period, two pairs of op-
posite sign vortices are shed one at each edge of the plate. The
trajectories of the emitted vortices are also well assessed by the
numerical model for the two plate lengths, where comparisons
with the experiments can be made. In the smaller plate configu-
ration (L = 0.05 m) the trajectories are slightly better reproduced
than for the longer one. In fact, the vortical activity is more intense
for the longer plate configuration and more difficult to capture.
Additionally, an important recirculation cell is experimentally ob-
served in that configuration at the lower downstream side of the
plate. This recirculation cell proved to play an important role on the
lee-side vortices trajectories. In fact, the recirculation cell is gener-
ated by the impact of the lee-side vortices impacting the seabed.
The vortices impact creates a shear flow on the seabed, generat-
ing vorticity and eventually feeding the cell. This recirculation cell
being created will modify the lee-side vortices trajectories and en-
hance the impact phenomenon.

As mentioned, the lee-side vortices create a quasi steady jet-
like flow which is clearly observable on the averaged flow. This
jet-like flow may be a cause of important scour at the jet impact
location. This phenomenon is well pronounced for the longer plate
configuration (L = 0.25 m), whereas the lee-side vortices hardly
impact the seabed for the smaller configuration owing to the lower
vortical activity. Numerically speaking, the impact location can be
accurately reproduced only with the account of the recirculation
cell. Unfortunately, the ad hoc implementation of this cell in the
numerical model cannot be applied for all plate lengths and wave
characteristics, as experimental information is required. A possible
numerical implementation can be addressed in the future in order
to cope with this weakness of the present numerical model.

On the upstream side of the plate, the vortices emission is well
operated and the vortical patterns are very similar with the ex-
perimental ones. In the mean flow, the presence of another large
recirculation cell at the lower upstream side is accurately repro-
duced without any modification of the code. In addition, a smaller
cell on top of the previous one and located right above the plate
is also observed numerically as well as experimentally. This com-
plex mean flow configuration is well reproduced numerically. The
presentmethod, enabling the decomposition of each velocity com-
ponent, showed that this mean flow is a complex combination of
the wave field, the vortical field and the potential velocity owing
to the presence of the plate.

Finally, the last section of this paper depicts the force assess-
ment onto the plate. The numerical force evaluation is validated by
means of comparisons with simple academic configurations (see
Appendix C). Then, the case of the horizontal plate in a wave field
6.00E-03

6.00E-04

6.00E-05
1.00E-04 1.00E-03

Fig. 13. Forces
Fy acting on the plate as a function of ρus,λi

x L2/T .

is addressed. Regarding these aspects, two main conclusions can
be drawn. Firstly, the force recorded on the plate is by far much
more important than the Stokeswave induced pressure (and hence
force). Secondly, the instantaneous pressure distributions on the
plate could be directly correlated to the shed vortices close to the
plate.

A parametric study is conducted to analyse the evolution of
the forces with respect to the controlling parameters of the flow.
Thus the relative immersion i/h, with h the total water depth,
is varied between 0.3 and 0.75. Five plate lengths are computed
varying from0.05m to 0.25m leading to a plate length L to incident
wavelength ratio L/λ varying between 0.04 and 0.2. Owing to the
presence of the immersed structure, the wave characteristics are
modified above the plate. Thus, a modified wavelength λi and
characteristic velocity us,λi

x are determined by considering the first
order Stokes model for a water depth equal to the immersion
depth. A new scaling is found for lifting forces acting on the plate.
Indeed, except for the smallest plate (L = 0.05 m), the forces
acting on the plate actually scale with ρus,λi

x L2/T with a very
good accuracy, whatever the immersion is. For a small ratio L/λ
(L/λ = 0.04 for L = 0.05 m), this scaling does not fit since the
wave characteristics are almost notmodified by the presence of the
plate. But for larger values of L/λ, the characteristic velocity us,λi

x is
the relevant parameter for dimensioning the forces on the plate.

As a perspective, a non linear free surface model similar to the
one of Fontaine et al. [39] or more recently Liu et al. [13] is planned
in a near future. This will enable a better representation of the flow
on the upper part of the plate, between the horizontal plate and
the free surface. Additionally, such a model will enable the com-
putation of a wider range of plate length L to wavelength λ ratio.
Such a non-linear free surface model would enable to increase the
value of L/λ still in the limit of non-breaking wave configurations.
However, a special attention to vortices interactions with the free
surface would have to be paid.

Regarding the seabed boundary condition, a no-slip boundary
condition can be considered. Possible numerical implementations
are those of Ploumhans et al. [38] or Beaudoin et al. [40], keeping
in mind that the considered Reynolds number may be difficult to
reach. However, the implementation of a no-slip boundary condi-
tion is essential in order to capture all the flow structures. The quasi
steady recirculation cell situated at the lower downstream side of
the plate, and experimentally observed in Poupardin et al. [11], is
concerned here.

Finally, these two numerical improvements being achieved, the
implementation of a structural model to the plate is possible in
order to model flexible membranes immersed in the sea. This
type of flexible membrane is currently under development in
order to harvest energy from tidal currents, for instance. Some
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Fig. A.14. Schematic representation of the particles emission process.

physical basis on the technology can be found in the work of
Allen et al. [41] and a recent experimental and numerical tests
were performed by Deporte et al. [42]. An improvement of the
previous numerical implementation is scheduled in order to apply
the developed numerical model for current (and wave) interaction
with an undulating pre-stressedmembrane for energy application.
This gives to the software an interesting opportunity for energy
applications.
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Appendix A. Particles emission

To model the vortex particle’s emission, an approximation of
the Kutta condition is used as presented in [29]. Some theoretical
considerations can be found in the textbooks of Lewis [29] and
in Katz and Plotkin [30]. Practical details can be found in Nitsche
et al. [24,25], Le Maître et al. [27] or Luersen et al. [43]. In the
present configuration, the plate is considered here as infinitely
thin. In the present approach, themain consideration is to transfer
vorticity attached to the flat plate (or bound vortices)


Γ B
i


i=1,Np+1

into free particles

Γj


j=1,Nω

. his transfer is performed by applying
the Kutta condition. In order to detail the emission process, let us
start with the scheme described on Fig. 3 of Section 2.4. At each
edge of the plate, a bound vortex exists, whose circulation is either
Γ B
1 or Γ B

Np+1. This bound vortex is very similar to a free particle
defined in Section 2.3, and basically needs to be transferred from
the plate to the flow. Whatever the considered edge, this transfer
or emission process (detailed in Fig. A.14 for the lee-side edge) can
be explained as the following:

1. Initialisation: At the beginning of the emission process, a non
null bound vortex Γ B

Np+1 exists at the edge of the plate. Using
the tangential component of U(XC

Np+1), the normal component
is now null owing to the resolution of Eq. (15) of Section 2.5, a
new free vortex particle is emitted at a position

Xemis = XB
Np+1 + 0.5 ∗ dt ∗ U(XC

Np
). (A.1)
U(XC
Np

) is evaluatedwith Eq. (18). This newparticle (Xemis, Γemis)

carries a circulationΓemis equal to the former value ofΓ B
Np+1 and

Γ B
Np+1 is now set to zero. A new particle is now emitted and the

value of Nω is modified accordingly.
2. Sub-iteration procedure: The free-slip condition (Eq. (13)) is

however no more valid, especially at XC
Np
. In order to enforce

this free-slip condition, a new sub-iteration process is engaged,
where the matrix system (Eq. (15)) is solved again and where
the Kelvin’s condition (Eq. (14)) is updated accordingly to the
new emitted particle. Eq. (15) being solved, a new non-null
value of Γ B

Np+1 is now obtained together with the existence
of the emitted particle (Xemis, Γemis). The emitted particle is
now updated as the following: its position is re-calculated by
means of Eq. (A.1) and its circulation is updated by adding to
Γemis the residual value of Γ B

Np+1. This finalises the sub-iteration
procedure.

3. Convergence criterion: This sub-iteration procedure (step 2) is
performed again until the residual value of Γ B

Np+1 computed
by Eq. (15) is inferior to a user defined criterion. The criterion
was set to 10−7 in all the presented computations, which
leads to approximately ten to maximum twenty sub-iteration
procedures.

The computation starts without any particle and, at each time step,
new particles are created. In the validation case of an infinitely thin
air-foil (see Appendix C), only one particle is emitted at the trailing
edge of the air-foil at each time step. In the case of the flat plate
in a wave field, particles are emitted at both plate edges leading
to the creation of two new particles at each emission procedure.
However, owing to the regular global remeshing of the flow, many
particles are created during this remeshing procedure making the
number of particles increase faster than one or two times the
number of time steps. To avoid such an increase in the number of
particles after each global remeshing, a vorticity threshold must
be defined. This threshold was set to ωmin = 0.1 rad · s−1, which
corresponds to less than 1/1000 of the maximum vorticity values
recorded in the experiments described in Ref. [11]. This ωmin was
chosen because it allows a complete conservation of the initial
circulation Γ0 of a Lamb–Oseen vortex freely advected over 5
periods of time and initialised with the poorest discretisation used
for the computations (see Table 1 of Section 3.1). This Lamb–Oseen
vortex is similar to those observed in the lee-side of the flat plate.

Appendix B. Treatment of diffusion and dissipation

The account of diffusion in Vortex Method can be treated in
several manners. Apart from the pioneering method of random
walk proposed by Chorin [44], mainly two methods revealed to be
sufficiently accurate and efficient, namely the Diffusion Velocity
Method (DVM) [45–48] and the Particle Strength Exchange (PSE)
method [16–18]. The latter is currently the most commonly used.
In the present numerical implementation, the 2D version of the
Particle Strength Exchange proposed by [17] is chosen. This PSE
method computes an accurate diffusion of vorticity together with
very conservative properties.

However, in order to restore the dissipation process, an artificial
dissipation was implemented. Let t0 = 0 be the origin of time. At
each time step, the particle’s circulation is multiplied by a dissipa-
tion coefficient βdt . At the end of the first time step the circulation
is modified:

Γj (t0 + dt) = βdtΓj (t0) . (B.2)

After n time steps, the previous relation becomes:

Γj (t0 + n dt) = βn dtΓj (t0) , (B.3)
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Fig. B.15. Evolution of the downstream negative vortices circulation for both considered experimental configurations. The figure on the left stands for the 25 cm plate and
the one on the right stands for the 5 cm plate. Experimental values were reproduced from Fig. 9 of Poupardin et al. [11] and from Poupardin [33] for the smaller plate.
finally leading to the following relation at any time t = t0 + n dt:

ln

|Γj (t) |


= ln (β) ∗ (t − t0) + ln


|Γj (t0) |


. (B.4)

With this definition of β , this parameter physically represents a
desired circulation dissipation per second. In order to assess β , the
experimental values of the vortices circulation were reproduced
from Fig. 9 of Poupardin et al. [11]. Fig. B.15 depicts the evolution of
negative downstream vortices circulation for the two plate lengths
(L = 0.25 m and L = 0.05 m). In both cases, a linear fit of the
vortices circulation with natural logarithm ln (|Γ (t) |) is obtained
with a correlation coefficient of≈ 0.96; a correlation coefficient of
1.0 being an exact linear fit.

From the obtained fitted slopes of Fig. B.15, the value ofβ should
approximately be 0.53 for the larger plate (L = 25 cm) and β ≈

0.49 for the smaller one (L = 5 cm). This physicallymeans that the
vortices circulation is dissipated by≈50% every second, equivalent
to a wave period T = 1 s.

In order to assess the best value for β , a L2-error based on
the difference of location between the experimental and numer-
ical vortices centre was post-treated. Following the experimental
approach, a method based on λ2-criterion (see for instance Jeong
et al. [49]) was used to determine the vortices centres together
with a method based on the local maximum of vorticity ωmax. The
two graphs of Fig. B.16 depict the L2-error evolution for β-values
between 0.50 to 0.825 and for both plates length. As a matter of
readability, only the two finer discretisations presented in Table 1
are depicted. β = 0.50 corresponds to 50% circulation conserva-
tion per second and β = 0.80 corresponds to a more conservative
situation with 80% circulation conservation per second.

Whatever the β-value in the given range, the absolute L2-error
values are not excessive, indicating that the downstream vor-
tices centre trajectories are generally correctly reproduced. For
the lower values of β , the vortices dissipation is too important.
The downstream vortices being too weak, they are basically ad-
vected by the wave velocity component of the flow (see Eq. (6) of
Section 2.2). This is probably what happened to the ε = 0.0030-
trajectory depicted on Fig. 5 (a). For the 0.05 m-plate, the exper-
iments showed that the vortical activity is weaker than for the
longer plate. And the vortices have a tendency to follow the wave
field. This may explain why the computations generally better re-
produce vortex dynamics for this smaller plate (see Fig. B.16(b)).

For the larger plate, the situation is somehow different.
Low values of β induce a too important dissipation as already
mentioned. For higher values, e.g. 0.70 . β . 0.75, the vortices
activity is enhanced and mutual induction lead to the downward
trajectory, as experimentally observed and analysed by Poupardin
et al. [11]. For these values, the lee-side vortex pairs are advected
downward (see the vorticity field depicted on Fig. 6) and are
destroyed after two to three wave periods. On the contrary, from
β & 0.75, an increase in L2-error can be observed. In fact, too
high values of β lead to a more important vortices activity than
in reality. The computations are too conservative and, after the
vortices have bounced on the wave flume bottom, they spuriously
interact with those of previous wave periods. A satisfactory
representation of the vortices trajectories was finally favoured.
Therefore, a value of β = 0.75 is chosen for all the following
computations of the paper as it represents the best compromise
between a too dissipative and too conservative situation.

Appendix C. Validation of the force evaluation

Following the work of Le Maître et al. [27] dealing with a nu-
merical study of two-dimensional sail in unsteady flow, their ex-
pression for the determination of the force acting on the plate
will be considered. In their study, the fluid is considered inviscid,
incompressible and the sail is supposed to have a very small thick-
ness. Their configuration is very similar to the present one, there-
fore their study and results will be taken as a reference. According
to equation (11) of the above-cited paper [27], the pressure jump
∆P acting on the thin structure (either a sail or a plate) can be cal-
culated thanks to the following equation:

∆P = ρ [γ Bez ∧ U(x)] · n + ρ

 l

0

dγ B(l′)
dt

dl (C.5)

where γ B represents the vortex sheet strength distribution along
the plate. It physically represents the tangential velocity jump
across the plate and is therefore homogeneous to [m.s−1

]. The den-
sity ρ is going to be set to unity without any loss of generality and
n stands for the plate normal vector.

In this Eq. (C.5), the first term stands for the steady component
and the second for the unsteady one. For the ith element of the
discretised plate, assuming that the line elements are constant and
equal to dℓp, and that the γ B distribution is piecewise constant
along a plate element dℓp; the bound circulation stands for Γ B

i ≈

γ B
i dℓp. Therefore, the ith component of the force acting on the flat

plate Fi can be expressed bymultiplying the pressure jump∆P at a
XB

i location with the line element length dℓp. And finally, the total
force F acting on the plate is:

F =


i=1,Np

Γ B
i ez ∧ U


XB

i


+


i=1,Np


j=1,i

dΓ B
j

dt
dℓp, (C.6)

where the Γ B
i and

dΓ B
j

dt values are evaluated on XC
i .

Prior to running computations on the desired configuration
described on Fig. 2, several cases were tested in order to assess the
accuracy of the developed software. The first test case is a flat plate
immersed with an incident angle in a flow of constant velocity.
This test case is very simple and the computations are compared
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(a) L = 0.25 m. (b) L = 0.05 m.

Fig. B.16. L2-error of the vortices centre positions between the experimental trajectory and the numerical ones for different values of β , for the 0.25 m long (a) and 0.05 m
long (b) plates. The λ2 and ωmax detection techniques are presented with the two finer discretisations presented in Table 1 of Section 3.1.
(a) Static case for validation of the steady component
(Eq. (C.6)) of the force.

(b) Oscillating case for validation of the unsteady
component (Eq. (C.6)) of the force.

Fig. C.17. (a): Comparison of the lift coefficient CL between the present computations and the theory. The flat plate is immersed with a constant incidence angle α with
respect to the flow direction. (b): Comparison of the lift coefficient CL between the present computations and the numerical results of Le Maître et al. [27] for an oscillating
case. Themean angle ᾱ is 10° and the amplitude αTE is 2°. In both cases, the flat plate is L = 0.1m long and the flow velocity is set toU∞ = 1m.s−1 . The computed parameters
are described in Table 1 for both cases.
with analytical results. Secondly, in order to completely assess the
force evaluation, and especially its unsteady component, a second
test case based on the numerical study of Le Maître et al. [27] is
reproduced.

First, in order to validate the steady component (Eq. (C.6)) of the
force, a 10 cm flat plate immersed with a constant incident angle α
with respect to the flowdirection is considered. The flowvelocity is
set toU∞ = 1m·s−1. The lift coefficient CL is defined as follow [29]:

CL =
F · n

0.5ρU∞
2L

. (C.7)

For such a configuration and in the infinitely thin air-foil
theory [29,30], the theoretical lift coefficient CL is supposed to
be equal to 2π α

180 whatever the incident angle is, provided that
the incident angle remains small. In fact, the incident angle is
supposed to be small enough to avoid stall, which is generally
the case for a thin air-foil with low incident angle. Fig. C.17(a)
presents the numerical results for the 4 discretisations described
in Table 1 and the theoretical CL values. All the computations were
run inviscid on a sufficiently long duration in order to reach a
steady state. From Fig. C.17(a), one can observe that our results
are in good agreement with the theory. For the lower angle of
attack (α . 7°), the numerical results quasi superimpose with the
theory. And the more α increases, the more the numerical results
deviate from the theoretical values, which was expected as the
thin air-foil theory hypothesises low angles of attack. However, the
four presented discretisations exactly superimpose and the results
are converged. This validates the numerical implementation of the
steady component.
The final aim is to evaluate the force on a plate in a unsteady
wave field, the unsteady component of Eq. (22) also needs to be as-
sessed. In that purpose, the same configuration as the oneproposed
by Le Maître et al. [27] is used. It is basically a flat plate of length
L = 10 cm,which is fixed at its upstream edge andwaved around a
mean incident angle ᾱ = 10°with an amplitude of 2°. Fig. C.17(b)
depicts the lift coefficient CL with respect to time for the numer-
ical results reproduced from Figure 3 of Le Maître et al. [27] and
three out of the four presented discretisation. The finer discretisa-
tion ε = 0.0015was not computed here as the three roughest ones
were already completely converged and superimposed. It is worth
indicating that there actually is a typo in Ref. [27] on the caption of
Fig. 3, where a mean angle ᾱ = 10° should be considered. The pre-
sented numerical results are similar to those of Ref. [27] although
some discrepancies can be identified. Several explanations can be
argued in order to justify these differences. The first one is that the
structure is not fully rigid, it is in fact deformable, in Le Maître
et al. study, as it is supposed to reproduce a sail. This may par-
tially explain the higher amplitude found in the present results and
the short phase shift on the extrema. Additionally, in the present
numerical implementation, a global remeshing of the flow is con-
sidered which enhances the quality of the results and the discreti-
sation is much finer. Finally, it is clearly indicated in their paper
that the CL-value is slightly increasing with time and that a mean
steady value of the lift coefficient CL was not reached. In the pre-
sented results of Fig. C.17(b), a steady mean value of CL = 1.05 is
reached for the presented periods of time. This mean value actu-
ally corresponds to the CL-value with ᾱ = 10° of the steady con-
figuration (cf. Fig. C.17(a)). As a conclusion, the present numerical
implementation of Eq. (22) is validated with these two test cases.
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