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Overview

• Background: Digital curation technologies

• Original project and data set

• Processing pipeline and components 
(German & Korean)

• Interactive curation workbench
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Digital Curation Technologies

• DKT (2015-2017)

• Qurator (2018-2021)

• “use AI methods to improve quality, efficiency and 
cost-effectiveness of individual curating activities 
and to convert them into practical industry 
solutions”

• 10 project partners (Qurator) representing different 
domains (journalism, public archives, museums and 
exhibitions, health and life science, legal and compliance, etc.)
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Original Project and Data Set

• Project Tongilbu: “Sharing German government’s 
documents on unification and Integration, and Building a 
data-base on German unification”
• Institute of Korean Studies, FU Berlin, 2010–2016
• Funded by the Ministry of Unification, Republic of Korea

• Collected official political documents regarding the German 
reunification process to make them available for research 
and planning processes in the context of a potential future 
reunification process of Korea

• Documents were collected, intellectually curated, analysed, 
interpreted, partially translated and published.

• https://www.geschkult.fu-berlin.de/e/tongilbu/index.html
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Data Set

• 51 volumes, mostly PDF files. Largest, most comprehensive 
manually curated data set on the German unification.

• Collection: transcripts of debates in the German Parliament, 
minutes of committee meetings, reports, proceedings etc.

• All primary documents written in German. 
The researchers added summaries and 
analyses in both German and Korean.

• >138k pages in both German and Korean
• DE: 96k pages, 38m words
• KO: 41k pages, 15m words

• File types:
• vast majority in PDF
• auxiliary documents in tables, 

Excel sheets, Word documents etc.

• 10 Gigabytes, approx. 200 files
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Objectives

• High quality, information-rich data set with limited 
exploration and navigation possibilities

• Can we make this more accessible to scholars by 
providing the collection of PDFs inside a (curation) 
platform that semantically analyses, enriches and 
visualizes the data?

• Focus on entities (persons, organisations, 
locations), temporal expressions and thematic 
contexts.

• Integrate this use case in the curation platform also 
used in the DKT/Qurator contexts
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Processing Pipeline
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OCR
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OCR

• Apache Tesseract to convert PDF to plain text
• 4.0 LSTM (‚best‘ model) for DE

• 3.5 for KO (segmentation issues when using 4.0)

• Evaluation using four most frequent content types

• Ground truth created using Transkribus, evaluated 
using ocrevalUAtion:
• DE: 2.870 words

• KO: 2.483 words
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OCR

• Results vary greatly depending on content type

• Improving OCR results for these formats would be beneficial but 
for our downstream applications, the impact remains relatively 
limited:
• Majority of our data set’s content is single column.
• Pipeline relies on entities, probably minimally affected by the incorrect 

interpretation of individual rows in a table.

• Future improvements: using XML/hOCR as Tesseract output 
format (instead of plain text) to preserve structural information.

10

table from Rehm et al. DATeCH-2019, Brussels, Belgium
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NER, Entity Linking, temporal 
expressions
• Recognising persons, locations and organisations in the plain 

text OCR output

• For German:
• OpenNLP trained with WikiNER (>1m wikipedia articles) for 

spotting, GND (Gemeinsame Normdatei) for linking
• HeidelTime and custom set of patterns for temporal expressions 

and normalisation

• For Korean (experiments so far unsuccessful):
• OpenNMT using opensubtitles parallel data for translating KO > DE

• far out of domain (but not much else available), much left untranslated, 
German output not very relevant

• Korean NER (https://github.com/digitalprk/KoreaNER)
• Missing models/training data, sparsely documented

• Lower level processing (POS-tagging; http://konlpy.org)
• No relevant tags found that reliably relate to entities 

11DH 2019, 8-12 July 2019, Utrecht, the Netherlands

https://github.com/digitalprk/KoreaNER
http://konlpy.org/


Clustering

• Clustering done based on URIs of recognised 
entities

• WEKA (Expectation Maximization)

• Allows theme-based exploration of the data set 
(starting off with a certain region, cluster of people, 
etc.)

• Because of challenges with upstream tasks for 
Korean, using German entities only
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Curation workbench
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Summary & Conclusions

• Dashboard for the curation of cultural heritage data
• Goal: intuitive analysis, exploration, visualisation of data

• Tools readily available for German, much less support 
for Korean
• OCR (Apache Tesseract) works well for both, challenge lies 

mostly in proper handling of layout/text formatting

• NER:
• Not much available, what is available could be improved upon 

(issues with documentation, availability of required models/data)

• Alternative approaches (MT > annotation projection) not feasible 
due to lack of training data
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Thank you for your attention!
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