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ABSTRACT: This study depicts the influence of the Rashba effect on
the band-edge exciton processes in all-inorganic CsPbBr3 perovskite
single colloidal nanocrystal (NC). The study is based on magneto-optical
measurements carried out at cryogenic temperatures under various
magnetic field strengths in which discrete excitonic transitions were
detected by linearly and circularly polarized measurements. Interestingly,
the experiments show a nonlinear energy splitting between polarized
transitions versus magnetic field strength, indicating a crossover between
a Rashba effect (at the lowest fields) to a Zeeman effect at fields above 4
T. We postulate that the Rashba effect emanates from a lattice distortion
induced by the Cs+ motion degree of freedom or due to a surface effect in nanoscale NCs. The unusual magneto-optical
properties shown here underscore the importance of the Rashba effect in the implementation of such perovskite materials in
various optical and spin-based devices.
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The halide perovskites of the type AMX3 (A = organic
molecules or inorganic ions; M = Pb, Sn; X = Cl, Br, I)

are in the forefront of current interest, having re-emerged after
the groundbreaking recent discovery of their effectiveness in
photovoltaic cells.1−12 This stimulus caused a renaissance of
exploration of new intriguing physical phenomena with
potential prospects in a variety of applications including light-
emitting diodes,13−16 lasers,17−19 single photon sources,20−22

photodetectors,23 γ-ray detectors,24 and spintronic devices.25,26

The spin degree of freedom and in particular the Rashba effect
have attracted much attention in these materials.27−31 The
existence of the Rashba effect in CsPbBr3 nanocrystals and its
manifestation in the optical properties is the subject of this
work.
The AMX3 materials are composed of interconnected

[MX6]
−4 octahedral units, forming a 3D network with

cuboctahedral voids that accommodate organic/inorganic ions
(e.g., methylammonium [MA], formamidinium [FA];
Cs+).35−38 Such perovskite lattices often undergo various
structural distortion or even phase transitions to lower-
symmetry polymorphs upon application of an external
perturbation (e.g., temperature or pressure).39−45 The various
phases of AMX3 perovskites exhibit an unusual combination of

optical and electronic properties, including large optical
absorption coefficient46,47 with long carrier diffusion lengths
(up to microns).48−51 Furthermore, perovskite materials show
interesting excitonic properties,52−58 including suggestions of
anomalous spin effects.27−29

The electronic band structure near the band gap is mainly
composed of M and X atomic orbitals:59−64 the conduction
band edge is based on M orbitals with p angular momentum
character, while the valence band edge includes X p-orbitals
combined with M s-orbital contribution. The heavy metal (e.g.,
Pb) contribution to the conduction band induces strong spin−
orbit coupling (SOC), which lifts the degeneracy of the sextet p
manifold (including spin) into doublet (J = 1/2) and quartet (J
= 3/2) submanifolds. Hence, a band-edge optical absorption at
a symmetric point at the Brillouin zone involves a transition
from valence-band state with an angular momentum Jh = Sh =
1/2 (projection on z, mS = ±1/2) to the split-off conduction-
band state with Je = 1/2 (mJ = ±1/2). A single exciton (X)
recombination related to the Sh ↔ Je transition is anticipated to
have a structural symmetry dependence.65,66 This involves a
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splitting into a dark singlet (Jx = 0) and a degenerate bright
triplet (Jx = 1, mJ = ±1,0) states in a cubic structure, and a
further lifting of degeneracy in phases with lower symmetry or
under induced distortion.
Although the [PbX6]

−4 network dominates the electronic
band structure, the A-site ions have special impact on the
physical properties, due to their vibrational degrees of freedom.
The polar organic ions (e.g., MA or FA) form hydrogen bonds
to the halide anions,67,68 and thus their motion induces
displacement of the X and M ions.69 Hydrogen bond breaking
at elevated temperatures permits freer rotation of the organic
A+ ions, toward coherent alignment.67,70−77 Similarly, displacive
freedom of a relatively small inorganic ion like Cs+ within the
cuboctahedral void may induce a net polarization.78 In addition,
the M+2 (e.g., Sn, Pb) s2 lone pair can be stereochemically
active and able to induce a local symmetry breaking within the
[MX6]

−4 cage (see SI).79,80 All these atomic and orbital
displacements create crystalline distortion, which can lead to
(local or global) inversion-symmetry breaking and/or a buildup
of local polarization;67−69,72−80 when inversion symmetry
breaking is combined with SOC, it gives the so-called Rashba
effect.30−32,81,82

Rashba and Dresselhaus effects split the electronic bands in
crystals with SOC that lack inversion symmetry, giving pairs of
bands with counter-propagating spin directions.83,84 While a
coexistence of Rashba and Dresselhaus effects is expected to be
present in FASnI3,

33 theoretical investigations29−32,34,62 predict
only the Rashba effect in lead halide perovskites. Therefore, the
current work focuses on the Rashba effect. Despite a long
history of Rashba effect research in various materials and
investigations of various physical aspects of halide perovskites,75

experimental evidence linking the two has only recently
appeared in MAPbI3

85 and in the angle-resolved photoelectron
spectroscopy measurements of MAPbBr3.

86 Theoretical pre-
dictions have suggested that the Rashba effect suppresses
carrier recombination in the halide perovskites by making the
band-edge transitions spin- or momentum-forbidden.25,30,31

The current work investigates the interplay of Rashba and
band-edge excitonic effects in CsPbBr3 single colloidal
nanocrystals (NCs) in particular showing evidence for the
Rashba effect in the excitonic magneto-photoluminescence
spectra of CsPbBr3 at low temperatures. This study investigates
the band-edge excitonic transitions by measuring the linearly
and circularly polarized photoluminescence of a single particle
under an applied magnetic field. The experiments resolve
discrete narrow excitonic transitions with an energy splitting
that increases nonlinearly with the magnetic field strength. The
nonlinearity in the exciton photoluminescence (PL) splitting
observed in the experiment is supported by our theoretical
calculations, suggesting a crossover between the Rashba effect
at low magnetic fields to a Zeeman effect at higher fields.
The all-inorganic bromide perovskite CsPbBr3 was selected

for the current study due to its relative chemical and
photochemical stability,2,8,87 and facile access to cubic-shaped,
monodisperse NCs via colloidal synthesis.1,3,88,89 The CsPbBr3
NCs under consideration were synthesized using an established
procedure,1,3 possess an orthorhombic crystallographic struc-
ture (space group Pnma, 62), and have sizes of 9.5 ± 0.1 nm;
see transmission electron microscopy (TEM) images in the
Supporting Information (SI), Figure S1 and a variable
temperature X-ray diffraction observation as reported in ref
90. The magneto-optical properties of a single NC of CsPbBr3
were detected by immersing them in a magneto-cryogenic

system, when mounted on a confocal fiber-based probe with a
submicron excitation spot, referred to as micro-PL (μ-PL). For
further details, see a description in the SI. The excitation power
was <50 W·cm−2, ensuring the generation of single excitons
(see SI, Figure S2). Figure 1a displays a set of reflectance

(green curves) and PL spectra (blue curves) of an ensemble of
NCs, monitored near the band edge and recorded at various
temperatures. The reflectance spectra are dominated by
dispersive signals overlapped by the emission high-energy
side tails. The reflectance curves have been fitted to the real
part of a linear susceptibility according to the Kramers−Kronig

relation, = + · − + Γ
Γ + −( )R E R R( ) E E i

E E0 x ( )
x x

x
2

x
2 (see black dashed

curves), where R0 is the background, Rx is the amplitude, Ex is
the resonance energy (viz., band gap energy), and Γx is the
broadening parameter.91 The emission spectra are ascribed to
exciton transitions with extensive interpretation provided
below. It is seen from Figure 1a that the reflectance and
emission spectra both show a shift to higher energy (“blue
shift”) with an increase of the temperature, which is in
contradiction to the behavior of many II−VI and III−V
compound semiconductors but is often found in group IV
elemental semiconductors.43,58,92,93 The PL Stokes shift is
positive and ranges from 4−7 meV at low temperatures (4.2−
50 K). The exciton lifetime was monitored by following a PL-
decay curve (Figure S3), revealing a change of the lifetime from
0.5 to 20 ns with the increase of the temperature from 4.2 K to
room temperature. The observed lifetime is compatible with
the most recent reports.21−23

In order to validate the rich physical phenomena in CsPbBr3,
the magneto-optical experiment discussed below solely focuses
on a single NC at 4.2 K. Figure 1b presents μ-PL spectra of
three individual NCs, characterized by sharp bands (with full
width at half-maximum [fwhm] ∼0.9 meV) and weak
subsidiary bands. The spectra from individual NCs are
compared with that of an ensemble (see blue curve in Figure
1b), illustrating the superior spectral resolution when
monitoring an individual NC (limited by the experimental
resolution of 0.4 meV). Additional observations of single NC μ-

Figure 1. (a) Reflectance (R) and PL spectra of ensemble of CsPbBr3
NCs. The black dashed curves are fit to the reflectivity spectra, with
exciton peak energy (Ex) 2.365 eV at 4.2 K, 2.371 eV at 30 K, and 2.38
eV at 50 K. (b) μ-PL spectra of three individual NCs and broad
emission (blue curve) of an ensemble of NCs. (c) Intensity trace of
representative μ-PL of a single NC.
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PL spectra are shown in Figure S4. Furthermore, Figure 1c
exhibits an intensity trace of a representative μ-PL sharp band
shown in Figure 1b, showing only small jitter around the mean
peak intensity without “off” times, suggesting blinking-free
exciton recombination. The time-traces of the NCs were
examined with and without magnetic field. Additional traces
beyond Figure 1c are shown in Figure S5, presenting spectral
stability under magnetic field. The blinking-free behavior is in
agreement with a recent report on CsPbClxBr3−x,

20 and
CsPbBr3,

94 but in contradiction to cases that showed
pronounced fluorescence intermittencies in iodide and bromide
perovskites, resembling the blinking phenomenon in three-
dimensional colloidal quantum dots.21,22

Figure 2a,b shows unpolarized μ-PL spectra of two different
single CsPbBr3 NCs, recorded with and without a magnetic
field (B), as labeled in the panel. The spectra at B = 0 T include
a dominant band associated with the band-edge exciton
recombination, which together with weak shoulders at the

low- and high-energy tails are marked as spectral regime I. Also,
the μ-PL spectra contain one or more broad peaks blue-shifted
by 2.3 meV (labeled as regime II) and 5.7 meV (labeled as
regime III) from that of the exciton peak. The exciton band in
regime I was best fit by two Lorentzian functions after
subtracting their shoulders (see SI, Figure S6) with an interpeak
energy gap that varies from one NC to another from 0.2 to 0.4
meV at B = 0 T. The energy gap increases with B strength, up
to 1.3 meV at 8 T. Figure 2c displays a statistical analysis of
1500 spectral scans of one NC, “Dot 1”, by plotting the
Lorentzian functions’ maxima versus B (colored symbols). A fit
to the experimental points is shown by the solid lines, which
clearly reveals the existence of an energy split at 0 T. This is not
compatible with a fit with a vanishing gap at B = 0 T (dashed
lines). Lorentzian deconvolution of excitons in other NCs are
shown at the SI, Figures S7, further supporting the existence of
energy split at B = 0 T. Figure 2d displays a plot of the peak
splitting energy gap, ΔE, of the unpolarized exciton of “Dot 2”
versus B (red squares). It is evident from Figure 2d that the
splitting cannot be fitted to a linear Zeeman function (green
curve) and neither to a quadratic Zeeman function (blue curve)
according to equations given in refs 95 and 96. Additional
attempts to implement a normal and anomalous Zeeman fit
(see SI, Figure S8) showed a large deviation from experiment.
Hence, the two peaks resolved by the Lorentzian deconvolu-
tion, persisting even at vanishing magnetic field and the
nonlinear dependence on B, are at odds with a Zeeman
mechanism. The presented theoretical calculation below, which
considers both the Zeeman and Rashba terms, does explain the
observed nonlinear dependence of the PL splitting versus
magnetic field, as well as the nonvanishing energy split at B = 0
T (black circles in Figure 2d). Detailed elaboration of the
combined Rashba and Zeeman model is discussed below and in
the SI.
To understand the character of the splitting of the exciton

band, we record linearly polarized spectra under the influence
of a magnetic field of 8 T, excited by unpolarized and off-
resonant light, as shown for Dot 1 in Figure 3a. The emission

Figure 2. (a,b) Unpolarized μ-PL spectra (blue curves) of two
different CsPbBr3 single NCs, recorded at B = 0 and B = 8 T at 4.2 K.
The spectra are divided into three regimes I, II, and III, as discussed in
the text. (c) Plot of the major band split-component energy (collected
from 1500 different μ-PL scans of Dot 1) versus strength of a magnetic
field (colored dots represent fits to experimental spectral peaks at one
B field value, the black line is the best fit as a function of B, while the
dashed lines are attempts to fit the data with a zero split at B = 0 T. (d)
Plot of energy split, ΔE, of an exciton band in regime I (red squares)
versus magnetic field strength for Dot 2. Green and blue lines are fits
to linear and quadratic Zeeman equations, respectively. The black
circles correspond to theoretical calculations including Rashba Zeeman
interactions.

Figure 3. (a) Orthogonal linearly polarized μ-PL split components
(red/blue curves) of a single NC, recorded at B = 8 T, excited by
unpolarized and off-resonant light. The detected linear polarization
axes are indicated by orthogonal arrows. The black curve is
unpolarized detection. (b) Polar plot of the exciton band as in panel
(a), showing polarization dependence of high-energy (EHigh) and low-
energy (ELow) peaks, respectively. The dashed lines show the
theoretical linear polarization dependence, calculated from the exciton
model (see text). (c) PL difference spectrum of the 60°/150°
orthogonal linear polarizations shown in panel (a).
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beam is detected with a linear polarizer, rotated between two
orthogonal orientations (red and blue curves) with respect to a
laboratory axis (angles are marked as insets). The correspond-
ing unpolarized spectrum is shown by a black curve, and it is
the sum of each pair of orthogonal components (top/middle/
bottom spectra in Figure 3a). The blue and red curves are
nearly completely nonoverlapping and show the greatest
contrast at a specific orthogonal position of 60°/150° (middle
spectra), probably due to coincident alignment of one unique
crystallographic axis with the direction of B. Figure 3b displays
a polar plot of the split exciton band in spectral regime I,
recorded at 8 T. This plot shows two nearly orthogonal open-
eight shapes, where the colored symbols corresponding to the
high-energy (EHigh) and low-energy (ELow) bands as marked in
panel a and the dashed line refers to the theoretical simulation
as discussed below. A figure-eight shape represents a linear
polarization behavior; however, deviation from a perfect figure-
eight and perfect orthogonality suggest the existence of
elliptical polarization rather than pure linear polarization (see
discussion below). Figure 3c displays a difference spectrum of
the 60°/150° components from panel a, emphasizing the
(nearly) full polarization. A careful look at this difference
exposes inter-relationships among bands. Examination of the
three different spectral regimes (labeled I, II, and III in Figure
2b) highlights positive and negative pairs in each regime. While
the predominant band in regime I is assigned to an exciton
transition, the polarization correlation of regimes II and III with
that of I resembles a behavior of either phonon-replica as anti-
Stokes lines, decay from forbidden states or excited-state
excitons. Excited-state excitons are unlikely due to the low
power of the excitation. Polarized transition from dark states
(more likely with an angular momentum of Jx = 0) are also
unexpected (see below). The occurrence of a phonon anti-
Stokes transitions is a plausible process, however the discussion
about it is provided later in the manuscript. Here, we mainly
focus the discussion on the ground-state excitonic transitions
(spectral regime I).
At this point we proposed that the exciton split components

shown in Figure 2a are related to the bright exciton mx = ±1
emission, where the linear polarization characteristic (shown in
Figure 3a) is associated with the linear recombination of the
projections, mJ. The deviation from a pure linear polarization
(shown by the polar plot in Figure 3b) may originate from a
shape distortion, which induces considerable mixing with
nearby dark states (e.g. Jx = 0, mx = 0, or Jx = 1, mx = 0). This
hypothesis will be further elaborated below. Similar assignment
to band-edge polarized transitions was most recently given in
ref 94, published during the process of reviewing the present
work.
Figure 4a presents a set of μ-PL spectra of a single NC,

excited by unpolarized light, and detected via left and right
circular polarizers (a combination of quarter-wave plate and
linear polarizer). Comparable to the unpolarized and linearly
polarized spectra, the evolution of each circular component in
regime I shows a splitting into high-energy (EHigh) and low-
energy (ELow) bands, related to a recombination of the Jx = 1,
mx = ± 1 bright excitons. In fact, the ELow component has a very
weak dependence on B, supposedly due to the influence of a
nearby Jx = 1, mx = 0 state, spaced apart by ∼1 meV (see
theoretical model at the SI). The circular polarization of
regimes II and III have a correlation to that of regime I (not
shown here), in a similar manner to the behavior found in the
linearly polarized spectra (Figure 3c). Overall, the coexistence

of both linear and circular polarization of the same optical
transitions up to the highest measured magnetic field, as was
shown in Figures 3 and 4, indicates the presence of elliptical
polarization. As will be discussed below, the deviation from a
pure polarization is related to a centrosymmetry breaking which
consequently leads to state mixing with nearby dark states.
To understand the experimental observations, we develop a

model for excitonic PL in CsPbBr3, taking into account Rashba
and magnetic-field effects. We write the Hamiltonian for the
exciton relative coordinate (r) degree of freedom as

α σ α σ μ σ σ= −
∇⃗

+ + ⃗ − ⃗ ̂ × ∇⃗ + ⃗ ⃗ − ⃗H
m

V r n i B g g
2

( ) ( )( )
1
2

( )r
2

r
e e h h r B e e h h

(1)

Here, V(r) is the electron−hole interaction, mr is the reduced
mass, αe and αh are Rashba coefficients for electron and hole,
respectively, and ge and gh are g-factors for electron and hole,
respectively.
The spin degrees of freedom in the conduction-band

manifold (mJ = ±1/2) and valence-band manifold (mS = ±1/
2) states are represented by the Pauli matrices, σ⃗e and σ⃗h,
respectively. As the orthorhombic phase of CsPbBr3 possesses
inversion symmetry, symmetry breaking arises mainly by a
surface effect or due to a lattice distortion induced by the Cs+

motion normal to a surface.78,80 Hence, inversion symmetry
breaking combined with internal spin−orbit coupling in these
compounds satisfies the conditions for the Rashba effect. The
surface normal is denoted by n̂ in eq 1. A detailed derivation of
this Hamiltonian is given in the SI. In the following, we have
used Rashba parameters of αe = 0.2 eV·Å and αh = 0.05 eV·Å.
The valence-band Rashba parameter is expected to be smaller
than the conduction-band Rashba parameter, as suggested by
DFT calculations on halide perovskite tetragonal phases.29 We
have fixed the g-factors to be ge = 1.6 and gh = 0.8, which are in
fair agreement with the total effective g-factor of geff = 2.3
measured under high magnetic fields,55 as well as the g-factor
difference Δg = 0.65 measured in ref 27.
We numerically solve eq 1 for excitonic energy levels, using a

localized basis set for the relative coordinate degree of freedom.
We calculate PL spectra from the solutions of our exciton

Figure 4. (a) μ-PL spectra of a single NC, excited by unpolarized light
but detected with left and right circular polarizations. (b) Calculated
PL spectra from exciton model for right-polarized (σ+) and left-
polarized (σ−) light.

Nano Letters Letter

DOI: 10.1021/acs.nanolett.7b02248
Nano Lett. 2017, 17, 5020−5026

5023

http://pubs.acs.org/doi/suppl/10.1021/acs.nanolett.7b02248/suppl_file/nl7b02248_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.nanolett.7b02248/suppl_file/nl7b02248_si_001.pdf
http://dx.doi.org/10.1021/acs.nanolett.7b02248


model and optical matrix elements. The calculated circularly
polarized spectra are depicted in Figure 4b, following the color
scheme of Figure 4a. The model and experiment match closely,
when elliptical polarization consistent with the experimental
spectra is used. The calculated PL spectra show that the
splitting of the PL peak is small for B < 4 T, and increases
rapidly above 4 T. This trend is also observed in our
experimental spectra (Figures 2b and 4a). Linearly polarized
spectra calculated from this exciton model are in a good
agreement with experiment (see a fit to the polar plot in Figure
3b by the dashed lines). The calculated circularly polarized
spectra (Figure 4b) show that, at large magnetic fields (8 T),
each PL peak contains both right- and left- polarized
components related to the Jx = 1, mx = ±1 components. The
observation seen in the experimental circularly polarized spectra
(Figure 4a) is a result of elliptical polarization. In other words,
it results from the breaking of the perfect circular polarization
selection rules observed in bulk CsPbBr3 at high magnetic
fields.55 We attribute this elliptically polarized exciton emission
to strong centrosymmetry breaking due to a distortion normal
to the surface or due to the surface itself, as well as to an
induced mixing with nearby dark states. The high-energy and
low-energy peaks in Figure 4a contain different ratios of left-
and right-pol ELow transition experiences mixing with close by
dark state. This effect is captured in our model by using
asymmetric transition dipole matrix elements (see SI).
Because of the coexistence of Rashba and Zeeman terms in

eq 1, the exciton wave functions are in general not eigenstates
of σ⃗e and σ⃗h but are mixtures of different electron and hole spin
states. At large magnetic fields, the Zeeman term dominates and
the splitting of bright exciton levels displays a linear magnetic
field dependence, as reported by Galkowski et al.55 In this
regime, the electron and hole spins are aligned (anti)parallel to
the magnetic field. On the other hand, the Rashba term
dominates at B ≈ 0. In this limit, the exciton eigenstates are
instead singlet and triplet combinations of electron and hole
spins. The spin−orbit coupling responsible for the Rashba
effect causes a splitting between the singlet and triplet states,
resulting in the B = 0 splitting seen in Figures 2c and 2d.
Therefore, a crossover between Rashba and Zeeman physics is
expected to occur at intermediate magnetic fields. An order of
magnitude estimate for the crossover magnetic field is when the
Zeeman splitting energy is equal to the singlet−triplet splitting
caused by the Rashba effect: μ α≈ Δ( )g B a E( / ) /1

2 B 0
2

b, where

a0 is the exciton Bohr radius and ΔEb is the difference in
binding energy of the excitons with s and p envelope functions
(see SI). Taken together, the existence of two distinct peaks in
the zero magnetic-field spectra and the nonlinearity in the
exciton PL splitting observed in the experiment and in our
theory (Figure 2c) are signs of the Rashba effect in these NCs.
It should be noted that a recent paper exploring the influence

of optical properties at giant magnetic fields (up to 100 T)
excluded the contribution of Rashba effect.55 Our work is
performed at a very fine spectral resolution under much lower
magnetic-field strengths. There is likely no contradiction
between these experimental efforts, as we expect the Rashba
effect to be negligible compared to the Zeeman term under the
strong magnetic fields of ref 55.
Given the preceding discussion of the Rashba effect, we

return to the observation of the anti-Stokes side-bands (Figure
3). The energies of these side-bands are shifted from the main
exciton band by 2.3 and 5.7 meV. These energies correlate well

with Cs+ polar phonon modes identified by Raman spectros-
copy and DFT calculations.78,97,98 The circumstance for the
appearance of pronounced anti-Stokes bands over the Stokes
bands is possibly related to the structural distortions induced by
illumination, resulting in nonthermal phonon populations
which could change the relative weights of Stokes/anti-Stokes
bands. Given the complexity of this mechanism, which involves
dynamical, excitonic, and spin degrees of freedom, we defer a
detailed investigation to a future publication.
In conclusion, we have presented magneto-PL spectra of

single nanocrystals of CsPbBr3 in magnetic fields up to 8 T.
The improved resolution afforded by these single nanocrystal
measurements has allowed for the observation of a crossover
between Rashba and Zeeman physics in this system, providing
the first experimental proof of Rashba effects on the PL spectra
of a halide perovskite. We demonstrate analytically and
numerically that a model incorporating Rashba and Zeeman
physics can reproduce the observed B field dependence and
polarization dependence of exciton emission spectra. By
showing that excitonic properties are strongly affected by the
Rashba effect, this work has advanced the understanding of the
spin−orbit and Rashba effects in the photovoltaic properties of
the halide perovskites.
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Vanderlinden, W.; Sichert, J. A.; Tong, Y.; Polavarapu, L.; Feldmann,
J.; Urban, A. S. Adv. Mater. 2016, 28, 9478−9485.
(90) Bertolotti, F.; Protesescu, L.; Kovalenko, M. V.; Yakunin, S.;
Cervellino, A.; Billinge, S. J.; Terban, M. W.; Pedersen, J. S.;
Masciocchi, N.; Guagliardi, A. ACS Nano 2017, 11, 3819−3831.
(91) Korona, K. P.; Wysmol, A.; Pakul, K.; Stepniewski, R.;
Baranowski, J. M.; Grzegory, I.; Wroblewski, M.; Porowski, S. Appl.
Phys. Lett. 1996, 69, 788−790.
(92) Wright, A. D.; Verdi, C.; Milot, R. L.; Eperon, G. E.; Peŕez-
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