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ABSTRACT

In this paper we present a technique that employ Artificial Neural Networks and expert systems
to obtain knowledge for the learner model in the Linear Programming Intelligent Tutoring
System(LP-ITS) to be able to determine the academic performance level of the learners in order
to offer him/her the proper difficulty level of linear programming problems to solve. LP-ITS uses
Feed forward Back-propagation algorithm to be trained with a group of learners data to predict
their academic performance. Furthermore, LP-ITS uses an Expert System to decide the proper
difficulty level that is suitable with the predicted academic performance of the learner. Several
tests have been carried out to examine adherence to real time data. The accuracy of predicting the
performance of the learners is very high and thus states that the Artificial Neural Network is
skilled enough to make suitable predictions.
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ABSTRACT

In the era of the fourth industrial revolution, measuring and ensuring the reliability, efficiency and
safety of the industrial systems and components are one of the uppermost key concern. In
addition, predicting performance degradation or remaining useful life (RUL) of an equipment
over time based on its historical sensor data enables companies to greatly reduce their
maintenance cost. In this way, companies can prevent costly unexpected breakdown and become
more profitable and competitive in the marketplace. This paper introduces a deep learning-based
method by combining CNN(Convolutional Neural Networks) and LSTM (Long Short-Term
Memory)neural networks to predict RUL for industrial equipment. The proposed method does not
depend upon any degradation trend assumptions and it can learn complex temporal representative
and distinguishing patterns in the sensor data. In order to evaluate the efficiency and effectiveness
of the proposed method, we evaluated it on two different experiment: RUL estimation and
predicting the status of the 10T devices in 2-week period. Experiments are conducted on a
publicly available NASA’s turbo fan-engine dataset. Based on the experiment results, the deep
learning-based approach achieved high prediction accuracy. Moreover, the results show that the
method outperforms standard well-accepted machine learning algorithms and accomplishes
competitive performance when compared to the state-of-the art methods.
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ABSTRACT

With an aging population that continues to grow, the protection and assistance of the older
persons has become a very important issue. Fallsare the main safety problems of the elderly
people, so it is very important to predict the falls. In this paper, a gait prediction method is
proposed based on two kinds of LSTM. Firstly, the lumbar posture of the human body is
measured by the acceleration gyroscope as the gait feature, and then the gait is predicted by the
LSTM network. The experimental results show that the RMSE between the gait trend predicted
by the method and the actual gait trend can be reached a level of 0.06 + 0.01. And the Phased
LSTM has a shorter training time. The proposed method can predict the gait trend well.
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ABSTRACT

The development of convolutional neural networks(CNN) has provided a new tool to make
classification and prediction of human's body motion. This project tends to predict the drop point
of a ball thrown out by experimenters by classifying the motion of their body in the process of
throwing. Kinect sensor v2 is used to record depth maps and the drop points are recorded by a
square infrared induction module. Firstly, convolutional neural networks are made use of to put
the data obtained from depth maps in and get the prediction of drop point according to
experimenters' motion. Secondly, huge amount of data is used to train the networks of different
structure, and a network structure that could provide high enough accuracy for drop point
prediction is established. The network model and parameters are modified to improve the
accuracy of the prediction algorithm. Finally, the experimental data is divided into a training
group and a test group. The prediction results of test group reflect that the prediction algorithm
effectively improves the accuracy of human motion perception.
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ABSTRACT

Digital advertising is growing massively all over the world, and, nowadays, is the best way to
reach potential customers, where they spend the vast majority of their time on the Internet. While
an advertisement is an announcement online about something such as a product or service,
predicting the probability that a user do any action on the ads, is critical to many web
applications. Due to over billions daily active users, and millions daily active advertisers, a
typical model should provide predictions on billions events per day. So, the main challenge lies in
the large design space to address issues of scale, where we need to rely on a subset of well-
designed features. In this paper, we propose a novel feature engineering framework, specialized
in feature selection using the efficient statistical approaches, which significantly outperform the
state-of-the-art ones. To justify our claim, a large dataset of a running marketing campaign is
used to evaluate the efficiency of the proposed approaches, where the results illustrate their
benefits.
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DATA MINING FOR INTEGRATION AND
VERIFICATION OF SOCIO-GEOGRAPHICAL
TREND STATEMENTS IN THE CONTEXT OF
CONFLICT RISK

Vera Kamp, Jean-Pierre Knust, Reinhard Moratz, Kevin Stehn, Soeren Stoehrmann

University of Muenster

ABSTRACT

Data mining enables an innovative, largely automatic meta-analysis of the relationship between
political and economic geography analyses of crisis regions. As an example, the two approaches
Global Conflict Risk Index (GCRI) and Fragile States Index (FSI) can be related to each other.
The GCRI is a quantitative conflict risk assessment based on open source data and a statistical
regression method developed by the Joint Research Centre of the European Commission. The FSI
is based on a conflict assessment framework developed by The Fund for Peace in Washington,
DC. In contrast to the quantitative GCRI, the FSI is essentially focused on qualitative data from
systematic interviews with experts. Both approaches therefore have closely related objectives, but
very different methodologies and data sources. It is therefore hoped that the two complementary
approaches can be combined to form an even more meaningful meta-analysis, or that
contradictions can be discovered, or that a validation of the approaches can be obtained if there
are similarities. We propose an approach to automatic meta-analysis that makes use of machine
learning (data mining). Such a procedure represents a novel approach in the meta-analysis of
conflict risk analyses.
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SELF LEARNING COMPUTER TROUBLESHOOTING
EXPERT SYSTEM

Amanuel Ayde Ergado

Department of Information science, Jimma University, Jimma, Ethiopia.

ABSTRACT

In computer domain the professionals were limited in number but the numbers of institutions
looking for computer professionals were high. The aim of this study is developing self learning
expert system which is providing troubleshooting information about problems occurred in the
computer system for the information and communication technology technicians and computer
users to solve problems effectively and efficiently to utilize computer and computer related
resources. Domain knowledge was acquired using semistructured interview technique,
observation and document analysis. Domain experts were purposively selected for the interview
question. The conceptual model of the expert system was designed by using a decision tree
structure which is easy to understand and interpret the causes involved in computer
troubleshooting. Based on the conceptual model, the expert system was developed by using ‘if —
then’ rules. The developed system used backward chaining to infer the rules and provide
appropriate recommendations. According to the system evaluators 83.6% of the users were
satisfied with the prototype.
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ABSTRACT

On the basis of their use, the DSS has received positive feedback from the University's decision
makers. Making use of Intelligent Decision Support Systems (IDSS) technologies suited to
provide decision support in the higher education environments, by generating and presenting
relevant information and knowledge which are helpful in taking the decision regarding admission
management in higher education colleges or universities. The university decision makers' needs
and the DSS components are identified with the help of survey done. In this paper the
components of a decision support system (DSS) for developing student admission policies in
higher education institute or in the university and the architecture about DSS based on ERP are
proposed followed by how intelligent DSS in conjunction with ERP helps to overcome the
drawbacks , if ERP is used alone in higher education institutes.

KEYWORDS

Intelligent systems, Decision support, Decision Support Systems (DSS), ERP, Higher
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ABSTRACT

An attempt is made to develop a smart toy to help the children suffering with communication
disorders. The children suffering with such disorders need additional attention and guidance to
understand different types of social events and life activities. Various issues and features of the
children with speech disorders are identified in this study and based on the inputs from the study,
a working architecture is proposed with suitable policies. A prediction module with a checker
component is designed in this work to produce alerts in at the time of abnormal behaviour of the
child with communication disorder. The model is designed very sensitively to the behaviour of
the child for a particular voice tone, based on which the smart toy will change to tones
automatically. Such an arrangement proved to be helpful for the children to improve the
communication with other due to the inclusion of continuous training for the smart toy from the
prediction module.
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Tracking

For More Details: http://aircconline.com/ijaia/\V10N3/10319ijaia03.pdf

Volume Link: http://airccse.org/journal/ijaia/current2019.html



http://aircconline.com/ijaia/V10N3/10319ijaia03.pdf
http://airccse.org/journal/ijaia/current2019.html

REFERENCES

[1]
(2]

[3]

[4]

[5]

R. B. Shepherd. ed. Cerebral palsy in infancy. Elsevier Health Sciences, 2014.

R. J. Love, E. L. Hagerman, and E. G. Taimi. "Speech performance, dysphagia and oral reflexes in
cerebral palsy.” Journal of Speech and Hearing Disorders 45, no. 1 (1980): 59-75.

C. Weitz, M. Dexter, J. Moore, S. L. Glennon, and D. C. DeCoste. "AAC and children with
developmental disabilities.” Handbook of augmentative and alternative communication (1997): 395-
431.

G. Cumley, and S. Swanson. "Augmentative and alternative communication options for children
with developmental apraxia of speech: Three case studies.” Augmentative and Alternative
Communication 15, no. 2 (1999): 110-125.

E. A. Strand, A. Skinder, and A. J. Caruso. "Treatment of developmental apraxia of speech: Integral
stimulation methods.” Clinical management of motor speech disorders in children (1999): 109-148.

[6] A. J. Caruso, and E. A. Strand, eds. Clinical management of motor speech disorders in children. New

[7]

8]

[9]

[10]

York: Thieme, 1999.

N. J. Scherer, L. L. D'Antonio, and J. R. Rodgers. "Profiles of communication disorder in children
with velocardiofacial syndrome: comparison to children with Down syndrome."” Genetics in Medicine
3, no. 1 (2001): 72.

L. Pennington, J. Goldbart, and J. Marshall. "Speech and language therapy to improve the
communication skills of children with cerebral palsy.' Cochrane Database of Systematic Reviews
2 (2004).

L. Kumin. "Speech intelligibility and childhood verbal apraxia in children with Down
syndrome." Down Syndrome Research and Practice 10, no. 1 (2006): 10-22.

P. Howlin. "Augmentative and alternative communication systems for children with autism."
Social and communication development in autism spectrum disorders: Early identification, diagnosis,
and intervention (2006): 236-266.

[11] J. Light and K. Drager. "AAC technologies for young children with complex communication

[12]

[13]

[14]

needs: State of the science and future research directions." Augmentative and alternative
communication 23, no. 3 (2007): 204-216.

J. E. Roberts, J. Price, and C. Malkin. "Language and communication development in Down
syndrome." Mental retardation and developmental disabilities research reviews 13, no. 1 (2007): 26-
35.

R. Paul. "Interventions to improve communication in autism." Child and adolescent psychiatric clinics
of North America 17, no. 4 (2008): 835-856.

F. J. Sansosti and K. A. Powell-Smith. "Using computer-presented social stories and video models to
increase the social communication skills of children with high-functioning autism spectrum
disorders." Journal of Positive Behavior Interventions 10, no. 3 (2008): 162-178.


https://pdfs.semanticscholar.org/ea44/bddfaa44ccfa2c1a940e7dbd60913c1a7a01.pdf
https://pdfs.semanticscholar.org/ea44/bddfaa44ccfa2c1a940e7dbd60913c1a7a01.pdf
https://www.cochranelibrary.com/cdsr/doi/10.1002/14651858.CD003466/full
https://www.cochranelibrary.com/cdsr/doi/10.1002/14651858.CD003466/full
https://www2.waisman.wisc.edu/vocal/docs/pres/2015_ASHA_Wild-Vorperian-Kent-Speech-Intelligibility-Down-Syndrome.pdf
https://www2.waisman.wisc.edu/vocal/docs/pres/2015_ASHA_Wild-Vorperian-Kent-Speech-Intelligibility-Down-Syndrome.pdf
https://www.cogentoa.com/article/10.1080/2331186X.2015.1045807.pdf
https://aac.psu.edu/wp-content/uploads/2012/01/LightDrager2007_StateOfAACFutureDirections.pdf
https://aac.psu.edu/wp-content/uploads/2012/01/LightDrager2007_StateOfAACFutureDirections.pdf
http://users.clas.ufl.edu/msscha/PreMed/downsyndrom_communication.pdf
http://users.clas.ufl.edu/msscha/PreMed/downsyndrom_communication.pdf

[15]

[16]

R. Lang, W, Machalicek, M. Rispoli, and A. Regester. "Training parents to implement
communication interventions for children with autism spectrum disorders (ASD): A systematic
review." Evidence-Based Communication Assessment and Intervention 3, no. 3 (2009): 174-190.

N. Thomas-Stonell, B. Oddson, B. Robertson, and P. Rosenbaum. "Predicted and observed outcomes
in_preschool children following speech and language treatment: Parent and clinician perspectives."

[17]

[18]

[19]

[20]

[21]

[22]

Journal of Communication Disorders 42, no. 1 (2009): 29-42.

M. Flippin, S. Reszka, and L. R. Watson. "Effectiveness of the Picture Exchange Communication
System (PECS) on communication and speech for children with autism spectrum disorders: A
metaanalysis." American Journal of Speech-Language Pathology (2010).

B. R. Ingersoll. "Teaching social communication: A comparison of naturalistic behavioral and
development, social pragmatic approaches for children with autism spectrum disorders."
Journal of Positive Behavior Interventions 12, no. 1 (2010): 33-43.

H. A. Lim. "Effect of “developmental speech and language training through music” on speech
production in children with autism spectrum disorders." Journal of music therapy 47, no. 1 (2010): 2-
26.

L. A. Vismara and S. J. Rogers. "Behavioral treatments in autism spectrum disorder: what do we
know?."" Annual review of clinical psychology 6 (2010): 447-468.

J. B. Ganz, T. L. Earles-Vollrath, A. K. Heath, R. I. Parker, M. J. Rispoli, and J. B. Duran. "A
metaanalysis of single case research studies on aided augmentative and alternative communication
systems with individuals with autism spectrum disorders." Journal of autism and developmental
disorders 42, no. 1 (2012): 60-74.

C. Y. Wan, L. Bazen, R. Baars, A. Libenson, L. Zipse, J. Zuk, A. Norton, and G. Schlaug.
"Auditorymotor mapping training as an intervention to facilitate speech output in _non-verbal
children with autism: a proof of concept study." PloS one 6, no. 9 (2011): e25505.

[23] S. Ramdoss, R. Lang, A. Mulloy, J. Franco, M. O’Reilly, R. Didden, and G. Lancioni. "Use of

[24]

[25]

[26]

[27]

[28]

computer-based interventions to teach communication skills to children with autism spectrum
disorders: A systematic review." Journal of Behavioral Education 20, no. 1 (2011): 55-76.

C. Adams, E. Lockton, J. Freed, J. Gaile, G. Earl, K. McBean, M. Nash, J. Green, A. Vail, and J.
Law. "The Social Communication Intervention Project: a randomized controlled trial of the
effectiveness of speech and language therapy for school-age children who have pragmatic and social
communication problems with or without autism spectrum disorder.”" International Journal of
Language & Communication Disorders 47, no. 3 (2012): 233-244.

L. Koegel, R. Matos-Freden, R. Lang, and R. Koegel. "Interventions for children with autism
spectrum _disorders in inclusive school settings.” Cognitive and Behavioral practice 19, no. 3
(2012): 401-412.

J. B. Ganz, R. L. Simpson, and E. M. Lund. "The picture exchange communication system (PECS): A
promising method for improving communication skills of learners with autism spectrum disorders."
Education and Training in Autism and Developmental Disabilities (2012): 176-186.

R. Paul, D. Campbell, K. Gilbert, and I. Tsiouri. "Comparing spoken language treatments for
minimally verbal preschoolers with autism spectrum disorders." Journal of Autism and
Developmental Disorders 43, no. 2 (2013): 418-431.

O. Grynszpan, P. L. Weiss, F. Perez-Diaz, and E. Gal. "Innovative technology-based interventions for
autism spectrum disorders: a meta-analysis." Autism 18, no. 4 (2014): 346-361.


https://pdfs.semanticscholar.org/a807/139ed02517444edfc788a4a5a954c693fc6b.pdf
https://pdfs.semanticscholar.org/a807/139ed02517444edfc788a4a5a954c693fc6b.pdf
https://journals.sagepub.com/doi/10.1177/1098300709334797
https://journals.sagepub.com/doi/10.1177/1098300709334797
http://dcautismparents.org/yahoo_site_admin/assets/docs/ABA_6.9260059.pdf
http://dcautismparents.org/yahoo_site_admin/assets/docs/ABA_6.9260059.pdf
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0025505
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0025505
https://digitalcommons.sacredheart.edu/cgi/viewcontent.cgi?article=1000&context=speech_fac
https://digitalcommons.sacredheart.edu/cgi/viewcontent.cgi?article=1000&context=speech_fac
https://www.ncbi.nlm.nih.gov/pubmed/22733301
https://www.ncbi.nlm.nih.gov/pubmed/22733301

[29]

C. F. Norbury. "Practitioner review: Social (pragmatic) communication disorder conceptualization,
evidence and clinical implications.” Journal of Child Psychology and Psychiatry 55, no. 3 (2014):
204-216.

[30] J. Light, and D. Mcnaughton. "Designing AAC research and intervention to improve outcomes
for individuals with complex communication needs." (2015): 85-96.

[31] N. C. Brady, S. Bruce, A. Goldman, K. Erickson, B. Mineo, B. T. Ogletree, D. Paul, M. A. Romski,
R. Sevcik, E. Siegel, and J. Schoonover. "Communication services and supports for_individuals
with severe disabilities: Guidance for assessment and intervention.” American journal on
intellectual and developmental disabilities 121, no. 2 (2016): 121-138.

[32] CDC,2013. Early Warning Signs of Autism Spectrum Disorder. [Online] Awvailable at URL:
<https://www.cdc.gov/ncbddd/actearly/autism/curriculum/documents/Early-Warning-
SignsAutism_508.pdf>, [accessed on April 3, 2019].

[33] Austim Topics, Autism - Triad of Impairments. [Online] Available at URL:
<http://www.autismtopics.org/t3%20autism%20triad.html>, [accessed on April 4, 2019].

[34] Q. H. Terry. How Al-enabled toys are modelling our Children: Do you really want a toy to grow with
your child? [November 2018], [Online] Available at URL: <https://medium.com/futuresin/how-
aienabled-toys-are-molding-our-children-d2ca2f6abd40>, [accessed on April 6, 2019].

[35] J. I. Olszewska. "Automated face recognition: challenges and solutions.” In_Pattern
RecognitionAnalysis and Applications. IntechOpen, 2016.

[36] S. Krig. Computer vision metrics: Survey, taxonomy, and analysis. Apress, 2014.

[37] K. Choi, G. Fazekas, M. Sandler, and K. Cho. "A comparison of audio signal preprocessing methods
for deep neural networks on music tagging." In 2018 26th European Signal Processing Conference
(EUSIPCO), pp. 1870-1874. IEEE, 2018.

[38] B. Ko. "A brief review of facial emotion recognition based on visual information." sensors 18, no. 2
(2018): 401

Author

Amr Jadi was born in Medina of Saudi Arabia, onJuly 9, 1985. The author is involved
in various scientific research activities of the Department of Computer Science and
Information, University of Hail.Dr. Jadi received honorary degrees from De Montfort
University and Masters Degree from Bradford University, UK. The author is
specialized in Computer Sciences with an area interest in Early warning systems, Risk
management and Critical Systems. Presently the author is also involved in various
development activities within the University of Hail and abroad as a consultant.



https://pennstate.pure.elsevier.com/en/publications/designing-aac-research-and-intervention-to-improve-outcomes-for-i
https://pennstate.pure.elsevier.com/en/publications/designing-aac-research-and-intervention-to-improve-outcomes-for-i
http://archive.brookespublishing.com/documents/what-is-the-state-of-the-evidence.pdf
http://archive.brookespublishing.com/documents/what-is-the-state-of-the-evidence.pdf
https://cdn.intechopen.com/pdfs/52911.pdf
https://cdn.intechopen.com/pdfs/52911.pdf

SUPERVISED LEARNING METHODS FOR BANGLA
WEB DOCUMENT CATEGORIZATION

Ashis Kumar Mandal* and Rikta Sen®

YUniversity Malaysia Pahang, Pahang, Malaysia; Hajee Mohammad Danesh Science and
Technology University, Dinajpur, Bangladesh

’Rajshai University of Engineering and Technology, Bangladesh

ABSTRACT

This paper explores the use of machine learning approaches, or more specifically, four supervised
learning Methods, namely Decision Tree(C 4.5), K-Nearest Neighbour (KNN), Naive Bays (NB),
and Support Vector Machine (SVM) for categorization of Bangla web documents. This is a task
of automatically sorting a set of documents into categories from a predefined set. Whereas a wide
range of methods have been applied to English text categorization, relatively few studies have
been conducted on Bangla language text categorization. Hence, we attempt to analyze the
efficiency of those four methods for categorization of Bangla documents. In order to validate,
Bangla corpus from various websites has been developed and used as examples for the
experiment. For Bangla, empirical results support that all four methods produce satisfactory
performance with SVM attaining good result in terms of high dimensional and relatively noisy
document feature vectors.
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