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I. INTRODUCTION

The need to describe and exchange large and complex
data underlies the vast majority of science conducted today.
Such needs arise when downloading data from a repository,
moving data between remote locations, exchanging data
between collaborators, and even publishing data as part of
the publication process. While such examples are common,
it is surprisingly difficult to describe and exchange data,
and it is even more difficult when datasets are large and
span multiple storage locations. To address some of these
challenges we proposed the Big Data Bag (BDBag) [1]
as a data packaging format for representing and describing
complex, distributed, and large datasets. In this presentation,
we outline the BDBag model and describe three scenarios
in which it is currently being used.

BDBag is designed to provide a simple and convenient
way of defining and describing the contents of a dataset.
BDBags extend the Baglt specification [2], using it to
provide basic metadata, enumerate the contents of a dataset,
and as a standard packaging format for exchange. The
Baglt specification specifies how data files are hierarchically
named in a directory structure, includes a manifest of all of
the data objects including checksums on their contents, and
specifies that bags can be serialized into a ZIP file. One of
the most significant advantages of the baglt specification is
that it allows files to be either included in the bag or to
be directly referenced via a URL in the fetch.txt file.
This allows for the exchange of ‘holey’ bags which need
not contain a copy of all data resources and thus can be
significantly smaller than if all files were to be included.

The Baglt specification provides little guidance on how
metadata should be encoded in a bag. To address the need to
describe bag contents, we developed the BDBag Baglt pro-
file [3]] which specifies the use of the Research Object (RO)
framework [4] for encoding metadata. The RO format allows
for the description of the resources, attribution, provenance,
and structured and unstructured annotations associated with
resources in the bag. The BDBag Baglt profile requires that
compliant bags include a RO manifest. json file that
outlines for each resource (i.e., file in the data directory
or remote files) the name, type, and annotations associated
with that resource. Thus, BDBag users are able to specify
metadata and even relationships between resources in the
bag in a simple and structured manner.

To simplify use of BDBags we have created both a com-
mand line client and a graphical user interface (GUI). The
BDBag command line client enables creation, validation,
(de)serialization (via a ZIP file), and downloading of remote
files, all through a command line interface. The BDBag GUI
provides a graphical user interface for working with BD-
Bags. Users can create and update bags, and also validate,
archive, and fetch remote files. The GUI is shown in Figure
1. The BDBag client and GUI are able to automatically
resolve references to remote files and to download files via
Globus [5], HTTP, or FTP.
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Figure 1: BDBag graphical user interface.

II. USE CASES

We have used BDBags as a common format for data
validation, tracking aggregations, referencing remote files,
and capturing metadata and provenance on several projects.
Here we outline their use in three diverse scenarios: scien-
tific reproducibility, exchange of biomedical data, and for
exporting virtual cohorts from biomedical catalogs. Several
other scenarios have been outlined in our prior work [1].

In fields such as biomedicine there is a growing repro-
ducibility problem caused in part by increasing data volumes



and complexity and also due to the inherent distribution and
complexity of analysis processes [[6]. In order to mitigate
these challenges, there is a need for easy-to-use packag-
ing formats that enumerate dataset contents, scale to huge
dataset sizes, include descriptive metadata, provide methods
for tracking provenance, and enable seamless exchange.
Based on these requirements, we adopted BDBags as the
cornerstone of a reproducible big data pipeline that was
used to construct genome-wide maps of candidate tran-
scription factor binding sites via footprinting methods [7].
The pipeline contains a number of disjoint steps including
download of huge datasets from a public repository, various
computational processing pipelines in Galaxy on the cloud,
and application of ad hoc processing steps by researchers on
local computers. We showed, via a user study, that the use
of BDBags and other methods enabled a diverse group of
participants to reproduce a complex biomedical analysis [8]].

We have integrated BDBags as the preferred export format
for data collections in the DERIVA platform for scientific
asset management [9]. In this use case, an export service
takes a description of a set of data files and associated
descriptive metadata (e.g. a set of image files and attributes
describing the sample being imaged) and serializes it into
a BDBag. Typically, a tabular representation of the image
metadata would be directly included in the bag as a comma
separated value (CSV) file, while the larger image data
would be referenced remotely. The remote images within
the data directory would be logically organized according
to a sample identifier (which might be one of the values
contained in the metadata table), although other organiza-
tions, such as by imaging type might be used depending on
the nature of the collection. DERIVA can be configured to
download the BDBag directly to a client computer, or to put
the bag into a shared cloud based storage system, such as
S3, and return a permanent identifier to the bag to enable
unique reference and sharing.

As part of a pilot project to enable interoperation and
federated access across several biomedical data providers
we faced the need for a uniform format for exchanging
data and metadata between data repositories, cloud-based
analysis platforms, and other services. To address this need
we used BDBags to package local files and references to
remote data as well as metadata describing those data using a
project-specific metadata model. The use of BDBag enabled
a single interface across the set of distributed services,
scalability to huge datasets via data references, inclusion
of metadata using different metadata schema, and validation
of the integrity of the local, referenced, or metadata files
included within the bag. BDBag also allowed for the capture
of provenance associated with analyses by storing the output
of an analysis as data in the bag and including references to
the workflow, its parameters, and the input data.

III. SUMMARY

BDBags provide a simple yet powerful way of specify-
ing, sharing, and managing complex, distributed, and large
datasets. BDBags rely on Baglt for enumerating dataset
contents, Research Objects for describing a dataset using
arbitrary metadata, and custom tools for integration in arbi-
trary research processes.

BDBag source code and tooling is openly available on
GitHub (https://github.com/fair-research/bdbag)
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