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ABSTRACT 

This document describes routine DOAOP. DOAOP computes a least-squares 

estimate of the three-axis attitude of a spacecraft a t  a single time point, t 
r 

It requires a s  input (1) a data set  containing the body frame components, 

$. (t ) , of i = 1, . . . , n 2 2 observed unit vectors and (2) a data set  of the 
1 r 

A 
geocentric inertial frame components, V.(t ) , of these same unit vectors. 

1 r 
The least-squares estimate will be generalized to a weighted least-squares 

one if the @. (t ) and/or ?. (t ) a r e  multiplied by weighting factors before 
1 r 1 r 

being passed to DOAOP. 

The main body of the document is divided into two parts: the first part dis- 

cusses the basic attitude determination algorithm which is used in DOAOP; 

the second part discusses DOAOP itself, including the auxiliary computations 

and operations which have been implemented to support the basic algorithm. 

Appendix A of the document discusses a new, alternate algorithm for computing 

a least-squares estimate of spacecraft attitude and describes simulation tests 

which were performed recently using it, 
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SECTION I - INTRODUCTION 

This document describes a digital computer routine, DOAOP, which computes 

the three-axis attitude of spacecraft. DOAOP is an implementation of an 

attitude-estimation algorithm which was derived originally in Reference I. 

The main input required by DOAOP a r e  (1) a data set  containing the body frame 
A 

components W.(t ) of i = 1, . . . , n r 2 unit vectors and (2) a data se t  con- 
1 r 

A 
taining the geocentric inertial frame components, V. (t ) , of these same unit 

1 r 
vectors. The attitude which is computed by DOAOP will be a least-squares 

estimate of the spacecraft's attitude at  the single time point t . This esti- 
r 

mate, however, will be generalized to a weighted least-squares one if the 
A A 

W.(t ) and/or the V.(t ) a r e  multiplied by weighting factors before being 
1 r 1 r 

passed to DOAOP. 

A A 

In practice, the W. a r e  observed vector components and the V. a r e  reference 
1 1 

A 
vector components. The W. a r e  obtained from onboard sensors, such a s  Sun 

1 
A 

sensors, magnetometers, o r  s t a r  trackers. The V. a r e  obtained independently 
1 

A 

of the Gi . For  a Sun observation, V. normally i s  obtained using an ephemeris 
1 

A 

routine. For a magnetic field observation, V. is obtained from orbit data and 
1 

A 

a magnetic field routine. For a star  observation, V. is obtained from a s ta r  
1 

catalog. When an onboard s tar  tracker is employed, identifying the s ta r s  

which a r e  observed can be a major problem. Star identification and all other 
A A 

operations required in the generation of the W. and V. must be performed 
1 1 

before passing their data sets  to DOAOP. 

As noted above, DOAOP requires n 2 2 separate observation vectors at  each 

time point, t , where attitude is to be computed. Spacecraft sensor systems 
r 

which actually observe many observations simultaneously a r e  rare .  The re-  
' %  - 3  

quirement that the observations actually be simultaneous obviously is eliminated 

if the spacecraft's attitude variation is negligible during the time spanned by 

the available se t  of .observations. Also, spacecraft such as NEAO-A which 



, , 

) ; i = 1, . . . , n into new @o 

n e r ro rs ,  the resultin Qt ) a r e  the c s  
i r 

ponents which actually have 

termination algor This section primarily is a 

mathematic al 

omputations an 



SECTION 2  - LEAST-SQUARES ATTITUDE 
DETERMINATION ALGORITHM 

2 . 1  DERIVATION OF THE LEAST-SQUARES ATTITUDE DETERMINATION 
ALGORITHM 

2.1 .1  Development of the Least-Squares Attitude Gain Function g(R) 

Let GCI be an inertially fixed reference frame and let B be a body-fixed 

frame in the spacecraft. Let R be the unknown 3 by 3 attitude matrix of 

frame B relative to frame GCI. That is, R transforms vector components 

from frame GCI resolution to frame B resolution. The objective is to deter- 

mine R at  a selected time t . It is assumed that observations of n r 2 
r 

distinct vectors have been obtained at the single time point t- . Let the sym- 
I 

A A 

bol W. denote the observed components relative to frame B. Let V. denote 
1 1 

A 

the reference components relative to frame GCI. It is emphasized that W. 
A 

and V. (and all other vectors to be introduced subsequently) a r e  no 
1 

vectors but 3 x 1 matrices that consist of the components of vectors; this defi- 
A A 

nition of W.  and V. will not preclude the use of the conventional vector cross 
1 1 

and dot product notation later. 

The problem is to devise an algorithm for estimating R from the . and qi . 
I 

A weighted least-squares approach will be taken. The optimal estimate of R 

is defined to be the estimate which minimizes the following loss function R(R) : 

where 1 1  / /  signifies the Euclidean norm. The a. a r e  optional weighting fac- 
1 

tors  which can be assigned to the individual residuals. 

Multiplying out the right side of Equation (2-1) yields three terms,  two of which 

can be dropped, hoGever, because they do not contain X and hence will not 



affect the value of R which minimizes the loss function. Reversing the sign 

of the remaining term then yields a gain function which will be designated as  

gtR) : 

where superscript T denotes trmsposition. 

The problem now is to find the R which maximizes g(R) . Before addressing 

this problem, however, a slight simplification will be introduced into Equa- 

tion (2-2) by eliminating the explicit appearance of the weighting factors a . 
A 

i 
This could be done by absorbing them into the W. via the introduction of non- 

1 
A 

unit vectors W a 

i 

Alternatively, they could be absorbed into the ?. by introducing 7. vectors 
a I 

A A 

Finally, they could be absorbed into both the W an the V , e*g . ,  
i i 



A 

For generality, the following equations will use both nonunit vectors W. and 
1 

A 

V . This does not, however, make the mathematics inapplicable to the weight- 
i 

ing techniques shown in Equations (2-3a) and (2-3b). Equation (2-2) thus will 

be written as follows: 

2.1.2 Introduction of the Attitude Vector ? 

It is necessary at this point to introduce some of the attitude vector concepts 

of Reference 1. It is noted that the attitude least-squares problem being dis- 

cussed here was posed f irst  in Reference 2 in a slightly different form. (In 

Reference 2, the problem was stated from an alibi point of view whereas this 

document presents it in an alias form.) Several solutions to the problem later 

were summarized in Reference 3. These solutions all involved a direct deter- 

mination of the optimal R and were derived using matrix methods. The work 

on the attitude least-squares problem in Reference 1 was motivated, at least in 

part ,  by Reference 2. The approach presented in Reference 1 was quite differ- 

ent from those in Reference 3. Reference 1 did not attack the problem through 
2 

matrix methods. Instead, it uitljzed a vector-like variable, Y , which will be 
- _ _ A  

defined subsequently. Reference 1 was devoted primarily to developing an al- 
2 

gebra for attitude representation using Y and, alternatively, using a similar 
1 

variable, Z . The least-squares problem was included primarily as  an example 

of the application of these techniques. 

The quantity -2 sometimes is called the Gibbs vector. It is defined as 

A A e 
Y = X tan - 

2 



A 
X and 8 a r e  the parameters of a rotation which would rotate the axes of 

A 

frame GCI onto those of frame B. The unit vector X lies along the axis of 

this rotation. The parameter t3 is the angle of the rotation. The polarity of 
A 

X is chosen so that 0 has the range 0 8 < 1.s . In the present work Y and 
A 

X should not be regarded a s  vectors per s e  but as the components of vectors 
9 A 

along the axes of the B or  GCI frames, (Since Y and X both lie along the axis 

of the rotation, their components along the B frame axes will be identical to 

those along the GCI frame axes.) 

The relationship between 7 and R will now be developed. The following 
A 

two equations, which define R as a function of X and 9 , a r e  well known 

expressions: 

The symbols c and s above signify sine and cosine, respectively. I is the 

3 x 3 identity matrix. The wavy underbar signifies the usual 3 x 3 skew- 

symmetric arrangement of vectors. Letting xl , 
X2 X3 

denote the compo- 

nents of 2 , the full form of the third t e rm in Equation (2-6a) thus is 



A A T  A 
The expression X X in Equation (2-6) signifies the outer product of X 

with itself. The full form of the second term in Equation (2-6a) thus is 

It will be noted at this point that the vector cross and dot products will be indi- 

cated in the usual manner in subsequent equations. In particular, the dot prod- 
4 2 -=-T - 

uct will be indicated as merely A B , for example, rather than as  A * B . 
By utilizing Equation (2-5) and performing some algebra, Equation (2-6b) can 

be transformed into 

"- 

Equation (2-9) specifies R as a function solely of Y and thus is a significant 

expression. 

2 . 1 . 3  Completion of the Derivation 

To complete the derivation of the least-squares attitude algorithm of Refer- 

ence 1, Equation (2-9) is f irst  substituted into Equation (2-4), the least-squares 



gain function expression. Let the resulting %-dependent function be designated 

a s  g(T) . ~ h u s ,  

Some simple manipulations yield 

Equation (2-11) and subsequent equations include product expressions such as 

Gi Ti , which involve vector components along two different coordinate frames. 

It is emphasized that no coordinate transformation is to be made before multi- 

plying out these products, 

a 4 

The problem now is lo determine the Y which maximizes g(Y) . To accom- 

plish this, the gradient of g(Y) is forme and this result is set  to $. If the 
A 

resulting equation can be solved for Y , it will establish the ? vectors which 
_I 

produce the stationary values of g('17) . To aid in the differentiation, the follow- 

formulas a re  noted: 



For convenience, the present work regards the derivative of a scalar  with re-  

spect to a vector a s  being a column vector rather than a row vector. Differ- 

entiating Equation (2-11) with the aid of Equations (2-12), setting the result 

to zero, and performing some algebraic manipulation yields 

Making a final minor rearrangement now yields 

Except for a few minor alterations in notation, Equation (2-14) is the equation 

given on page 18 of Reference 1. It also is the relation implemented in DOAOP. 

As discussed in Section 3 . 3 ,  DOAOP solves Equation (2-14) by iteration using 
2 

an initial input Y . In the numerous runs which have been made with DOAOP 
1 

since its inception, the iteration technique reportedly has never failed to con- 

verge. 



2.2 A SIMPL FIED FOIZM OF THE LEAST-S UARES ATTITUDE ALGORITHM 

A significantly simplified form of Equation (2-14) was pointed out recently by 

P, Davenport. A derivation of this new form is presented in this section. The 

final equations of the new form are  Equations (2-18), (2-22), and (2-26). 

Consider f irst  the summation term in the numerator of Equation (2-14). Writing 

arately yields 

where, for simpli.city, the range of the summations is omitted. A simple ma- 

nipulation of the f irst  two terms in Ewation (2-15) yields 

I 

i rd  term in Equation (2-16) be designated a s  

and let the f irst  term inside the brackets be desi 

T 
The second term inside the brackets in Equation (2-16) is £3 



Substituting Equations (2-17), (2-18), and (2-19) into Equation (2-16) yields 

This is the new form of the terms inside the summation in the numerator of 

Equation (2-14). 

2 

It is  possible to compute Z directly from B , rather than with Equation (2-17). 

To derive the algorithm, let Q be an arbitrary vector and consider the prod- 
T 

uct [B - B] c. Substituting Equations (2-18) and (2-19) into this product 

yields 

{C [G. * -GI - ?Ti [T. * <I 1 
1 1  1 

-1- 

Since Q is arbitrary, the result obtained above demonstrates that 

Thus, can be computed with Equation (2-22) rather than with Equation (2-17). 

For any large number of observations, Equation (2-22) requires fewer numeri- 

cal operations than the lengthy summation computations required by Equa- 

tion (2-17). Forming the 3 X l vector 2 from its 3 x 3 skew symmetric 
---Z 

form Z is a minor step. 
N 



Trace 'JEJ = Gi a Ti 

1. Trace - - Trace 

where the WT a r e  arbitrary square matrices and 
01 

= Trace [N P] 
mxn nxm 

where N and P a r e  also ar 

enominator in uatioll (2-14) now w 

tion converts it 

Inserting Equations (2-17), (2-18), and (2- 

which is the desired simplified expression for the denominator of Equa- 

tion (2-14), % 



To summarize, the simplified form of Equation (2-14) is 

In a routine which employs Equation (2-26), the matrix B would be computing 

using 

which was listed ear l ie r  a s  Equation (2-18). 

2 

Z then would be computed using 

which was listed ear l ie r  a s  Equation (2-22). 



SECTION 3 - LEAST-SQUARES ATTITUDE DETERMINATION 
ROUTINE DOAOP 

This section discusses the routine DOAOP which i s  an implementation of the 

least-squares attitude determination algorithm described in Section 2. Sec- 

tion 3.1 briefly discusses the application of DOAOP in a system which has been 

employed for attitude determination studies on HEAO-A. Section 3.2 then 

summarizes the main operations which a re  performed in DOAOP. That por- 

tion of DOAOP which actually performs the least-squares attitude computation 

is described in Section 3.3. Section 3.4 is a short section which denotes 

the computation of Euler angles a , f i  , 6 from the least-squares attitude 

matrix R . These Euler angles a r e  computed primarily for the convenience 

of the user of the routine. Finally, Section 3.5 discusses the computation of 

a preliminary attitude matrix R . This R matrix is developed using a two- 
0 0 

observation technique. R i s  required a s  an input by that portion of DOAOP 
0 

which performs the least-squares attitude computation. 

3.1 APPLICATION OF DOAOP IN KEAO-A ATTITUDE DETERMINATION 
TEST SYSTEM 

To illustrate the application of routine DOAOP as  part of a more complete 

attitude determination system, Figure 3-1 presents a baseline diagram of the 

REAO-A attitude acquisition test system. This system has been used in studies 

employing simulated HEAO-A data. In the HEAO-A application, the observa- 
A 

tion vectors, W. , which a r e  needed by DOAOP a re  obtained solely from a s t a r  
1 

tracker. The gyro propagation technique is employed to obtain the data se t  of 
A 

simultaneous observation vectors W. (t ) i = 1, . . . , n which a r e  needed by 
1 r 

DOAOP at  each attitude determination time tr . The system in Figure 3-1 
- 

A A 

does not include the capability of weighting the Wi or  V. vectors. 
1 

The two main operations performed by the system shown in Figure 3-1 a r e  

(1) the star identification operation, which is performed through the ACQID 
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least-scrplares at~h;ude co tation, which is performed 

own in Figure 3-1, DOAOP is  called by 

iver routine, erformed by MAIN 

PBCAR to compute the unit Sun vector from its right ascension 

ation values, which a r e  input through NAMELIST 

6 ,  Call AGQID to match the observed s ta r  vectors %. to the catalog 
1 

d generate the [Gi ] and [Gi] data se ts  

compute spacecr 

o compute the deviation of the least squares attitude 

uted in SPHCAR is solely in the s t a r  identification 

ntification is not within the scope of this report and thus is 

OP,  EULER, which also is called by AXES, com- 

tes the 3-1-3 Euler angles from the attitude matrix, R , generated by 

r e  3-1) is a minor subroutine which merely multiplies a 

3 matrix by a 3 x I vector. DOAOP itself calls one small subroutine, 

ich calculates the cross  product of two vectors. In addition to acting 

river in the system shown in Figure 3-1, AXE also computes the mean 
A A 

etween 
@i i 



3 .2  SYNOPSIS OF ROUTINE DOAOP 

The main operations performed 

ute a preliminary attit R , using a two- 
0 

observation technique 

ute a more accurat 

a 

a, Transform the reference ve onennts, V, , onto an 
I - 

2 A 

intermediate coordinate Ci a e, 13 , via U. = R - V 
8 l o i  

b. Compute the attitude vector, Y , relative to frame B 
o 

using the weighted least-squares algorithm discussed in 

Section 2 

e ,  Transform 7 into an attid 

ute Euler angles a , 

These three computations a r e  discusse 

e description of the computation of Ro h the descriptions 

of the calculation of R erse order was chosen 

because the least-squares calculation of R is o sent interest than 

is the computation of R . Also, the iscussion of the computation of Ro is 
0 

lengthy. 



3.3 IMPLEMENTATION OF THE LEAST-SQUARES ALGORITHM IN DOAOP 

After a preliminary estimate, R , of the spacecraft's attitude matrix, R , is  
0 

obtained via the method discussed in Section 3.5, a more accurate estimate 

of R is computed using the iterative ,least-squares algorithm indicated pre- 
I 

viously as  Equation (2-14). Figure 3-2 shows the implementation of this algo- 

rithm in DOAOP. With a few exceptions, the notation, computations, and flow 

on this diagram have been made similar to, or  identical with, those of the cod- 
9 

ing. It is noted in particular that the symbols SMA , Y P  , R P  , etc. denote 

single variables, not products. 

A 

In DOAOP, the Y vector used in the computations specifies spacecraft attitude 

relative to the coordinate frame defined by the preliminary attitude estimate, 

R , rather than relative to the geocentric inertial frame, GCI . To explain 
0 

this, let B denote the spacecraft body-fixed frame and let B denote the initial 
0 

estimate of frame B. The geometry is summarized in Figure 3-3. 

To specify 7 relative to frame B. , it is  necessary to transform the frame GCI 
4 

0 
a 

vector conlponents, Vi , into frame B components, U . This is the transfor- 
o i 

mat ion 

shown in block A of Figure 3-2. 

Equation (2-5) shows that ? is 5 when dealing with two coordinate frames 

which a r e  congruent. The f i rs t  estimate of 7 therefore is 7 =;. Equa- 
0 

tion (2-14) shows that the attitude estimation algorithm will be particularly 





r e  3-3, Flow Diagram Illus 
Frames GCI, B 

o 

e f irst  pass. That is, s e f i rs t  new attitu-de er; 

ate, 7 , will be merely 
I 

e, in general, the input Y now will 

columns of Fi  ake up the attitu 

The main computations here a r e  

lementation of Equation ( -14)- A cheek of the 

ey a re  analytically identical with Equation (2-14) exc 

at the vector corn of Equation (2-14) a re  replaced in 

e transformed co 
1 

r e  3-2 is the i 
_a 

ass; Y here is e vector oa the ri 



this pass; FP here is the term on the left-hand side of Equation (2-14). The 

program iterates by performing the block D computations repeatedly until con- 

vergence is  achieved o r  until the maximum number of passes (1000) has been 

made without achieving convergence. The output, TP , which is obtained in 

any one pass through block D, serves as  the input, 7, for the next pass, 

The third column of Figure 3-2 shows the convergence check performed after 

each pass through block D. The convergence test employs a parameter EPS 
4 A 

which is the square of the norm of the correction (Y - YP) generated in that 

pass. Thus, 

The iteration is considered to have converged whenever EPS becomes less 

than 10-12. 

-a 

The first step after convergence is to transform the final attitu e vector, Y P  , 

into the corresponding attitude matrix, A s  shown in Figure 3- 

also performs this eration if  1000 passes ar  made without att 

ence. The ?P transformation is  shown in block F of Figur 

equations listed in block F a re  analytically i entical with Equatio 

earlier, I? does not specify spacecraft attitude relative to the 

GCI frame. Instead, it specifies spacecraft attitude relative to frame B of the 
0 

initial attitude estimate. Therefore, a transformation to yield attitude relative 

to frame GCI is needed. With the aid of Figure 3-3, the transformation i s  seen 

to be 

R = P * R o  

which is the cornputation shown block G of Figure 3- 



,4 COMPUTATION OF EULER ANGLES I N  

Before retmning, DOAOP computes the values of a set  o 

These angles provide the routine's user with a subjectiv rstanding of tEne 

spacecraft's attitude. The equations for calctilating a , a re  shown in 

block H of Figure 3-2. The variables r.. in this block a re  the elements of 
1J 

R in the usual situation of n > 2 , where n is  the number of observations. 

the degenerate case of n = 2 , the r . .  a r e  the elements of the preliminary 
1J 

attitude matrix R . 
0 

ck of the equations gjive~ in block B shows that the rotation 

, 6 , 8 , when going from frame GCI to frame B, i s  as follows: 

-4, Flow Dia er 

demonstrated 

session R (a, 



Figure 3-5. Geometry of Euler Angles ol , ,6 , 



Multiplying out yields 

Substitution of these r . .  (a! , j3 , 6 ,) expressions into the right-hand sides of 
1J 

the equations in block H will reduce these expressions to identities a = a 

6 = 6 , and /3 = /3 , thereby verifying the above interpretation of a , 6 , and /3. 

The above Euler angles, a!, 0, 6 ,  a r e  particularly convenient for spacecraft 

which a r e  spinning about their x-axis, because a! and 6 then a r e  the right 

ascension and declination, respectively, of the spin axis, and defines the 

phase of the spacecraft in i ts  spin cycle. These angles, however, a r e  not 

especially suited for the spinning mode of spacecraft such as  IIEAO-A which 

spin about their z-axis rather than about their x-axis. 

3.5 PRELIMINARY ATTITUDE COMPUTATION IN DOAOP 

As stated previously, the least-squares attitude determination algorithm used 

in DOAOP requires a preliminary attitude matrix, I3 as  an input. The com- 
0 

putation of Ro is discussed in this section. 

DOAOP computes R with a two-star attitude determination algorithm. The 
0 

computation involves two distinct steps: 

1. From the total of n available observations, select the two which 

will be used 

2. Calculate R using these two observations 
0 

These two operations a r e  discussed in  the following subsections. 



3.5.1 Selection of the Two Observations 

The selection of the two observations will be considered first. The algorithm 

employed in DOAOP is summarized in Figure 3-6. The selection of the f irst  

observation (denoted here and in the coding as observation L) is  shown in the 

f irst  column of this figure. Perusal of this column shows that the f irst  obser- 

vation selected is the one whose reference vector 7 has the longest length; 

that is, the observation which i s  to be weighted the heaviest in the weighted 

least-squares attitude computation. 

In most applications of DOAOP, the observations a r e  not weighted. In this 

case, all the 7. nominally have unit lengths. At f irst  glance, Figure 3-6 
1 

2 

appears to indicate that the first vector in the block, vi 
, will be selected. 

9 

However, this is not what actually happens. Instead, the unit vectors, V 
i '  

which a r e  passed to DOAOP will usually differ slightly from unity a s  a result 

of numerical effects. In this situation, DOAOP will choose the 7 whose length 

accidently is the longest. For example, in a test run using the system shown 
2 

in Figure 3-1, 25 observations (all of which supposedly had V. vectors of unit 
1 

length) were passed to DOAOP, The 7 which was picked by the routine was 
L 

the 16th vector in the set. Supplementary computations verified ,that the length 

of this vector was slightly greater than unity and that it was longer than that of 

any other 7 in the set. 
i 

The selection of the second observation (denoted here and in the coding a s  ob- 

servation K) is shown in the second column of Figure 3-6. When making this 

selection, the program computes the cosine c of each of the angles 
Li Li 

between 7 and the remaining n - 1 reference vectors ?. . Observation K 
L 1 

is selected to be the one whose cosine, C%x , has the smallest algebraic 
A 2 

value. In other words, V i s  the vector whose separation angle from V 
K L 

is the closest to T ,  For example, in the r noted in the previous paragraph, 
-A 

the separation angle between ? and VK was 174.25'. 
L 
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Figure 3-6. Algorithm for Selecting the Two Observations 
for the Preliminary Attitude Computation 
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2 

Selection of the closest ton  radians from V apparently is  an unintended 
K L 

imperfection in DOAOP. It i s  well known that the two-vector technique for 

computing attitude is most accurate if the two vectors are n/2 radians apart. 

Attitude cannot be computed at all if the two vectors are separated by n radians. 

3.5.2 Two-Observation Attitude Determination Algorithm 

A 

Having selected 7 and VK and having obtained the corresponding observa- 
L 

tion vectors and the next step i s  to compute the preliminary attitude 
L K 

matrix, R . The R computations which a re  used in DOAOP a re  summarized 
0 0 

in Figure 3-7. For simplicity, most of the straightforward operations of 

normalizing nonunit vectors and/or of com their lengths have 

cluded from Figure 3-7. Most of the sym Figure 3-7, particularly UP. 
1 

a re  similar to o r  identical with those of the coding. The vectors 0. in 
1 

A 
Figure 3-7 a re  not the same vectors a s  the U. used in Section 3.3. 

1 

This discussion takes the point of view that the algorithm for computing the 

preliminary attitude matrix, R , can be divided logic ly into steps A, B, 6 ,  
0 

d D, as  shown in Fi r e  3-7. Step D is regarded as  the basic attitude de- 

termination algorithm. The function of steps A,  B, and C is  merely to gen- 
A A 

erate the vectors UP , U ; j = 1, 2, 3, w ch a re  used a s  inputs to 
j j A 

Disregarding the exact nature of the UP , 2. vectors which a re  employed a s  
j J 

input to block D, the algorithm in this block is  a well-known and commo 

que for computing attitude from a pair of observation vectors, It appar- 

ently was first reported in Reference 4. 

A 
The UP. a re  a new set  of observation vectors. They are still resolved on the 

J A 

spacecraft body frame B. Similarly, the U. a re  a new set of reference vec- 
J 

tors; they still are resolved on the GCI frame. Unlike the actual observation 
_3- > a a A 

and reference vector pairs, WL WK ; VL , VK , the three UP.  vectors are  
A A A  I 

orthonomal, as are  the three U. vectors. That is ,  [UP. UP2 l?PQl is  an 
A AJ A 

1 

orthogonal matrix, as is [ U  U U 1 . The algorithm used in block D requires 
1 2  3 
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Figure 3-7. Computation of Preliminary Attitude Matrix R o 



matrices which a r e  orthogonal, and this is the reason for transforming to the 
A 4 

UP. and U. vectors. 
J 3 

A A 

A s  i s  shown in block C,  U, and UP, a re  computed by forming the crossprod- 
3 3 

A A A 

uctsof U U andof I?P 
1' 2 

UhP2 , respectively. The vectors U 
- 

A A 

UP, , and UP, are  obtained by performing the orthonormalizing operations 
I & 

shown in blocks 

2 -  da 

There is a continuum of ways in which V could be trans- 
h 

formed into orthonormal triads U,  an iscussed briefly 
1 

later ,  the technique used in DOAOP is the o timal way; that is, the overall al- 

gorithm shown in Figure 3-7 maximizes the gain f ction gjR) of Equation (2-4) 

in the two vector (n = 2) case and hence is a weighted least-squares approach. 

The remainder of this subsection will discuss the portion of the algorithm de- 

noted here a s  step D. The orthonormalizing operations, steps A and £3, will 

be discussed in the following subsection. 

A 
As noted above, the UP. a r e  transformed observation vectors which a r e  

J 
on frame B, Similarly, the Ui a r e  the correspon ng transformed 

J 
A 

reference vectors, resolved on frame GCI, For any single a i r  of vectors, U P  
A j 

and U , there is  an equation of the form 
j 

A + 
UP. = R f?. + 

3 o J j 

a 

where R is the m h o m  attitude matrix, and own e r ro r  vector 
0 

A 

which results mainly from inaccuracy in the observation/computation of UP , 
j 

Since j = 1, 2, 3 , there a r e  three e is form, They be corn- 

bined into the following matrix format, 



Omitting the e r ro r  matrix and solving for R yields 
0 

The matrices on the right-hand side of Equation (3-8) a re  orthogonal. The 

equation can thus be simplified to 

which is the algorithm shown in block D of Figure 3-7. 

__3- a A 

Analytically, it  is possible to use % , V  directly in the attitude 
L ' W ~ ' V ~  K  

computation without an intermediate generation 
A A 

triads, Ui , UPi . This approach employs 

of the orthonormal vector 

which is of the same form a s  Equation (3-8). The new vectors % and 7 
M M 

a re  obtained with the simple block C approach 

or  else they are an independent vector pair selected from the remaining n - 2 
A 

vector pairs , V ' . With this approach, each . must be the same I CW (21 J 
length as the corresponding 7 . 

j 

Techniques which transform to orthonormal vector triads are usually considered 

to be superior to the approach in Equation (3-10) which works directly with 



nonorthonormal triads. One of the disadvantages of the technique in Equa- 
a -A A 

tion (3-10) is that e r ro r s  in ?? K 9  W L 9  V K 9  tend to yield an R which 
0 

is not orthogonal. To be more specific, it can be shown that Equation (3-10) 

cannot yield an orthogonal R unless the angle t) between ? and 7 
o V L K 

is identical with the angle %7 between $ and 5 ; e r ro r s  in determining 
- 2 - 2 -  a 

L I< 
v L 9 V  r W L 9  

M 

R a r e  certain to 
0 

ogonal.ization of the Observa"c?;i>sr and Reference Vectors -- 

onalization operation i ed into two s te  
-1 A 9 --h 

In step A, VK , VL , WK , and WL a r e  transformed into intermediate vectors 
2 -  a A 

U; , U i  , UP; , and UP1 In generxl, these four intermediate vectors all will 
2 

a 2 

ength. However, U T  i s  perpendicular to 51 and UP' is per- 
1 2 1 

-2,. _a u%' . In step B, these intermediate vectors U 
2 

A A 
I 

A 

sformed into the final vectors 8 U U P I  , UP2  , which a r e  
I "  

ompute Rn in steps C earl ier ,  the four final ., 
A 

vectors a re  of i t  length, with 6 perpendic l a r  to U and UAP perpendic- 
A 

I 2 1 
a r  to U P  Step B i s  merely an implementation of the usual Gram-Schmidt 

2 
orthonormalization algorithm. 

teps A and B a r e  redundant. That i s ,  it is e analytically to omit step B; 

this would require merely normalizing and $a--a trivial 

operation which is performed anyway, Alternatively, step A could be omitted 

instead; this procedure would involve applying the Gram-Schmidt operation 
a 2 

f i rs t  to ';3- 
'K 

and then, independently, to 
r w K e  

The main orthogonalization step is step A. An analysis summarized in Refer- 

ence 5, pages 23 through 26, indicated that the algorithm formed by steps A, 6 ,  

and D constitutes an optimal weighted least-sq ares  solution to the attitude de- 

termination prob the ease of two o s ena t i on  vectors. Therefore, in the 



least-squares sense, the step A approach apparently is the best of all possible 
2 a -a 2 

algorithms which could be used to transform V W into an 
A A K 4 ? k 9  L 

orthonormal observation vector pair U P '  UP; , and an orthonormal reference 
1 '  

A 

vectdr pair U 1  . The Gram-Schmidt operation, step B, has been included 
1 '  2 

in DOAOP only to tr im out any nonorthogonality which may be induced in the 

step A results by numerical inaccuracies. 

3 . 5 . 3 . 1  Gram-Schmidt Orthonormalization Step 

The Gram-Schmidt step, step B, will be discussed before step A. Only the 
2 A 

transformation from 5~ U to G 6 in step B will be described specifically. 
1 '  2  1' 2  

a --b 2 

The other transformation in step B, from UP1 UPf to 
1 '  2  

UP2 i s  mathe- 

matically identical with this one. 

The first operation which i s  performed on , in step B is to establish 
I L 

A 

their lengths U' 
1 u1 , and their corresponding unit vectors U1 U' . These 

1 '  2 
a r e  near-trivial computations which a r e  not shown in Figure 3-7,  

--_Z 

DOAOP next determines which vector, $ or U '  is  the longer, The longer 
1 2 "  

of the two vectors is  unaltered. That is ,  the projection operation which the 

Gram-Schmidt procedure entails is performed on the shorter vector. For  ex- 

ample, if U' > Uh the program uses 
1 

9 

In this case, 6' i s  projected to yield a new vector, 
2 U2 ' which i s  perpendicular 

A 

to U; . The geometry i s  illustrated in Figure 3-8, which shows that 



Figure 3-8. Gram-Schmidt Orthonormdization 

Thus, 

is the computation wn in block 8 2  of Fi 

is to normalize 

If U 2 Ut the computations a r e  identical with those noted 
2 1 '  

the 1 and 2 subscripts a r e  reversed, 

ain Orthogondization Step 

The discussion of the main orthogonalization step, step A,  will not 

its least-squares optimality. Reference 5 presents a study which e 

demonstrates t at i t  does constitute a weighted least-squares so 

two-observation attitude determination problem when used in co 



steps C and D. The discussion herein shows simply that (1) and $P: ac- 
I I 

tually a r e  orthogonal to $ and CP , respectively, a s  desired and that (2) the 
2 

step A orthogonalization operation does not induce any inherent e r ro r  into the 

attitude matrix, R , to be computed in step D. 
0 

The analysis herein will s tar t  with the following transformation equations, which 

a r e  a generalization of those shown in block A3 of Figure 3-7: 

2 _I 

ent that U i  a will be in th 
A 

lane, Similarly, U P f  an 
2 

1 
WL ; to be called the W- t coefficients x, . . . , q 

e chosen to satisfy the constraints of the lem, This must be done in 

such a way that th A algorithm is generate 

t satisfy a r e  of two types. First ,  

ecause 5 is poked to be perpen to a n d G 1  issupposed 
1 2 '  1 

to be perpendie to 5%~ i t i s n e  2 ' 



Introducing Equations (3-16) into Equation (3- 

d T? respectively, 
K 

The present work regards the constraint WI Equations (3-16) to "a that the 

transformation must not induce an inherent error  into the resulting corn 
- a  

attitude R That is, when the vectors V W are  errorfree, 
o L 9 V ~ 9 W ~ '  K  

the resulting solution for R obtained with the Fi roach should be 
0 

analytically equivalent to that obtaine y the more straightforward method 

(Equations (3-10) and (3-11)), which loy orthogonalization an 
2 

is analytically perfect in the errorfree 7 ---W case. this context, 
a 

L K 
VL--- 

A A 

les and V to e rotated oslCo 
K L K and % L ' respectively, 

y the same rotation 

(For the remainder of this document it is convenient to take an alibi point of 

view and regar R a s  a rotation. The various vectors can be regarded best 
.o 



as  actual vectors or  as  vector components on GCI frame.) When Equation (3-19) 

i s  satisfied, the transformations in Equations (3-16) should be such that Of 1 
A A A 

and Ug a re  rotated onto UP' and UP' respectively by this same rotation 
1 2 

Figure 3-9 is  useful for comprehending the geometry of the rotation. R o can 

be regarded as being decomposed nonuniquely into two sequential parts: (1) a 

rotation which rotates the V-plane onto the W-plane, and (2) an azimuth rotation 

about the normal A% to the W-plane. It is  certain that Equations (3-16), when 

used in conjunction with block D, will still rotate the V-plane onto the W-plane 
A A A A 

as desired, because U; , U1 and UP; , UP' lie on the V and W planes, re- 
2 2 h h 

spectively. Use of coefficients x . . . , q which yield vectors UP' . . . , 'U 1 

1 ' 2 1' 2 
that do not satisfy Equation (3-21), however, would result in the aximuth angle 

about being established incorrectly. 

The constraint imposed by the 

in a usable mathematical form 

the form: 

requirement discussed above 

. First ,  let Equations (3-16) 

now will be placed 

be manipulated into 





where 

Now assume the validity of Equation (3-19) and substitute Equation (3-20) into 

Equation (3-22b), and Equations (3-22a and b) into Equation (3-21). From this 

result,  it can be shown that x ..., q2 must be chosen such that the following 

relations a r e  satisfied 



Equations (3-24) constitute a second set of constraint equations. It should be 

noted, however, that this set i s  not entirely independent of the two constraints 

specified by Ecyuations (3-1 8). In fact, eometrical considerations based on Fig- 

icate that only one of the above relations is fully independent. Equa- 

tions (3-24) a r e  complicated expressions for the U P  
i 

g Equation (3-24a) 

ining Equation (3- s the requirement 

1, e . - ,  q2 

) a set  of dependent pa- 

rameters whose values a re  lo be esta lished via constraint equations. Using 

quations (3-IS), the development 

is a s  follows: 

be placed anywhere on the V-plane, Hence, x and x 1 2 
a r e  arbitrary except that both ca 

-a 

2. U F  must be orthogonal to 3 Thus, one of the coefficients, (e. g. , 
2 I '  

y ) of Equation (3-PSb) can be giv y arbitrary nonzero value and 
2 

y the orthogonality constraint 



3. G1 is constrained to lie at the proper azimuth angle in the 
1 

W-plane. This means that one of the parameters, e. g. , P1 9 of 

Equation (3-16c) must be established through a constraint equa- 

tion. The value of the other, p2 , cannot be zero, but otherwise 

is arbitrary except for sign. This sign restriction is necessary 

to guarantee that TP; can lie in that half of the W-plane which is 

required by the rotation. 

4. <PI must be orthogonal to  PI . Hence, the value of one of the 
2 1 

coefficients, e. g. , 42 , of Equation (3-16d) should be established 

through the orthogonality constraint equations. The value of the 

other, q , cannot be zero but otherwise i s  arbitrary except for 
1 

sign. This sign restriction i s  necessary to guarantee that f???' 
2 

can lie in that half of the W-plane which is required by the rotation. 

The values of the arbitrary parameters, x x , y2 , p2 , and q now will x 9  2 1 '  
be selected. Keeping in mind that the present derivation is intended to yield the 

step A algorithm implemented in DOAOP, the choices are  

where (P = rtl 
1 

Substituting Equations (3-27) into (3-16) and making some minor notational 

changes, (deleting the subscripts and replacing q by x )  yields 



ity constraint e w.ations (3-I$), now a r e  

and Equations 

A -2 2 
po w2 + [px - 0 0 y l  WK WI, - Dlx9 WL = 0 

2 K 1 2  

rough (3-26) a re  



The problem now is to utilize the above equations to establish x , y , p , and 

the signs of ol and o . 
2 

Equation (3-32) shows that p must be +1 o r  -1. Equation (3-30d) shows that 

x > O .  Equation (3-30a) shows that x and p must have the same sign. Therefore, 

p = +1. 

It now follows from Equation (3-32) that o and cr must have the same sign. 
1 2 

Therefore, the following work will utilize o = a = a = k 1. 
1 2  

Equations (3-29) now will be manipulated to obtain separate quadratic equations 

- a2 , the result is  in x and y. After inserting p = +1 and a = ol - 

where , 



aans (3-3521 an 

that the same s i  



The use of opposite signs with the s term in the two equations does not yield 

a result that reduces to anything simple, and thus it is evidently not acceptable. 
A A A 

Assuming V . V L =  WK enables Equation (3-37) to be manipulated into 
K 

the form 

Comparison of Equations (3-36) and (3-38) shows that o = +1 is  required. 

Use of a = +1 in Equations (3-34) yields 

which a r e  the relations implemented in DOAOP (step A 1  of Figure 3-7). Also, 

use of a = p = +l in Equations (3-28) yields 

A 2 A 

UP'  = W - ywL 
1 K 



which a re  the relations implemented in DOAOP (step A3 of Figure 3-7). 

The only remaining problem is to determine the sign to be employed with the 

s terms in Equations (3-35) .  It was noted earlier that x > 0 and y > 0 . 
(3-3% and c) show that f and b can be either positive or negative, 

on the separation angles $I and $ However, i t  is certain that v W '  
erefore f and b normally will have the same sign. Thus, 

From Equation (3-35c) it can be seen that s > 1 a I . To satisfy the 

0 requirement, it thus i s  required that 

Equations (3-41) a re  identical with those shown in step A2 of Figure 3-7. 

The study of the step A operation now is completed. The work verifies that the 

orithm does produce two orthogonal pairs of vectors without inducing inherent 

e r rors  in the attitude R to be computed in steps C and D. As noted earlier, 
0 '  

no attempt was made here to verify that the resulting R will be the weighted 
0 

least-squares solution as was claimed in Reference 5. Generating a weighted 

uares solution depends on the pro e r  selection of the values of the 



parameters x 1 , X 2 , Y Z , P 2 ,  q l .  The current study regarded the values of 

these parameters as arbitrary and selected them for concurrence with the values 

used in the actual program. 

The step A algorithm blows up if f = 0 . The f = 0 condition occurs when 
a 

the vector pairs already a r e  orthogonal; that is, when 7 L .  V K =  0 and - A 

W = 0 . Singularity a t  this condition is unfortunate, since it is the op- 
W~ K 
timal condition for attitude determination. If step A is employed in a revised 

version of DOAOP, it would be desirable to bypass the step whenever this con- 

dition is encountered o r  approached. 



APPENDIX A- THE q-METHOD: A NEW LEAST-SQUARES 
ATTITUDE DETERMINATION ALGORITHM 

A. 1 INTRODUCTION 

The distinctive feature of the attitude determination algorithm which i s  imple- 

mented in DOAOP is the use of the vector-like variable ? to specify attitude. 
A 

Y i s  the attitude state variable used in deriving the algorithm, and it is the 

quantity which is computed directly by the algorithm. For this reason, Ap- 

pendix A refers to this technique a s  the Y-method. 

The Y-method i s  not the only possible algorithm for solving the least-squares 

attitude determination problem. References 3 and 5, for example, discuss 

R-methods, presenting algorithms which employ the attitude matrix R in much 

the same way that the Y-method uses the attitude vector 7. In addition, a new 

least-squares algorithm which employs the attitude quaternion q has been 

devised recently by P. Davenport. After a period of simulation testing, i t  was 

incorporated into the HEAO attitude support system for operational use. This 

new method i s  called the q-method in Appendix A.  

The purpose of this appendix i s  to describe the q-method, Most of the infor- 

mation presented is either based on o r  taken almost directly from unpublished 

material provided by P. Davenport 

A. 2 SYNOPSIS OF THE q-METHOD 

This subsection summarizes the main features of the q-method and provides a 

f irst  look at the implementation of the method in a computer routine. Subsequent 

subsections present a derivation of the algorithm and discuss its mathematics 

in detail. 



The two main operations which a r e  performed in a con~puter  implementation 

-method a r e  a s  follows: 

1, utation of the elements of the symmetric 4 x 4 matrix, which 

ted in this appendix a s  matrix M 

tion of the normalized eigenvector q, which pertains to 
I 

o sitive eigenvalue , K 

a4 attitude estimate; that is, the attitu uaternion which mini- 

a r e s  loss function, 

for  computing K is a s  follows: 

rom the 3 X 3 skew symmetric matr 

4. ~r = Trace B 

ary algorithms exist for solving the eigenvector problem after  1,; is con)- 

s noted earl ier ,  only the eigenveetor, which is associate 
1 '  

t eigenvalpe, X of K is needed, The other three eigenve 
1 '  



- - 
(I3 9 q4 9 a r e  not required, nor a r e  any of the four eigenvalues. The so-called 

power method o r  matrix iteration approach is one technique for computing ?j 
1 '  

and the analysis in this Appendix on the problem of extracting from K 
1 

i s  devoted entirely to the power method. The power method is a well-known 

technique for computing the largest eigenvalue and its eigenvector. It is de- 

scribed in References 6 through 9 and in most texts on vibrations. 

Because 1 i s  the only quantity which must be established in the present ap- 
1 

lication, the power method here can consist merely of sequential passes p 

through the equation 

The operation is continued until a convergence criteria is satisfied or  until a 

specified number of passes has been made without attaining convergence. The 

significance of the prime on K in Equation (A-1) will be discussed later. The 

input 5 for any pass i s  the normalized output of the preceding pass. 

Except for one special situation that can be ignored here (namely, when the 

a priori input yo i s  orthogonal to 6 ), the technique discussed above will 
1 

converge to 5 if \A 1 / A  1 I X  I , /A, I . (Note that the eigenvalues a r e  
1 1 2 3 

numbered such that X 2 X 2 X3 2 ,A4 . ) It i s  shown later that the condition 
1 2  

]A1 I Z IX3 ] 2 ]A 1 will always be encountered. This later  work shows that 
2 

A 1 2 IX3 / 2 IX2 I and, more significantly, that [A / 2 \ A 4  1 . The condition 
1 

1X1 I = Ix, I will be encountered if and only if (1) there a re  only two s tar  ob- 

servations, or (2) there a re  more than two observations, but they all must be 

in a common plane. Convergence will not occur if 1 X I = I X I . Also, con- 
1 4 

vergence will be very slow if the ratio 1 X / A  1 i s  close to its upper limit of 4 1 
unity. A modification to the basic power method to handle this potential 



convergence problem is therefore necessary, A simple technique for allevia- 

ting the convergence problem is to use the following matrix K' rather than M 

where s is a stfi bly chosen negative c s  mt, It can be shown that the term 

eigemvalriies of K 

eigenveetors , 

F o r a 4  xlama e convergence characteristics of 

be shown to be determined by the transient responses of three e r r o r  mo 

The optimal value s* of s is normally considere lo be the value whi 

rnizes the speed of response of the slowest of these modes. It is poss 

prove that this s* is 

) is given tn References '7 an t shifts the eigenvalues to 

Determination of s* presents a diffic a r e  not known 

a priori. An exact analytic solution for s* , however, can be generated in the 

current applicai;ion, The steps in this algorithm a r e  a s  follows: 

T 
1, Compute C = B B 

2 ,  Compute the coefficients of the cubic polynolnial in y formed by 

anding Det LC-yl]  = 0 



3. Obtain the middle eigenvalue, y of C with the exact analytic 
2 ' 

solution of the above polynomial 

The details of steps 2 and 3 a r e  given in Section A. 5.3.3. 

Suboptimal algorithms for s can also be employed. One approach uses 

a 

where w and v. a re  the lengths of G. and Vi , ~espectively,  and k is  a 
i 1 1 

selected constant. Two separate analytical studies have indicated the optimum 

value of k to be 1/3 and 1/2 ,  respectively. In the case in which the vectors 

a r e  unweighted (of unit lengths), Equation (A-3) reduces to 

The eigenvalue shifting technique noted above i s  not the only approach for a s  - 
suring o r  accelerating convergence. One simple method which can be used to 

supplement i t  consists merely of raising K'  to a selected power, m , prior 

to performing the power method iterations. This method will accelerate the 

convergence rate without altering the final solution 
1 '  

A. 3 DERIVATION OF THE q-METHOD ALGORITHM 

A. 3 . 1  Derivation of the Least-Squares Gain Equation a s  a Function of q 

The derivation starts  with the weighted least-squares gain function which was 

listed earlier a s  Equation (2-4) 



The following 3 X n matrices will be employed: 

By forming the n x n matrix TVT * R * V and multiplying i t  out in terms of the 
A 

W. and % i t  can be demonstrated that Equation (A-5) can be written a s  
I 

T 
g(R) = Trace [W R V] (A-9) 

Using a property of the trace operator which was listed in Section 2.2,  Equa- 

tion (A-7) can be rearranged into 

T 
g(R) = Trace C R  V W 1 

The following 3 X 3 matrix B now will be introduced 

B (above) i s  the same matrix B which was used j.n Section 2.2.  Substitutin 

Equation (A-9) into (A-8) yields 

g(R) = Traee R B 
T 



The next step is to introduce the 4 X 1 column vector q which consists of the 

Euler symmetric parameters. 

A 8 X sin- 
2 

- - 
8 cos - 
2 

- 
q henceforth will be referred to a s  the attitude quaternion. It specifies the 

A 

orientation of frame B relative to frame GCI. The terms X and 8 a r e  the 

rotation parameters which were defined in Section 2 . 1 . 2 .  

Substitution of Equation (A-11) into Equation (2-6b) enables R to be written 

a s  a function of and q : 

Equation (A-12) i s  a well-known relation. 

Substitute Equation (A-12) into (A- lo ) ,  and let the resulting gain function be 

designated g(<) . A few manipulations yield 

2 d-2. -- --T T T 
g(B) = [q - Q Q b  + 2 Trace [Q Q B ] - 2 q Trace [ g o  B ] (A-13) 

where, for  simplicity, the following new variable o has been introduced 

11 

0 = Trace B = 

The second portion of Equation (A-14) was presented earl ier  a s  Equation (2-23).  

A- 7 



lify the secon 

ng f i rs t  on the seco 

where 

The third term on the right side of Eqwtion (A-13) i s  more diffie 
T 

pressing Trace 6 P., 1 in scalar form, i t  can be she 

where 

The b scalars above a re  the elements of 13 . To i 
2 2 

Z , let i ts  skew symmetric form Z be written out in ftil.1 



Equation (A-19) shows that 

4 

Comparison of Equation (A-20) with Equation (2-22) shows that the vector Z 
A 

introduced in Equation (8-17) is  the same vector Z employed in Section 2.2. 

That is 

Next, substitute Equations (A-15) and (A-17) into (A-13) 

A simple rearrangement yields 

thus 



where 

Equations (A-24) specify the least-squares gain criteria a s  a function of the 

attitude quaternion . The problem of solving this expression to obtain. an 

algorithm for the optimai attitude estimate is considered in the following sub- 

sections. Equation (A-24a) is a very convenient form, since it is a quadratic 

function of 5 . The 4 X 4 matrix K is symmetric and its elements a r e  con- 

staris .  The se t  of equations wkich a r e  needed to establish the elements of K 

a r e  Equations (A-9), (A-14), (A-16), and (A-20). 

Some general information about K and its eigenvalues and eigenvectors can 

be presented a t  this point. Let the eigenvalues of K be designated a s  X 
1 '  

X2 , X3 , X4 . Since K = KT , all A will be real (Reference 11, Theorem 4.6). 
k 

For convenience, it is assumed henceforth that the X a r e  ordered such that 
k 

Since K = KT , a set of four orthonormal eigenvectors (designated here Tj a * " " '  - 
q ) can be found for K (Reference 11, Theorem 4.7);  and K can be diago- 

4 
nalized as  follows (Reference 11, Corollary 4.8) 

where 

A = Diag (A X2, A3, A4) 
4 x 4  

1' 



Usin tion (A-L4), (A-1 6), and ( -24), it can be shown that 

Trace K - (A -2 6) 

Because all X cannot be zero, it is certain therefore that X > 0 and X < 0 
k 1 4 

and thus that K is indefinite. 

etermiunation of the Least- 

s the problem of deter ternion q which 

e r e  K is a. real,  symnietric matrix; 



The constraint can be handled by the Lagrange multiplier approach. That is, 

we seek to maximize 

where X is the Lagrange multiplier. Differentiating Emation (A-31) with 

respect to and setting the result  to 5 in the usual rn 

Thus, the attitude quaternions which produce stationary values of E 

tion (A-28) a r e  the eigenvectors of K , and the Lagrange multipliers a r e  the 

corresponding eigenvalues. Equation (A-32 j thus can be written a s  

where the a r e  the eigenvectors of K and the X a r e  the eigenvalues. 
k k 

It has been shown thus f a r  that the eigenvectors q produce stationary values k 
of g($ ). To show which one of the four will produce the largest  g let  Equa- 

tion (A-33) be substituted into Equation (A-28) to yield 



Hence, the four stationary g values, in decreasing order of value, a r e  

The eigenvector which maximizes g , and which 

estimate, i s  ?j, the eigenvector which pertains 
1 ' 

thus i s  the optimal attitude 

to the most positive eigen- 

value hl . 
It is noted that the extremum problem posed by Equations (A-28), (A-29), and 

(A-30) also is solved in Reference 6, pages 1 1 7  through 1 1 8 ,  using a more 

cumbersome approach. 

A. 4 STUDY OF THE MAGNITUDES OF THE EIGENVALUES O F  K 

The material in the preceding subsection has demonstrated that the four eigen- 

values, X of K a re  real and that XI + X2 + X + A4 = 0 . By definition, 
k 9  3 

XI 5 X a X3 2 X4 , and it follows therefore that X1 0 and X4 < 0 . Since X 
2 1 

and have opposite signs, the condition XI X thus does not necessarily 
4 4 

signify that ]XI I > IX4 1 . 
This subsection presents more information on the relative values and magnitudes 

of the Xk . This information i s  useful for investigation of the main remaining 

task in the q-method development: namely, selection of an algorithm for de- 

termining the eigenvector q of K . The question of whether o r  not the con- 
1 

dition 1XI 1 3 11. 1 ; j = 2 , 3 , 4 will be encountered in all situations i s  of 
3 

particular concern. This i s  because the power method of extracting eigenvalue s 



and eigenvectors is a prime candidate for computing ?j and i t  is known that 
1' 

the power method will converge to q only if  this condition is satisfied. 
1 

1 'd2Zd3"0  by It can be shown that the are  related to three scalars d - 

the following equations : 

The desired information concerning relative values of the X and ] x ~ ]  can 
k 

be obtained from Equations (A-36). 

The three d, elements above a re  the positive square roots (d. = y.) of the 
3 T 3 J 3 

eigenvalues y. of the matrix C = B B . The erivation of Equation f 
3 

utilizes material in the R-method of solving the least-squares attitude problem, 

The derivation i s  lengthy, and to avoid a major interruption in the present 

material i t  has been relegated to Section A. 6 of this appendix. 

The facts which can be deduced from Equations (A-36) and the relations 

2 d 2 0 are  as  follows: 
3 

3. X3 5 0 with equality encountered only if d = 0 and d = d 
3 1 2  



X 2 Xg with equality encountered only if  d = d = d 
2 1 2 3  

X 2 Xg with equality encountered only if d = d 
3 2 3 

/ X1 1 2 1 Xg with equality encountered only if d = 0 3 

/ x ~  I 5 I x ~  1 with equality encountered only if (a) d = 0 o r  3  
(b) d - d 

1 2  

/ x ~  / S lxq 1 with equality encountered only if d = d = d 
1 2  3  

/ X3 1 6 \ A 4 /  with equality encountered only if d 2 = d3 

In determining the above equalities and inequalities, the case d = d = 0 was 
2 3 

a 

not considered. This condition i s  encountered only if all  V. a r e  colinear. 
1 

Thus i t  is a case for which attitude cannot be computed. It  yields X = X = 
1 2  

-A = 
3 4 "  

Item 5 verifies that the least-squares attitude solution is  unique. Items 9 to 

11, however, a r e  the most significant ones because they verify that the power 

method will converge to < unless d = 0 . The condition d = 0 i s  encoun- 
1 3 

a 
3 

tered (1) when there a r e  only two reference vectors, V, , or  (2) when there 
1 

a r e  mare  than two 7 but they all lie on a common plane. Because the Vi 
1 

all  lie close to a common plane in HEAO-A, i t  follows that the power method 

will converge slowly in this application unless special provision to accelerate 

convergence is made. 

A. 5 DETERMINATION OF EIGENVECTOR ql OF K BY THE POWER 
METHOD 

A. 5 ,1  Description of the Amroach 

As noted previously, the normalized eigenvector 6 which pertains to the 
1 

largest eigenvalue X of K i s  the optimal attitpde estimate. The analysis 
- 1  



to date on the problem of extracting has been devoted mainly to the power 
1 

method, a well-known technique which is described in References 6 through 9. 

Because eigenvector q is the only variable which must be obtained in the 
1 

present problem, the power method here can consist merely of sequential 

passes p through the equation 

The significance of the prime on K above i s  discussed later. The input ?j 

for any pass i s  the normalized output of the 

The power method requires a check to determine when convergence has 

occurred. The recommended technique of testing for convergence utilizes 

the quaternion properties of the 6' . With this method, the quaternion 
- -p-'] 

t jp is computed a t  the end of each pass p using r =  [q  
- 

tiplication. r specifies the small rotation w 

existing a t  the start  of pass p onto that seen 

of this rotation then i s  computed from the vector por-t;ion, R , of 7 via 

= 2 a r c  sin J= The approximation = 2 vf?FZT i s  ace 

i s  very small. Convergence is deemed to have oee 

smaller than a selected input constant. 

A. 5,2 Convergence 

A mathematical study of the conditions under which convergence to GI can be 

expected and of the convergence rate has been relegated to Section A. 5.4 to 

avoid an undesirable interruption in the present material, Only the most per- 

tinent conclusions regarding convergence and convergence rate will be noted 

a t  this point. 

The eigenvalue of K whose absolute value i s  greater than that of all other 

eigenvalues is called the dominant eigenvalue 
D 



next largest absolute value i s  called the second dominant eigenvalue X 
D2 ' 

Assuming that X is  unique (that is, that I AD / > I X / ) , the power method 
D D2 

always will converge to the eigenvector which pertains to X (There i s  
D D ' 

one exception here, and i t  occurs when the a priori input vector a0 i s  orthog- 

onal to . ) This result is proved in References 6 and 7 and in Section A. 5.5. D 
Section A. 4 showed that in the present application, X is  the dominant eigen- 

1 
value and X is the second dominant eigenvalue. Thus, except for one special 

4 
situation described below, the conditions I X I > I i 4  / > lX2 1 , \A3 1 will be en- 

1 
countered and convergence to tj will be attained. 

1 

The case where X = -A 
D D2 

presents a problem. This is the special situation 

which was noted above. Convergence will not occur in this case (page 40 Refer- 

ence 7). This case is encountered in the present problem with d = 0 and thus 
3 

X = -A A technique for surmounting the difficulty is discussed in the next 
4 1 '  

subsection. 

It is demonstrated in the references and in Section A. 5.4 that the most signifi- 

cant factor affecting the rate of convergence i s  the ratio IX / / I  X I . The 
D2 D 

smaller this ratio, the faster the convergence rate. The ratio X /X i s  of 
4 1 

prime concern in the present problem, 

A.  5.3 Improvement of Convergence by Eigenvalue Shifting 

A. 5.3.1 Introduction 

A simple technique for alleviating convergence problems involves using the 

following matrix K' in place of K 

where s i s  a suitably chosen negative scalar. It will be shown below that the 

term -sI will (1) shift all the eigenvalues of K by s (that is ,  Xf = Xk - s )  , 
k 



thereby assuring convergence and improving the convergence rate?, and (2) will 

not al ter  the eigenvectors This approach is recommended in Reference 7, 
k '  

The above two claims concerning Equation (A-38) a r e  easily proved. The 

starts with the basic eigenvalue equation which was listed earl ier  a s  Equa- 

tion (A-32). . 

where hk signifies any of the four eigenval 

eigenvector. Subtracting sqk from both si 

htroducing new notation yields 

where 

Equation (A-40) constitutes a new eigenvalue problem, The new eigenvalues 

h' a r e  related to the eigenvalues, X k  , of the original matrix K, a s  indicated 
k 

in Equation (A-42); and the new eigenvectors a r e  identical with those, qk , of 

K .  



A.  5 . 3 . 2  Criteria for Selecting the Shift s 

Figure A-1 is a sample plot of the variation of the eigenvalues X' ; k = 1 to 4 
k 

and their absolute ratios / r! I = I XI / / /A' I ; j = 2 to 4 with the eigenvalue shift 
J 3 1 

parameter s . Only negative s values a r e  shown on the figure, since positive 

values a r e  not of current interest. The initial (s = 0) eigenvalue values, X 
k '  

were chosen to be X = 1.0 , X = . 3  , X = -. 4 , X = -, 9 . These values a r e  
1 2 2 3 

not intended necessarily to be typical of those encountered on HEAO-A. The 

plots were obtained merely by the use of Equation (A-42). 

Figure A-1 shows the positive eigenvalues A' and X' increasing linearly a s  
1 2 

s is made more and more negative. The negative eigenvalues A' and Xi 
3 

a r e  driven linearly toward zero, they reach zero at  s = X and s = X re-  
3 4 

spectively, and thereafter increase linearly. A s  a result, 1 r4 / increases in 

size monotonically toward unity while / r' I and 1 r1 / a r e  driven to zero, 
3 4 

after which they also increase monotonically toward unity. Mathematically a t  

least, X can be negative rather than positive, In such a case, the 1 r '  I plot 
2 2 

would resemble the / r l  I and / r7 I plots on Figure A-1. 
3 4 

Figure A-1 shows that A' will replace A'  a s  the second dominant eigenvalue 
2 4 

i f  s is made more negative than the value indicated a s  s* . By use of Equa- 

tion (A-42) s* can be shown to be 

This result concurs with the results given in References 7 and 10. The param- 

eter  s *  can also be specified a s  a function of the elements d by substitution 
j 

of Equation (A-36) into Equation (A-43) to yield 



- 1 .o 
- .7 0 -.60 -.50 -.40 -.30 -.20 -.I0 0 

EIGENVALUE SHIFT PARAMETER s 

EIGENVALUE SHIFT PARAMETER s 

-1. Typical Variation of Ei 

A- 



The parameter s* generally i s  considered to be the optimal value of s , since 

i t  minimizes the magnitude of the largest Irl I ratio. The question of the opti- 

mality of s* a s  defined i s  considered in Section A. 5.4, where i t  is shown that 

s* i s  not necessarily the s which minimizes the number of iterations needed 

for convergence in any specific problem. The remainder of this appendix, 

however, will regard s* a s  the optimum s . 
A. 5.3.3 Implementation of the Optimal Shift s* 

Implementation of the optimal shift s* in a computer routine is usually not 

possible, since the X a r e  not known a priori. In the present attitude problem 
k 

however, it i s  possible to compute s* exactly. The technique involves use of 

Equation (A -44). 

It will be recalled that in Section A. 4 the claim was made that 

where the y. a r e  the eigenvalues of the 3 x 3 matrix C 
J 

and 

It follows that d and thus s*  , can be obtained easily from the eigenvalue 
2 ' 

y of C . An algorithm for computing y can be developed by expanding 
2 2 



to yield 

where 

The scalars c above a r e  the elements of 6 . 
y using the analytical solLz2;io for  Yl 9 Y2 e 

form of this solution is expressed by the foll 

$5 = Are cos * 0 



-m 
1 @ 

Y l =  3 + 2f cos- 1 3 

-m 

3 
f [cos t - fisin-$] 

Y2=- -  1 

Equations (A-47), (A-46), (A -50) to (A-52), (A -5 3b), (A-45), and (A-44) taken 

in that order, constitute the full algorithm for computation of s* . 
The above equations should always yield 

The scalars a and bl above a r e  the coefficients o 
1 

f the equation 



which is obtained by inserting the transformation 

into Equation (A-49), 

The above technique, in cmj 

eigenvalues X . . . 
1 

of K to be esta 

ower method in the present 

in the equation 

which could be solved algebraically for 

- 5 . 3 . 4  A Suboptinla1 Technique for Co 

This section derives a s m which has a 

computing the eigenvalue 

which was ernplo yed previously, 

Now note the follo 



where w. and v. a r e  the lengths of %. and 7 respectively. The above 
1 1 1 i '  

relation omits system errors ,  particularly those due to the s ta r  tracker. Sub- 

stituting Equation (A-58) into (A-57) produces 

Moving R outside the summation yields 

B"  R * A  

where A is a newly defined 3 x 3 matrix which i s  

1 The trace of A i s  

In the special case where the observation and reference vectors a r e  unweighted, 

this reduces to 

Trace A = n (A-62b) 

where n is the number of observations. Equations (A-62) will be employed to 

compute trace A in the final s algorithm. 



Let the eigenvalues of A be designed a s  
T 

from Equation (A-61) that A = A 

the subscripts be ordered such that 
-T x @ A 0 Z , where Z. is an arbitra 

by Equation (A-61),  i t  can be shown that is at least pcsitive se  

%&ecaX% the matr which was intro 

and recall from ection A. 4 that 
0 

7'. = d6 , and r d  k d  2 0 .  
J j 1 . 2 3  

the eigenv,: .ws of S are 

yields 

pplying a well result in matrix 

Since 

Using the relation 

it  therefore fol 



where the second part of Equation (A-66) was obtained from Equation (A-36). 

Applying a previously mentioned relation, X + X + X + X = 0 , to Equa- 
1 2 3 4  

tion (A-66) now yields 

-. 5 Trace A 5 [A2 + X3 + X4] (A-67) 

The optimum eigenvalue shift was shown earl ier  to be s* = . 5  [A2 + X4] . From 

Equation (A-67), it i s  obvious that use of the relation 

1 
s = - - Trace A 

2 
(A-68) 

will provide a very rough approximation to the optimal shift. This equation, 

however, will usually cause an overshift because of the undesirable X term 
3 

in Equation (A-67). The relation 

s = - - Trace A 
3 

often should be better, Equation ( -69) utilizes the approximation X = - 5 [A + 
3 

X ] , while Equation (A-68) employs the approximation X = 0 . 
4 3 

In summary, the operations required by the suboptimal eigenvalue shift method 

a r e  a s  follows: 

1, Compute Trace A with Equation (A-62a) or, when applicable, (A-62b) 

2. Compute the shift s with Equation (A-68) o r  (A-69) 

A. 5.4 Analysis of Convergence and Convergence Rate 

This subsection considers the convergence and convergence rate of the power 

method a t  a more detailed mathematical level than has been done to this point, 

The work is devoted mainly to the derivation of Equation (A-79), which specifies 



the relationship between eigenvalue ratios, initial conditions, and Convergence 

properties. Material from References 6 and 7 has been used in the study. 

Recall that \ and ij k = 1 to 4 , are  the eigenvalues and eigenvectors of 
k '  

K . Therefore, they satisfy the equation 

Through manipulation of Equation (A-70) ,  i t  is possible to obtain the more gen- 

eral  relation 

where superscript p is  an arbitrary positive integer signifying that X and 
li 

K a r e  to be raised to the pth power. 

In the present work, the ?f have unit length by definition. Since K is  real 
k 

and symmetric, i t  follows that 

-T - 
= 6 

'k * 'rn krn 

where 6 i s  the Kronecker delta, The multiplication which is used in Equa- h 
tion (A-72) and in later equations of this subsection i s  the usual Euclidean inner 

(dot) product. 

Since the four q a re  linearly independent (orthonormal, to be more precise, 
k ? 

as indicated imEquation (A-72)), they can be regarded as a set#\basis vectors 
4 

in a real  Euclidean vector space R . It thus is certain that any vector ijj in 



4 
R can be expressed a s  a linear combination of the q Letting 5' be the k '  
a priori attitude estimate which is enlployed in an application of the power 

method, therefore 

The c 7 s  abo-ve a r e  constants which depend on $ and the Tj . the precise 
k 9  

relatiion can be obtained easily from Equations (A-72) and (A-73) 

The f i rs t  pass through the power method equation yields 

I g n ~ r h g ,  for simplicity, the normalizing operation which (in the current appli- 

cation of the power method) is performed a t  the end of each pass,  successive 

plications of E tion (A-75) yield 

where $ is the resultant a t  the end of the pth pass. (In the present notation, 

superscript p , when used with scalars and matrices, signifies that these 

uzu~tities a r e  to be raised to the pth power except where noted otherwise in 

the text, Superscript p is  used with vectors, however, only as  a label to 

designate pass o r  iteration number. ) 



P Next, premultiply Equation (A-73) by K . Application of Equations (A-74) 

and (A-71) and use of the obviously valid assumption that the dominant eigen- 

value, X i s  not zero yields 
1 '  

Equation (A-77) is the basic result of the present derivation. It can be made 

applicable to the shifted-eigenvalue application by merely adding primes to the 

Xk * 

1 that, by definition, A. a h 2 A. 2 hq . It can be shown that when the 
1 2 3  

s t a r  observation set contains a t  least two noncolinear vectors, the eigenvalue 

shifting technique ( = A k  - S) canalways yield /A;\ > \ A '  2 1 Ihbl 1 
In this case, Equation (A-78) shows that 

if cl # 0 . This, in effect, means convergence toward q since the computed 
1 - 

-P q always can be normalized to unity. If c = 0 the power method obviously 
1 

will not converge to Equation (A-74) shows that the condition c = 0 wi I '  1 
be encountered only if 7j0 i s  accidently chosen orthogonal to q 1 " 



Assuming c # 0 , Equation (A-78) can be expressed in the form 
1 

where 

The superscript p is used in c(') above only as  a label. 
j 

The three t e rms  in Equations (A-80) can be regarded a s  transient 
J J 

response modes. Equation (A-80a) shows that the rate of convergence of the 

(P) power method is  determined entirely by the ra tes  at which the amplitudes c: 
J 

of these three modes attenuate toward zero, and Equation (A-80b) shows that 

these three attenuation ra tes  a r e  determined solely by the eigenvalue ratios 

A: /Xi  . The X!/X' ratios, however, a r e  not the only phenomena which deter- 
3 3 1 

mine the number of iterations required to converge (that is, to reach a selected 

converge cri ter ia)  in any specific application. Equations (A-74) and (A-79b) 

show that the selected initial condition q0 affects the necessary number of 

iterations via the initial mode amplitudes cjO) = c./c, . 
J 3 

I t  will be recalled that the optimal value s* of the eigenvalue shift parameter  

s shifted the eigenvalues to the point where X = -A Equations (A-80) show 
2 4 '  

that this approach causes the mode 2 and mode 4 responses to decay a t  the same 

rate. By doing this, it maximizes the speed of response of the slowest of the 

three transient modes. 

In any specific application, however, s* is not necessarily the s which will 

yield convergence in the minimum number of iterations. This phenomena was 



e simulation runs discussed in Secl5on A ,  7 and was not 

r ior  to the present analysis. Figure A-2 illustrates the 

shown in Figure A-2, the initial value, F"' 4 c /c of Mo 
4 4 I S  

E"' 4 c /c of Mode 2. For simp tyy-, the initial value F 2 2 1 
le. As a result, ove 

convergence in a 

se of sa . Iteration N 
e 

hly, the crossover iteration nu 

uce faster Convergence &an. the s = s* one if P; 

enee in fewer than N iterations, Otherwise, 
e 

ations (A-80) s ow that the transient mod, -a: tes i 

j 
on each successive iteration if X!/Xr i s  ne a:~ve, This i s  

1 %  

onvergenee Rate 

ng technique discuss 

cing the convergence 

e used to supplement 

to a power, i. e . ,  m 

computations on [ K' lm rather than on 



Figure A-2. Sample Transient Response 



It i s  possible to show that when the power method computations a r e  performed 
m 

on K' , the dynamic response equations corresponding to E v t i o n  (A-80a) 

for the simple K t  case a r e  

where now 

s method's potential for reducing the required number of iterations is evi- 

dent, since the eigenvalue ratios a r e  mised to the power mp rather than 

merely to the power If applied to an ac l application, such a s  REAO, 

blish a criteria for selecting m . 

in the preceding subsections for exkrating the first 
- 

eigenveetor 
1 

from K' treats K'  a s  a general. real symmetric ma 
- 
q a s  a general real eigenveetor. That is, the technique 
1 

use of the facts that is a rotation quaternion and that KT can be b 
1 

separated into the s matrices indicated in Equation (A-24b), The present 

subsection slnrnmarizes the main features of a method recommen 

P. Davenport which does utilize these special fea 

A s  in the DOAOP routine, the approach utilizes an interme iate body coordi 

frame B obtained from an a priori attitude estimate R . the coordinate 
0 0 '  

frame relationships shown earlier in Figure 3-3 a re  licable here, In a 

eration, the algorithm transforms the matr 



via B + B R~ . This operation, in effect, transforms the catalog vectors 
0 

onto Frame B resolution. As a result, the quaternion Ti which is estab- 
0 

lished by the basic algorithm defines the orientation of the spacecraft body 

frame B relative to B . The operations which a r e  necessary to transform 
0 - 

q into the desired attitude matrix, R , of Frame B relative to Frame GCI 

a r e  straightforward and will not be delineated here. 

Since is a rotation quaternion, i t  is representable in the form shown earl ier  

a s  Equation (A-11). 

8 
sin - 

2 
e 

cos - 
2 

Assuming that the a priori attitude estimate R i s  reasonably accurate, the 
0 

rotation angle 8 will be small, thus cos (e/2) 1 . 
The algorithm i s  an iterative one much like the power method. A t  each itera- 

tion p i t  computes an estimate A '  of the dominant eigenvalue using a special- 
P 

ized form of the Rayleigh quotient approximation (Reference 7). The basic 

Rayleigh equation is 

The p 's  above designate pass o r  iteration number. For convenience, the 

present subsection presents the p ' s  as  subscripts rather than a s  superscripts, 

a s  is done elsewhere in the report. Equation (A-82) computes the true eigen- 
- 

value exactly if  
%-I 

is the exact eigenvector. 



- 
Let the 

%-1 
in Equation (A-82) be broken into components $ an 

P-1 p- l 
a s  indicated in Equation (A-11) and let K 7  be broken into the submatrices 

specified in Equation (A-24b). The result, after multiplying out, i s  

where for simplicity we have used Sf = S - I (a + s )  an 

Recall now that ?$y = ? ere =? i s  the Gi ba vector used in DBAOP, a- 

tion (A-83) can be expressed in terms of ? by simple manipulation 

A' = 
P a 1.P * Y  

p-l  p-l  

tion (A-84) i s  the equation actually use 

onsider next t 

- 
with exact equality being encountered when A' and a r e  an exact eigenvalue 

P 
m d  its associated eigenvector. The q on the sight side of Equation (A-85) 

P 
order to develop an algorithm which employs 

and K1 into their com orients as was done before 



Manipdation of Equation (A-86a) produces 

earlier, eos (Q/2) % 1 because of the transformation to Frame B 
0 

M L . Thus /q is very close to unity and 
- P 

Equation (A-87) can be approximated by 

which is the equation actually eniployed in the algorithm. 

In summary, the algorithm consists basically of Equations (A-84) and (A-88). 

These a r e  to be employed iteratively, as in the usual power method. 

The algorithm provided by Equations (A-84) and (8-88) now will be compared 

with the simplified DOAOP algorithm which was presented earl ier  in Section 2.2 

was summarized a s  Equation (2-26). In order to make the comparison, 

Equation (A-84) is first  substituted into Equation (A-88). The definitions of S' 

and of a re  then introduced 



where 

o = Trace B 

and some minor manipulations a r e  made to yield 

The similarity between Equation (2-26) and Equation (A-90) is immediately 

evident. In fact, if the eigenvalue shift parameter  s is given a value of -a , 
Equation (A-90) reduces to Equation (2-26) exactly. Therefore, the algorithm 

(Equations (A-84) and (A-88)) discussed in this subsection can be regarded a s  

a generalization of the algorithm of Section 2 .2  (and of the algorithm used in 

DOAOP) to include a variable value of s . Conversely, the DOAOP algorithm 

can be regarded a s  a special s = -a implementation of Equations (A-84) and 

A. 6 PERTINENT MATERIAL ON THE R-METHOD 

The main purpose of this section is to derive Equations (A-36), upon which the 

preceding study of the power technique convergence in the q-method application 

depended heavily. The only way this derivation can be performed involves 

going through the main steps in the development of the R-method of solving the 

least-squares attitude problem. Material on the R-method was presented 

previously in References 3 and 5. 

The development can s tar t  with Equation (A-10) 

T T 
g(R) = Trace R B ; Trace B R 



The problem is to termine (directly) the matrix R which maximizes g . 
Since R is an atti e matrix, it is s ject to the constraints 

T 
R R - I  

Det R = +1 

-91) is satisfied, i t  is certain that Det R = f 1 . Thus, the effect 

y Equation (A-92) wou be to eliminate some solu- 

he constraint irn -91) can be handle by the usual Lagrange 

roach. In the present problem, the Lagrange multipliers can be 

arranged in a synimetric 3 X 3 matrix N and incorporated into the least-squares 

tion (A-6), a s  follows 

e optimization 

than a vector, i ized, However, the present 

e ;  a gradient matrix method, 

The necessary gradient matrix expressions can be o ined from Reference 13 

using index no tion, The expressions a r e  

a T 
.---- Trace RB = B an 



When developing (A-95), use was made of the previously mentioned restriction 
T 

H = H  . 
Differentiating Equation (A-93) with respect to R , employing Equations (A-94) 

and (A-95), and setting the result to zero yields 

The problem posed by Equation (A-96) is to factor B into the product of (1) an 

orthogonal matrix R of Determinant + 1 and (2) a symmetric matrix H. The 

resulting matrices R will yield stationary values of g(R) in Equation (A-PO), 

The gain function g can be expressed a s  a function of 11 . The derivation con- 
T 

sists  merely of premultiplying Equations (A-96) by R and transposing to 

obtain 

olnparison of Eq %ions (A-10) and ( -97) shows that 

g = Trace H 

Ewation (A-98) will be employed later. 

The problem which will be pursued now i s  to develop a technique for establish- 

H . For this work, it  will be convenient to introduce the following new 

3 X 3 symmetric matrix C. 



The second and third portions of Equation (A-99) follow from the definition of 

B provided by Equation (A-9). Substitution of Equation (A-96) into (A-99) and 
T 

utilizing H = H yields 

T 
The eigenvalues of C a r e  all real,  since C = C (Reference 11, Theorem 4.6). 

Let the eigenvalues of C be designated as Y and let them be numbered such 
j 

that y a y 2 y The matrix C .will be nonnegative definite, since it i s  fac- 
1 2 T 3 '  

torable into B B (Reference 11, Theorem 4.18). Therefore y 2 y2 a y3 2 0 
1 

(Reference 11, Definition 4.9). Rank C will be equal to Rank B (Reference 11, 

Theorem 3.15 and Problem 3.12). Therefore, the number of zero eigenvalues 

of C is (3 - Rank B). 
\ 

T 
Since C = C , orthogonal matrices U exist which will diagonalize C with a 

congruence transformation, even if the y. a r e  not all distinct (Reference 11, 
1 

Corollary 4.8). The columns G .  of U a r e  the normalized eigenvectors of C , 
J 

and the nonzero elements of the resulting diagonal matrix lr a re  the eigen- 

values y. . Thus 
J 

where 



and 

Equation (A-lola) can be inverted to yield 

The following new diagonal matrix D now will be defined 

where 

(A- 1O4a) 

and 

p. = k  1 (A- 104b) 
J 

The motivation for introducing D should soon become apparent. The d. a re  
J 

nonnegative by definition. Since y 2 y 2 y3 2 0 , it  i s  obvious that 
1 2  

d k d  2 d 3 > 0 .  
1 2  



There a r e  eight possible triads { 1 . Thus, when d # 0 , there a r e  
3 

eight possible D matrices. Let the triads be numbered as follows: 

Comparison of Equations (A-lO1a) with (A-103) and (A-104) sho-ivs t 

for  all D matrices, Using E tions (A-100), (A-1 -10G), i t  is trivial 

to show that 

7) can be solve for H. This solution must satisfy the s 
T 

mentary requirement H = H The r e s  

The validity of Equation (A-108) can be verified by multiplying IT by itself and 
T 

employing U U = I to repro ce Equation (A- 

Eqwtion (A-108) establishes H a s  a function of the eigenvalues yl and eigen- 
A T J 

vectors u of C = B B . However, it yields up to eight possible H matrices 
j 



corresponding to the eight possible { p , ]  sets  of Eqwtion (A-105). The prob- 
J 

lems now a r e  to establish (1 )  which ones can be elirninaied because they yiel 

attitude matrices R with determinant of -1 and (2) whic of the 1-emaining ones 

yields the largest value of the least-squares gain 

Taking the determinant of Equation (A-108), employing (A-lO3j, and utilizing 

the relation Det U = f 1 yields 

Det B = Det D = d d d 
1 2  

ng the determinant of Eqwtion (A- serting (A-109) 

o r  Det R = -+1 , i t  therefore is necessa 

3 
= Det B 

ementary analysis which will not be 

ition Det B < 0 will never be enco (The analysis use 

of Section A. 5.3.4 an 

Det B 2 0 . It i s  not difficult to show that all d. a r e  nonzero when Det B # 0 . 
J 

Therefore, Eqiuation (A-11 tes that for the usual case of Det B > 

the condition Det R = +I necessibtes that (1) all be posigve o r  (2)  two 
j j 

be negative and the remaining one be positive. This r e  rement thus eliminates 

] triads numbered 5 through 8 in Eqwtions ( 

Det R = +I and thus a r e  acceptable. 

The development in the paragraph above i s  not applicable when Det B = 

reviously mentrione loyed the A mat of Section A,  5 .3 ,4  



indicated ihat the condition Det B = 0 will be encountered only if (1) all  refer- 
-2- 

ence vectors V. a r e  colinear (Rank B = 1) or  (2) all lie in a common plane 
1 1 

(Rank B = 2). It can be shown that the f i rs t  of these cases implies d > d = 
1 2  

d = 0 . This case is  of no interest -here, since i t  i s  known that attitude cannot 
3 

be computed uniquely in this condition. The second case, however, is of inter- 

est,  since i t  includes the common condition where only two observation vectors 

a r e  available; i t  is known that attitude can be established uniquely in this situa- 

tion. It is possible to verify that the condition Rank B = 2 implies d 2 d > 
1 2  

d = 0 . When d = 0 , the sign of y is meaningless. Inspection of Equa- 
3 3 3 

tions (A-105) should show that when d = 0 , the only four distinct Cp.3 sets  
3 J 

a r e  the ones numbered 1 through 4. A supplementary study, which also will 

not be detailed here, verified that i t  is possible to obtain a separate solution 

for R , with determinant of +1 , f m  each of these four {y. 3 sets  in the d = 0 
J 3 

case. 

To determine which one of the four "acceptable" H matrices (those which pertain 

to {+I sets  1 to 4) yields the largest value of the least-squares gain function 

g , take the trace of Equation (A-108) and utilize (A-103) 

T T 
Trace H = Trace CUDU ] = Trace C D U  U] = Trace D 

Comparison of Equations (A-98) and (A-112) shows that 

g = k  d + p  d + 
1 1  2 2 p 3 d 3  



Since there a r e  four acceptable {p.  1 triads (Triads 1 to 4 of Equations (A-105)), 
3 

Equation (A-113) shows that there a r e  four stationary gain values g Equa- k '  
tions (A-105) and (A-113) show that these a r e  

Since d 2 d2 2 d 2 0 , Equations (A-114) show that gl 2 g2 5 g, 2 g4 . 
1 3 

Therefore, the condition y = = + 1 i s  the one which produces the 

largest value of the least-squares gain function, and thus is the condition which 

should be used in Equation (A-103) to establish D . 
The derivation of the algorithm for computing R for the case d # 0 now can 

3 
be completed. (The d3 = 0 case requires special procedures which a r e  not 

discussed here, ) Suitable equations for R can be obtained by either substitut- 

ing Equation (A-108) into (A-97) and solving for R 

or ,  optionally, by substituting (A-108) into (A-96) and solving for R 



To summarize, with the R-method the attitude matrix can be computed using 

either Equations (A-115) o r  (A-116). The matrix B in these two equations is 

specified by Equation (A-9). The matrix U is made up, columnwise, of the 
T 

orthonormal eigenvectors $ of B B . The non-zero elements d. of the 
j J T diagonal matrix D a r e  the positive square roots of the eigenvalues y of B B . 

j 
Use of negative signs with two of the d. elements when forming D yields an 

J 
attitude matrix with determinant of +1 which stationizes, but does not maxi- 

mize, the least-squares gain function g ; the values of g for these three cases 

a r e  indicated by Equations (A-114 b through d). 

The Tour g,  equations, Equations (A-114), a r e  of more immediate interest 
1 

than is the overall R-method of attitude computation. These equations indicate 

the four stationary values g of the least-squares gain function g . They a r e  k 
produced by four attitude matrices . It was demonstrated in Section A. 3 

that g also is stationized by the four normalized eigenvectors q of the ma- 
k 

tr ix K. The pertinent equations were Equations (A-35). The 5 a r e  the atti- 
k 

tude quaternions, and the stationary values, gk , of g a r e  the corresponding 

eigenvalues, X of K . The stationary values g produced by the 
k g  k 

Rk a r e  

identical to the corresponding stationary values g produced by the 5 because 
k k 

the % and the corresponding 3 a r e  merely different parameterizations of 
k 

the same attitude. From Equations (A-35) and (A-114), thus 



These a r e  the relations listed earlier a s  Equation (A-36) and employed in the 

subsequent studies of the feasibility of determining the dominant eigenvector of 

K by use of the power method. 

A. 7 SIMULATION TESTS O F THE q-METHOD--INTRODUCTION 

A computer routine QSNAPLS) of the: q-method was coded and several series of 

test runs were made. The purposes of the runs were to verify the bas-ie validity 

of the q-method of attitude determination, to evaluate its performance in the 

REAO-A application, etermine whether or  not it should be included as  

part of HEAO-A's operational attitude support system. 

n the first version of SNAPIS, the attitude eigenvector q of K T  was com- 
1 

puted by the power method approach discussed in Section A. 5. The eigenvalue 

shift (A' = X - s) technique was employed to enhance the convergence rate. 

The shift parameter s was calculated via the suboptimal technique of subsec- 

tion A. 5.3.4. The so-called K ' ~  method, discussed in subsection A .  5-5,  in 

x~hich convergence rate i s  fu&her enhanced by raising K' to a power m be- 

the matrix iterations was not used, 0 

the eigenvector pro lem was implemented, That is ,  the alternative 

ue described in s section A.  5.6, in which ?? i s  computed rather than 

The test runs ated star observations similar to those which will be 

obtained in the spi ng mode of HEAO-A. The simulated observations all lay 

close to a common p me,  the spacecraft's spin plane. Figure A-3 portrays 
A 

the geometry. For convenience, the spacecraft spin axis, z was chosen 
B ' 

to coincide with the celestial north pole in the m s .  With this 2 attitude, 
B 

location of any observed star,  (e. g. , star i), on the spacecraft 

pin plane can be specified by the right ascension angle, a! , of the star,  and 
i 

the location of the s ta r  above or below the spin plane is the declination 6. . 
1 



Figure A -3. Geometry of Simulated Star Observations 



e with perfect s tar  observations and also with noisy observa- 

s, no attempt was made to duplicate precisely the noise 

d on HEAO. Specifically, the noise and inaccuracy which 

1 NEAO system, when the s ta r  observations a r e  rotated 

were not modeled directly. 

using the power method were al l  plagued by extremely slow 

the maximum number of iterations at  f i rs t  

ever, proved to be far  too low; the indica- 

o r  so iterations might be needed in the 

In order to obbin  a better g of the convergence rate difficulties, 

s was made in which the power method was replaced by a pack- 

d all  four eigenvalues and eigenvectors of K . 
ich is part  of the International 

roach, the symme,tric ma- 

atrix T by means of the 

of T then a r e  com- 

envalues of K a re  identical to those of 

tors of K a r e  computed, in the final operation performed by 

forming those of T . One of the minor advantages of 

ike the power metho EIGRS does not require the external 

generation of an initial attitude estimate 3' . 
e version of SNAPLS which included EIGRS in place of the power method 

computed atti  e correctly in the test runs and encountered no noticeable 

problems, To save time in developing the operational attitude support software 

for NEAO-A, this version of SNAPLS was incorporated into the operational 

ystem. That is, i t  was consi preferable to code the least-squares 



altitude estimation portion of the operational system immediately with this 

version of SNAPLS, rather than to delay the coding with further attempts to 

solve the power method's convergence rate problem. 

Later simulation runs and analyses verified that the slowness of convergence 

of the power method in the early runs was caused by the fact that the simulated 

s tars  were not spread out over a large region of the celestial sphere. Instead 

they were bunched in a small clump. The selected maximum separation angle 

in declination, AbMX = bMX - BMM 9 between observations generally was 

8 degrees to 19 degrees in the runs. The 19-degree value is considerably 

larger than the 8-degree limit which will actually be encountered on HEAO-A. 

However, the seiected maximum separation angle in right ascension, A ohluc= 
a - a , was only 2 degrees to 20 degrees. This i s  much narrower than the 

n 1 
values, generally about 20 degrees to 360 degrees, which normally can be an- 

ticipated in the operational HEAO-A problem. 

Data presented in the next subsection shows that when the observed s tars  all 

lie close to a common plane but a r e  spread out over a large separation angle 

in this plane (A 
MX 

small, Aa! large) the values of the eigenvalues A. of 
MX I 

K are  such that r r < 1  and r 1 . (The present section uses 
2 4 

the notation r .  = A./X and r! = Af./Xi) . The eigenvalue shifting approach 
J 3 1  3 J 

(Xi = li - s) can be quite effective in enhancing convergence in this case. That 

i s ,  i t  can yield 1 r 1 , 1 r 1 , ( rk/ < < 1 . However, when the observed stars 
2 

al l  lie in a small clump (A6 small, A a r n  small), the condition / r / , 
NIX 2 

r 1 /rq I " 1 will be encountered. In this case, the effectiveness of the 

eigenvalue shifting method is very limited because i t  is  not possible to make 

all three ratios Ir! 1 << 1 . This provides an explanation for the slowness of 
J 

power method convergence seen in the simulation tests. 

It is  currently believed that use of the approach of Section A .  5.5 would 

enable the power method to converge accurately in a reasonable number of 

iterations, even under geometrical conditions as adverse a s  those of the early 



simulation m s .  Simulation runs to test this belief, however, were not made 

in  the present study. 

There is considerable evidence that the rate of convergence encountered in the 

simulation m s  was significantly slower than that of DOAOP, DOAOP always 

converges in fa r  fewer than 1000 iterations even when dealing with clump sizes 

of only a few degrees. The question, however, was not explored in the present 

work. 

Discussion of the Final Series of Runs 

section discusses the final ser ies  of simulation runs made in the study. 

primary purpose of this ser ies  was to check the effect of maximum planar 

separation angle Aa on the convergence properties of the power method. 
MX 

Both the power method and the EIG method were used, The main function 

of EIGRS here was to establish the eigenvalues X to X4 . Knowledge of X 
1 1 

to X i s  essential for analysis of results produced by the wer method, since 
4 

' s  convergence properties depend heavily upon them. 

e r e  made in the series,  0 y the last  seven, however, a r e  

I inputs were identical for the seven runs except for the 

between observations. Ten ob- 

ir declination values being a s  follows: 0 ,  1, 
i 

es,  All the observations were made error-free 

and were given the same least-squares weighting factor a = 1.0 . The obser- 
i 

t ascension EA is  delineated in the following tabulation. 

eparation in RA between 
each observation (DEG) 

Separation in RA between 
first  and last  observation 
AaM, (DEG) 

9 
18 
3 6 
72 

144 



The number of iterations actually required by the power method for conver- 

gence and the final e r r o r  in attitude a r e  shown in Table A-1. In these runs, 

convergeme occurred, by definition, when 8 8 
p MIN 

where 8 is the angular 
- 4 P 

rotation during iteration p and 8 
MIN 

was se t  to . 6  X 10 degrees. The con- 

vergence numbers in Table A-1 have a tolerance of roughly a5. The variable 

s* is the optimal shift value which yields X '  - 
2 --Xi. The values of s* in 

runs 6 to 12, respectively, were -.037, -. 109, -.400, -1.47, -4.39, -4.50. 

The variable s = -3.33 above is a suboptimal value which was computed using 

Equation (A-4), with the gain factor k se t  to 1/3. 

Table A-1 provides sample values of the relationship between Aa and N . 
M.x C 

The results cannot be accepted as universal, however, because N is depen- 
c 

dent on 8 and also on the initial attitude estimate $ . For the input 
MIN 

conditions which were used, eonvergence was achieved in a reasonably small 

number of iterations when > 70' . For M1 < 70' the suboptimal 
MX MX 

eigenvalue-shift method produced faster convergence than the optimal method, 

at  the expense of a larger final attitude e r ro r .  Increasing Aa beyond 90' 
MX 

evidently does not alter the eonvergence response significantly, 

Table A-2 shows the initial conditions '*) , j = 2, 3, 4 of the three transient 
j 

response modes discussed in Section A. 5.4. These c!') values were calcu- 
J 

lated using Equations (A-74), (A-80b), and the eigenvectors generated by 
k 

EIGRS, The !O) results a r e  heavily dependent on the relation between the 

initial attitude ist imate q0 and the true attitude ql . However, they a r e  also 

influenced significantly by the observation geometry, a s  Table A-2 demon- 

strates. 

The remaining data to be presented in this subsection were obtained from the 

eigenvalues A. which were computed by EIGRS. Table A-3 shows the values 
i 

of the three d . 
j 



Table A-1, er of Iterations for  Convergence 

ITERATIONS 
TO CONVERGE (Nc) 

FINAL ATTITUDE 
ERROR (DEGREES) 

FINAL ATTITUDE 
ERROR (DEGREES) 

.88 E-2 

.34 E-2 

. I  1 E-2 

.29 E-3 

.51 E-6 

.54 E-6 

.51 E-6 



Tablc A-2. Initial Values of the Transient Response Modes 

RUN 
*a MX 

(DEGREES) 



Table A-3. Results of dl , d2 , and d 
3 

*ff MX 
(DEGREES) 



T 
The d. a r e  the positive square roots of the eigenvalues of B B and they a re  

J 
of fundamental importance a s  indicators of the basic attitude determination 

geometry. Table A-3 shows that the condition d < < d was encountered in 
3 1 

all runs. This is  because all  the s tar  observations lay close to a common 

plane. Table A-3 also shows that the condition d < < d was encountered 
2 1 

when UMX was small, .but that d became comparable in size to d for 
2 1 

&MX 
2 go0 . This result tends to validate an earlier assertion that a single 

observation or  multiple colinear observations will yield d = d = 0 . 
2 3 

The eigenvalues X of K and their ratios r. = 1 /A are shown in Table A-4. 
i j l  

This table shows that the expected result X1 > X > X > X4 was encountered 
2 3 

in all runs. However, for Aa! < 18 degrees the deviations between the four 
MX 

absolute values I A. I are  small. Increasing Aa 
MAX 

causes X and h to 
1 2 3 

move in toward the origin but produces a negligible effect of and X4 . Each 
1 

of the three transient response modes decays in proportion to [r.? , where 
J 

p is  the iteration number and is to be interpreted as  a power. Table A-4 

icates that the basic power method (without eigenvalue shifting) 

would not converge adequately for any of the runs, For small Aa! 
NIX conver- 

gence of all three modes would be wrreasonably slow, For AQ! 
MX 

of 70 de- 

grees or more, modes 2 and 3 would decay with sufficient rapidity, but the 

rate of mode 4 would not be improved at all. As an example of the slowness of 

convergence which Table A-5 indicates, for an r .  of .9980, approximately 
J 

1150 iterations would be needed to attenuate a modal amplitude r to 10 per- 
j 

cent of its initial value. 

The improvement in convergence rate which can be affected by the eigenvalue 

shifting technique i s  shown in Table A-5. These results tend to confirm the 

results shown in Table A-1 which were obtained with the power method in the 

simulation runs. 
When a~~~ > 70 degrees or  so, Table A-5 indicates that 

convergence should have been rapid for both the s = s* and the s = -3 .33  

eases, since all three ratios lr! 1 are  much less than unity. When AQ! 
MX 

is 
J 



small, however, the table indicates that convergence should have been slow 

because r9 was close to unity in both cases. 
2 



Table A-4. Eigenvalues A. and Their Ratios 



RUN 

6 

7 

8 

9 
10 

11 

12 

&@M x 
(DEGREES) 

Table A-5. Ratios of Shifted Eigenvalues 



GLOSSARY 

See Figure 3-7, Block A1 

eighting factor. See Equations (2- I) ,  (2-2) and (2-3) 

See Equation (A-61) 

See Equations (A-51a), (A-55a) 

See Equation (2- 18) 

Body-fixed reference frame in spacecraft 

Frame aligned with the preliminary estimate of B. See Fig- 
ure  3-3 

See Figure 3- 7, Block A1 

See Equations (A-51b), (A-55a) 

Cosine 

Diagonal matrix of the eigenvalues of H 

Absolute value of eigenvalue j of H; d. =p 
J J 

See Equation (A-51c) 

See Figure 3-7, Block A1 

Geocentric inertial coordinate frame 

Least-squares gain function 

Symmetric matrix of Lagrange multipliers. See Equa- 
tion (A-72) 

3 Y 3 Identity matrix 



See Equations (A-24) 

I< - SI 

Least-squares loss function 

See Equations (A-49), (A-50) 

Number of iterations required for convergence 

Number of observations to be used in the least-squares atti- 
tude computation 

P Attitude matrix indicating the orientation of frame B relative 
to frame B . See Figure 3-3 

0 

I Coefficients used in the study of the main orthogonalization 
operation in the preliminary attitude computation; see  Equa- 

1 tions (3-1G) and (3-28) 

Matrix whose columns a r e  the eigenvectors of K 

The vector part of quaternion a 
The scalar part of quaternion 

Attitude quaternion 

Eigenvector 1s of K 

Attitude quaternion and f i rs t  eigenvector 0f.K 

Initial estimate of 5 
1 

Estimate of 7 obtained from pth pass through the power 
1 

method equation 

Attitude matrix indicating the orientation of frame B relative 
to frame GI 

The initial estimate of R. See Figure 3-3 

The elements of R 



Negative scalar employed to shift the eigenvalues h of K 
k 

Sine 

See Figure 3-7,  Block A1 

The optimum value of s 

The actual time at which Observation i was performed 

The time at  which attitude i s  to be computed 

Matrix comprised of the eigenvectors of C 
j 

The jth eigenvector of C 

The transformed reference vectors in the preliminary atti- 
tude computation. See Figure 3-7 

The transformed reference vectors generated by the main 
orthonormalization operation in the preliminary attitude com- 
putation. See Figure 3-7 

The transformed observation vectors in the preliminary atti- 
tude computation. See Figure 3-7 

The transformed observation vectors generated by the main 
orthonormalization operation in the preliminary attitude com- 
putation. See Figure 3-7 

-.a 

3 x n matrix comprised of the reference vectors V. 
1 

Unweighted (i. e. , unit) reference vector (frame GI resolution) 

Weighted reference vector (frame GI resolution) 

Fi rs t  reference vector selected for the preliminary attitude 
computation 
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Second reference vector selected for the preliminary attitude 
computation 

A 

The length of reference vector V. 
1 

A 

3 X n matrix comprised of the observation vectors W 
i 

Unweighted (i. e.  unit) observation vector (frame B resolution) 

Weighted observation vector (frame B resolution) 

d 

The length of observation vector W. 
1 

Unit vector along the axis of the rotation which rotates 
frame GCI onto frame B 

See Figure 3-7, Block A2 

See Equation (A-55) 

See Equations (3-16) 

The attitude vector. See Equation (2-5) 

The predicted 7 during DOAOP7s iterative attitude compu- 
tation, See Figure 3-2, Block D 

The f irst  vector which is passed to the iterative attitude 
computation loop of DOAOP, See Figure 3-2, Block C 

See Figure 3-7, Block A2 

See Equations (3-16) 

See Equations (2-17) and (2-22) 

Euler angles. See Figures 3-4 and 3-5 

Eigenvalue j of A 

Separation angle, in spacecraft spin plane, between first  and 
last  observed s ta r  

itude of transient response mode j at end of iteration p 



Diagonal matrix of the eigenvalues y. of C 
1 

The jth eigenvalue of C 

Observation e r r o r  vector. See Equation (3-6) 

The angular magnitude of the rotation 
onto frame B 

Diagonal matrix of the eigenvalues I B 
The lith eigenvalue of K 

The kth eigenvalue of K r  ; X r  = Xk - s 
k 

+ 1. See Equation (A-82) 

Trace B 

See Equation (A-52) 

A 

Angle between V and Gi 
L 

A A 

Angle between V and V 
L K 

A A 

Angle between WL and W 
K 

Special Notations 

1 I Absolute value 
A 

( 1 3 X 1 Unit vector 

-7 3 X 1 Nonunit vector 

( ) 3 x 3 Matrix 

[ 3 Matrix, not necessarily 3 X 3 

which rotates frame GCI 

of K 

3 X 3 skew symmetric matrix arrangement of a vector 

Euclidean norm 
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