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Abstract: Neutrosophic number (NN) is an important tool which is used to express indeterminate
evaluation information. The purpose of the paper is to propose some aggregation operators based on
neutrosophic number, which are used to handle multiple attribute group decision making problems.
Firstly, we introduce the definition, the properties and the operational laws of the neutrosophic numbers,
and the possibility degree function is briefly introduced. Then, some neutrosophic number operators are
proposed, such as the neutrosophic number weighted arithmetic averaging (NNWAA) operator, the
neutrosophic number ordered weighted arithmetic averaging (NNOWAA) operator, the neutrosophic
number hybrid weighted arithmetic averaging (NNHWAA) operator, the neutrosophic number
weighted geometric averaging (NNWGA) operator, the neutrosophic number ordered weighted
geometric averaging (NNOWGA) operator, the neutrosophic number hybrid weighted geometric
averaging (NNHWGA) operator, the neutrosophic number generalized weighted averaging (NNGWA)
operator, the neutrosophic number generalized ordered weighted averaging (NNGOWA) operator, the
neutrosophic number generalized hybrid weighted averaging (NNGHWA) operator. Furthermore, some
properties of these operators are discussed. Moreover, a multiple attribute group decision making
method based on the NNGHWA operator is proposed. Finally, an illustrative example is proposed to
demonstrate the practicality and effectiveness of the method.

Keywords: Multiple attribute group decision making; neutrosophic numbers; neutrosophic number
generalized aggregation operator.

1. Introduction

Multiple attribute group decision making (MAGDM) is an important branch of decision theory
which has been widely applied in many fields. Because of the fuzziness and the complexity of decision
problems, sometimes, it is difficult to express the attribute values by the crisp numbers. Many multiple
attribute decision methods based on fuzzy information were developed. Zadeh [1] proposed the fuzzy
set (FS) and Atanassov [2] proposed the intuitionistic fuzzy set (IFS) which was produced by adding
the non-membership degree function on the basis of the FS. Obviously, the IFS paid more attention to
the  membership degree and non-membership degree and did not consider the
indeterminacy-membership degree. Smarandache [3] further proposed the neutrosophic numbers (NNs),
which can be divided into two parts: determinate part and indeterminate part. So the neutrosophic
number (NN) was more practical to handle indeterminate information in real situations. Therefore, the
neutrosophic number (NN) can be represented as the function N =a+Dbl in which a is the
determinate part and bl is the indeterminate part. Obviously, the fewer the indeterminate part related
to the neutrosophic number (NN) is, the better the information conveyed by NN is. So, the worst
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scenario is N =bl , where the indeterminate part reach the maximum. Conversely, the best case is
N = a where there is not indeterminacy related the neutrosophic number. Thus, it is more suitable to
handle the indeterminate information in decision making problems. To this day, using neutrosophic
numbers to handle indeterminate problems has made little progress in the fields of scientific and
engineering techniques. Therefore, it is necessary to propose a new method based on the neutrosophic
numbers to handle group decision making problems.

A variety of information aggregation operators have been proposed to aggregate evaluation
information in various environments [4-7,9-13] such as the arithmetic aggregation operator, the
geometric aggregation operator and the generalized aggregation operator. Yager [8] firstly proposed the
ordered weighted averaging (OWA) operator which was widely used in decision field. The OWA
operator can aggregate the input information by weighting the ranking position of them. Many
extension of the OWA operator have been proposed, Such as uncertain aggregation operators
[12,14,15], the induced aggregation operators [16,17], the linguistic aggregation operators [18,19], the
uncertain linguistic aggregation operators [7], the fuzzy aggregation operators [5,20], the fuzzy
linguistic aggregation operators [21], the induced linguistic aggregation operators [22], the induced
uncertain linguistic aggregation operators [23,24], the fuzzy induced aggregation operators [25] and the
intuitionistic fuzzy aggregation operators [26]. Based on the operators mentioned above, Xu and Chen
[27] proposed some arithmetic aggregation (IVIFAA) operators for interval-valued intuitionistic fuzzy
information, such as the IVIFWA operator, the IVIFOWA operator, and the IVIFHA operator. Zhao [28]
proposed some generalized weighted operator for intuitionistic fuzzy information, such as the GIFWA
operator, the GIFOWA operator, and the GIFHA operator.

To this day, there are not the researches on the combination between neutrosophic numbers and
generalized aggregation operator. Thus, it is essential to do the research based on neutrosophic numbers
aggregation operators. In this paper, we propose a new method, the generalized hybrid weighted
averaging operator based on neutrosophic numbers, to handle multiple attribute group decision making
problems. The new method not only can handle the indeterminacy of evaluation information but also
can consider the relationship between the attributes.

The remainder of this paper is shown as follows. In section 2, we briefly introduce the basic
concepts and the operational rules and the characteristics of NNs. In section 3, some operators for
neutrosophic numbers and these properties are proposed, such as the neutrosophic number weighted
arithmetic averaging (NNWAA) operator, the neutrosophic number ordered weighted averaging
(NNOWA) operator, the neutrosophic number hybrid weighted averaging (NNHWA) operator, the
neutrosophic number weighted geometric averaging (NNWGA) operator, the neutrosophic number
ordered weighted geometric averaging (NNOWGA) operator, the neutrosophic number hybrid
weighted geometric averaging (NNHWGA) operator, the neutrosophic number generalized weighted
averaging (NNGWA)operator, the neutrosophic number generalized ordered weighted averaging
(NNGOWA) operator, the neutrosophic number generalized hybrid weighted averaging (NNGHWA)
operator. In section 4, we briefly introduce the procedure of multiple attribute group decision making
method based on neutrosophic number generalized hybrid weighted averaging (NNGHWA) operator.
In section 5, we give a numerical example to demonstrate the effective of the new proposed method.

2. Preliminaries

Definition 1[29-31]. Let | €[, 8] be an indeterminate part, a neutrosophic number N is given by
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N =a-+bl @
where a and b are real numbers, and | is indeterminacy, such that 12=1,0-1=0 and
I /1 =undefined .

Definition 2[30-31]. Let N; =a;+bl and N, =a,+b,l be two neutrosophic numbers, then the
operational laws are defined as follows.

() Ny +Ny =2y +a, + (b +by)l )
(2) Ny =Ny =3 —a, + (b —b,)I 3)
(3) Ny x N, = a8, +(ayb, +a,by +b;b,)I 4)
(4N =a)” +(2aby +1y°)1 ©)
(5) AN, = Aa, + by | 6)
6)N,” =" +((a, +b)* —a ) 250 %
(Y)m:a1+—bll—ﬂ+ml fora, #0anda, = —b, (8)

N, a,+bl @, a,(a,+h,)
Theorem 1. Let N; =a; +bl and N, =a,+b,l be two neutrosophic numbers, and A,4,4, >0,

then we have

()N, &N, =N, &N, ©)
(2)N; ®N, =N, ®N, (10)
(3) A(N; ®N,) = AN, ® AN, (11)
(4) 4Ny © ANy = (4 +4)Ny (12)
BN, ® N, =(N; ®N,)* (13)
(6) Ny» ®@ N2 = NAt (14)
Proof.

(1) the formula (9) is obviously right.

(2) the formula (10) is obviously right.

(3) for the left of the formula (11)

AN ®Ny) = A((a; +by1) ® (3, +by1)) = A(ay +a,) + (b +b,)1)
for the right of the formula (11)

AN; ® AN, = A(a; + b, 1) ® A(a, +b, 1) = (Aa, + Ab, 1) @ (1a, + Ab,1)
= (Aay +Aa,) + (Ab, + Aby)1 = A((a, +a,) + (b, +by)1)

So, we can get A(N; ®N,) =AN; @ AN,

which completes the proof of the formula (11).

(4) ANy © Ny = Ay (ay +by 1) + 4, (3 + by 1) = (4ay + Apay) + (44 +2,01) 1
=4 +A)a + (4 +A)b | = (4 +4,)N;

So, the formula (12) is right.

(5) for the left of the formula (13)

N,* ®N,* = (alﬂ +((a1 +b)* —a” )I )®(a21 +((a2 +h,)* —azl)l)
= allazl + "5‘1/1 ((az +b,)* _azﬂ)l +az/1 ((al +by)” _al/l )' + ((az +b,)* —azﬂ X(al +by)* _3‘1/1 )l
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(@, +by) (g +b))* —a, (@ +b) " —a* (@, +by)* +aa,” )

= (aya,)" +((8, +b,)" (8 +b)* —a, 2, )

for the right of the formula (13)

(N; ®N,)* =((ay +by)1 ®(ay +b,)1)* = (aya, +(agb, +ayby +byb,)1 )
= (alaz)ﬂ +((alaz +a4b, +a5b +b1b2)l —(alaz)l)l

= (@3,)" + (@ +b)" (8, +b,)* —ara,” )
So, the formula (13) is right.

6) N ®N = =(a +((a +b)% —a )l )@ o +((a +y)% —a )

e + o ((a+by) e —ay )l +a (@ +by) s —ay i+ (@ + by —a [(ay +by) s —a )
—aay + (@ +b) " (8, +by) " —a e )

a1 1 ((ay +by) e a2 )

Nlﬂfrlz
So, the formula (14) is right.

Definition 3[32-33]. Let N; =a; +b;1 be a neutrosophic number in which | €[5, 87 1(=12,...n),
a;,b;, 87,87 R, where Ris all real numbers, the neutrosophic number N; is equivalent to

N; e[a; +b; 87,4 +b; 7], then the possibility degree is

P; = P(N; > N) = max{1- max (aj+bj[f+)_(ai+biﬂ_) —o0lot  (@5)
(8 +b ") —(a +b ) +(a; +b; ) —(a; +b; 57)

Thus, the matrix of possibility degrees can be simplified as P=(P;),., , where P;>0,

Pj+Pji=1,and B; =0.5. Then, the value of N; (i=12,...,n) forranking order is given as follows:

P+ 01
El V2

n(n-1) (16)

g =

Hence, the bigger values of q; (i=12,.,n)is, the more precise information of neutrosophic
numbers conveyed can be acquired, so, the neutrosophic numbers of N; (i=12,..,n) can be ranked

4
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in an ascending order according to the values of q; (i=12,..., n).

3. Neutrosophic Number Aggregation Operators

A neutrosophic number includes two parts, determinate part a and indeterminate part bl .
Therefore, the neutrosophic number has an advantage in expressing indeterminate and incomplete
information in real decision making. On the basis of neutrosophic numbers, it is necessary to propose
some aggregation operators and apply them to the MAGDM problems in which the attribute values
take the form of NNs. Here, some neutrosophic humber aggregation operators are proposed firstly.

3.1 The neutrosophic number hybrid weight arithmetic averaging operator
Definition 4. Let N; =a; +b;l (i=12,..,n) be a set of neutrosophic numbers (NNs), and NNWAA :

NNS"— NNS. If
NNWAA (N, Ny N, ) = _ﬁla;iNi 17
i
where @ = (@, @, ..., @,) is the weight vector of N;(i =12,..., n) satisfying w; €[0]] (i =1,2,.., n) and
Zin:la’i =1. Then NNWAA is called neutrosophic number weighted arithmetic averaging operator.

Specially, when o = (llij , the NNWAA operator will reduce to neutrosophic number arithmetic
nn n

averaging (NNAA) operator:

NNAA(N, Ny, N, ) =%§1Ni (18)
Theorem 2. Let N; =a; +b;l (i=12,.,n) be a set of NNs, and @ = (e, ®,,.., ®,) be the weight
vector of N; (i =1,2,..., n) satisfying @, €[0,1] (i =12,..,n) and %a}, =1. Then the result obtained

i=1
by Eqg. (17) is still an NN and

NNWAA(N;, Ny, N ) = S8 + S b | (19)
i=1 i=1

We can prove the Eq.(19) by Mathematical inductionon n as follows:
Proof.
(i) when n=1, the Eq. (19) is right obviously.
(ii) Suppose when n =k , the Eq.(19) is right, i.e.,
K K
NNWAA(N;, N,..... Ny ) = Y ara; + S ol |
i=1 i=1
Then whenn=k +1, we have
NNWAA(N, N, ..., Ny 1) = NNWAA(N;, Ny, N )@ @, Ny g
k k k+1 k+1
= (_Zla’uai +_leubi Ij+(a)k+1ak+1 + 0Pl )= Y oa + _leibi |
1= 1= 1= 1=
So, when n=k+1, the Eq.(19) is also right.
According to (i) and (ii), based on the principle of mathematical induction, we can get the Eq.(19) is
right forall n.

Theorem 3. (Idempotency).
LetN; =a; +b;l (i=12,.,n) beasetof NNs,if N, =N, =a+bl (i=12,..,n), then
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NNWAA(N;,N,,..., N, ) =Ng.
Proof.
Since N; =N, forall A;, we have

k Kk
NNWAA(A, A, ... A, ) = NNWAA(AY Ay....Ag) = S ma+ Y wbl =a+bl =N,
i=1 i=1

So theorem 3 is right.
Theorem 4. (Monotonicity).

Let N;=a;+bjl and N* =a"i+b1 be two sets of NNs satisfying g, sai*, bi*sbi Jfor all

i,i=1,2,...,n ,then
NNWAA(N, N, ..., N,) < NNWAA(N; N, ... N, ).
Proof.
Since a <a’, b’ <b, forall i,wecanget >wa < ila)ia*i, S bl < ila)ibil
i i

i=1 i=1
So, we can get NNWAA(N,, N, ..., N,) < NNWAA(N; N, ... N,).

i.e., theorem 4 is right.
Theorem 5. (Boundedness).
Let N; =& +bl (i=12,..,n)beasetof NNs. If N, =max(N;,N,,.., Ny)=a +bynl
and N, =min(Ny, Ny,..., N) =&, +brax | s
then
Npin < NNWAA(N, N,y Np) < N
Proof.
Since ayp <& <Ay Byax <0 <by,, forall I,we can get

n n n

n n n
Za}'a’"" SZa)iai gZa},am ' 2 OBy < Yo < 3 oy,
i=1 i=1 i=1 i=1 i=1 i=1

So, we can get

NNWAA(N i > Nirig ovees Npgin ) < NNWAA(N, Ny ..o, N ) < NNWAA(N, e s N s Nirae ) »
According to theorem 3, we can know

NNWAA(N in » Nyin - Npin ) = N

NNWAA (N e » N oo Nires ) = N

So, we can get N;,, < NNWAA(N;, Ny,..., N) < Nppo

i.e., theorem 3 is right.
Definition 5. Let N; =a; +b;1 (i=12,.., n) be aset of NNs, and NNOWAA : NNS"— NNS. If

NNOWAA(N; N,,..N )= S i N, (20)
i=1
Where w=(o,®,,.,®,) is the weight vector correlative with the NNOWAA operator

satisfying o; €[0]] (i =1,2,.., n) , and Zin:la’i =1. Ni is the ith largest of the N,(i=12,..,n). Then
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NNOWAA operator is called neutrosophic number ordered weighted arithmetic averaging operator.
Theorem 6. Let N, =a;+b;l (i=12,..,n) be a set of NNs, » = (@, ®,,..., ®,) is the weight vector

correlative with the NNOWAA operator satisfying @, €[01](i=12,.,n) and z:ﬁla)i =1,

Ni =ai+bil be the value of the ith largest N; (i=12,..,n). Then the result obtained using Eq.
(20) is still an NN and
noo..ono. (21)
NNOWAA(N]_, N2,..., Nn) = Za)iai + Za)ibil
i=1 i=1

The proof is omitted here because it is similar to theorem 2.
Similar to Theorems 3-5, it is easy to prove the NNOWAA operator has the following properties.
Theorem 7 (Idempotency).
Let N;=a;+bl (i=12,..,n)beasetof NNs,ifN; =N, =a+bl , then
NNOWAA (N4, N,,..., N) = Ng.
Theorem 8(Monotonicity).

Let N;=a+bl and N;"=a, " +b I be two sets of NNs satisfying a; <a;", b <b,, for all
i,i=1,2,...,n ,then
NNOWAA (N1, N, ..., N ) < NNOWAA (N, , N, ... N,).

Theorem 9. (Boundedness).
Let N; =a; +b;1 (i=212,...,n)beasetof NNs, If N =8 +0min! and Ngin =amin +0mm !
then
Npin < NNOWAA(N{, Ny,..., N ) < N
Theorem 10. (Commutativity).

Let (N1,N'2,...,N'n) isany permutation of (N;,N,,.,N,),then

NNOWAA(N1,N2,...,Nn ) = NNOWAA(N,N,,....N,)
Proof.
Suppose the weight of (N;,N,,..N,) is (&} @},., ), then since (N;,N, ... N,) is any
permutation of (N, N,,..., N,) ,we have

n n o n n o
Yo@ =X wd"  Yob =Y ob
i-1 = = =

n n ' '
So,wecanget > w;N;=>aw;N; ,then
i=1 i=1

NNOWAA(N1,N2,...,Nn ) = NNOWAA(N,N,.,...,N,)
Definition 6. Let N; =a; +b;1 (i=12,..,n) be aset of NNs, and NNHWAA : NNS"— NNS. If
NNHWAAN ;NN ) = Y o; Ny (22)
i=1

Where w=(o,®,,.,®,) is the weight vector correlative with the NNHWAA operator
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satisfying ; €[0]] (i=12,.,n) and inzla)izl; Na(i) is the ith largest of the

MW N;(i=12,..,n) such that N, ;2 NNJ(i) and W= (w;,W,,...w,)" is the weighting vector of

N, (i=12..,n),w e[0]] ,Zinilwi =1 ,Then, NNHWAA is called neutrosophic number hybrid

weighted arithmetic averaging operator.
Theorem 11. Let N; =a; +b;l (i=12,.,n) be a set of NNs, then the result obtained using Eq. (22)

can be expressed as

noo. noo. (23)
NNHWAA (N, N,,..., N,)) =Y wa o) + X ob oyl
i=1 i=1

The proof is similar with theorem 2, it is omitted here.

3.2 The neutrosophic number hybrid weighted geometric averaging operator
Definition 7. Let N; =a; +b;1 (i=12,..,n) be asetof NNs, and NNWGA : NNS"— NNS, if

n
NNWGMN,,N,, .. N,)=TTN;* (24)
i=1
where o = (@, @, ..., @,) is the weight vector of N, (i =1,2,..., n) satisfying @, €[0,1] (i =12,.., n) and

Zirlla)i =1. Then, NNWGA is called neutrosophic number weighted geometric averaging operator.

. 11 1 . . .
Especially, Whenw:(ﬁ'ﬁ""’ﬁj’ the NNWGA operator will degenerate into neutrosophic number

geometric averaging (NNGA) operator.
NNWGA (N, N ... Nn)=ﬁlNi% (25)
i
Theorem 12. Let N; =a; +b;l (i=12,.,n) be a set of NNs, and @ = (@, ®,,.., @,) be the weight
vector of N;(i=12,.., n)satisfying o; €[01] (i =12,..., n) and Z?:lwi =1. Then the result obtained
using Eq. (25) is still an NN and
NNWGA(N,, Np,.o N;) = ﬁlaf" +(_Fn[1(ai b, )" —_"la{"' ]I (26)
i= i= i=
The proof of this theorem is similar with theorem 2, it’s omitted here.
Theorem 13. (Idempotency).
Let N; =& +bl (i=12,..,n)beasetof NNs,ifN, =N, =a+bl (i=12,..,n), then

NNWGA (N, N,,..., N,) = Ng.
Definition 8. Let N; =a; +b;1 (i=12,..,n) be aset of NNs, and NNOWGA : NNS"— NNS. If

n ~
NNOWGA(NN,,...N ;) = [TN, @7)
i=1
where o =(w@,®,,.., ®,) is the weight vector correlative with the NNOWGA operator
satisfying w; €[0] (i =1,2,.., n) and Z:ﬁlwi =1; l\~li is the ith largest of the N; (i=12,..,n).Then

NNOWGA operator is called neutrosophic number ordered weighted geometric averaging operator.
Theorem 14. Let N; =& +b;l (i=12,.,n) be a set of NNs, » = (@, ,...., ®,) is the weight vector

correlative with the NNOWGA operator satisfying o; €[0,1] (i=12,..,n) and Zin,lwizll
8
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Ni =ai+bil be the ith largest of N; (i=12,..,n).Then, the result obtained using Eqg. (27) is still an
NN and

n n @ @ n 28
NNOVVGA(Nl,Nz,...,Nn)zl_[ai'+(]‘[(ai'+bi')—]_[ai'jl @)
i=1

i=1 i=1

The proof of this theorem is similar with theorem 2, it’s omitted here.
Theorem 15. (Idempotency).
Let N;=a;+bl (i=12,..,n)beasetof NNs,if N; =N,=a+bl, then
NNOWGA (N4, N,,..., N, ) =Ng.
Theorem 16. (Commutativity ).

Let (N1,N'2,...,N'n) isany permutation of (N;,N,.,.., N,), then

NNOWGA(N1,N2,...,Nn ) = NNOWGA(N;,N,,...,N,)
Definition 9. Let N; =a; +b;1 (i=12,..,n) be aset of NNs, and NNHWGA : NNS"— NNS. If
NNHWGA(N ;NN ) = _ﬁlﬁo(i)“i (29)
i
Where o = (@, o,..., »,) is the weight vector correlative with the NNGHWA operator satisfying

o, €[01](i=12,.,n) and zin:lwi =1; N~O_(i) is the ith largest of the NWN,(i=12,...,n) ,such that

NG(H) > Na(i);w:(wl,wz,...,wn)T is the weighting vector of the N, (i=12,..,n), w; €[0,] ,Z?lei =1,

Then, NNHWGA is called neutrosophic number hybrid weighted geometric averaging operator.
Theorem 17. Let N; =a; +b;l (i=12,.,n) be a set of NNs, then the result obtained using Eq. (29)
can be expressed as
LN n ( ‘@, No ) LI (30)
NNHWGA (N, Ny, ..., Nn)=_1‘[1aa('i) + 1‘[1 a5y Doy —_1‘[lag('i) |
1= 1= i=
The proof is similar with the theorem 2, it is omitted here.
It is easy to prove that whenw = (iiij the NNHWGA operator will reduce to NNOWGA
nn n

operator, and when @ = (lli) , the NNHWGA operator will reduce to NNWGA operator.
nn n

3.3 The neutrosophic number generalized hybrid weighted averaging operator
Definition 10. Let N; =a; +b;l (i=12,..,n) be a set of NNs, and NNGWA : NNS"— NN, If

NNGWA (N, Ny, N, ) = (3 a0 N7 )Y (31)
i=1
where o = (@, @, ..., @,) is the weight vector of N, (i =12,..., n) satisfying »; €[0,1] (i=12,.., n) and

Zirlla)i =1, and 4 €(0,+). Then NNGWA is called neutrosophic number generalized weighted

. . 11 1 . .
averaging operator. Specially, Whena):(ﬁ’ﬁ""’ﬁ)’ the NNGWA operator will degenerate into

neutrosophic number generalized averaging (NNGA) operator.
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ni
NNGA(Ny, Nayivs Ny) = (2 NSy (32)
i=

Theorem 18. Let N; =a; +b;l (i=12,..,n)be a collection of NNs, w = (@, @,,..., ®,) is the weight

n
w; =l,

vector correlative with the NNGWA operator satisfying o; €[01] (i =12,..,n) .

and 4 € (0,+0) . Then the result obtained using Eq. (32) is still an NN and

YA
n n n
NNGWA (Nl,Nz,---,Nn)=(zwiaf)“‘+{[_2wi(ai+bi)‘] —(zwiaf)“‘jl
i=1 i=1 i=1
The proof is similar with the theorem 2, it is omitted here.
Obviously, there are some properties for the NNGWA operator as follows.
(1) When 2 -0,

s

n ya
NNGWA (N, N,...., Nn)=[2a}. Niﬂj =
i=1

et

a” +( (a +b; )* —]E[ai“"]l =]E[Ni“" ,
i=1 i=1 i1

So, the NNGWA operator is reduced to the NNWGA operator.
(2) When 4 =1,

n 2 ]//1 n n n
i=1 i=1 i=1 i=1

So, the NNGWA operator is reduced to the NNWAA operator.

Therefore, the NNWGA operator and NNWAA operator are two particular cases of the NNGWA
operator, and the NNGWA operator is the generalized form of the NNWGA operator and NNWAA
operator.

Theorem19. (Idempotency).
Let N; =& +bl (i=12,.,n)beasetof NNs,ifN, =N, =a+bl (i=12,...,n), then
NNGWA (N, N,,..., N) =Ng.
Definition 11. Let N; =a; +b;1 (i=12,..,n) be aset of NNs, and NNGOWA : NNS"— NNS. If

NNGOWA (Ny, Ny, N, ) = (3 a0 N )Y (33)
i=1
Where o= (@, ®,,.., ®,) is the weight vector correlative with the NNGOWA operator

satisfying o, €[01] (i=12,..,n) , Z:lei =land 1€(0,+0) ; N, is the ith largest of the

N; (i:1,2,...,n) .Then NNGOWA is called neutrosophic number generalized ordered weighted

averaging operator.
Theorem 20. Let N; =a; +b;1 (i=12,.,n)be a set of NNs, ® = (@, ®,,..., @,) is the weight vector

correlative with the NNGOWA operator satisfying w; €01 (=12,..,n) , i w; =1

i=:
and 4 € (0,+0) Ni =ai +bl be the ith largest N; (i=12,...,n) .Then the result obtained using Eq.
(33) is still an NN and

10
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Ya
NNGOWA  (Ny,Nyyer Ny) = (S0 )V + [[z i(a'i+b'i)4) —(Zwia{‘)“‘jl (34)

i=1 i=1

The proof is similar with the theorem 2, it is omitted here.
Obviously, there are some properties for the NNGOWA operator as follows.
(1)When 2 —0,

n - V4 n o, n/, o N ~
NNGOWA(Nl,NZ,...,Nn)z(zwiNﬁ) =T]a’ +(H(ai+bi '—]‘[ai“"]lzl‘[Ni“",
i=1 i i i=1 i

So, the NNGOWA operator is reduced to the NNOWGA operator.
(2)When 4 =1,

o
NNGOWA(Nl,NZ,...,Nn){ﬁw,wj —ima.+zmb I—Za}N
i=1 =1 =1

So, the NNGOWA operator is reduced to the NNOWAA operator.

Therefore, the NNOWGA operator and NNOWAA operator are two particular cases of the
NNGOWA operator, and the NNGOWA operator is the generalized form of the NNOWGA operator
and NNOWAA operator.

Theorem 21. (Idempotency).
Let N;=a; +bl (i=12,..,n)beasetof NNs, ifN, =N, =a+bl (i=12,...,n), then
NNGOWA (Nq, Ny,..., N, ) =Ng.
Theorem 22. (Commutativity ).

Let (N1,N2,..Nn) isany permutation of (N;,N,,.., N,), then

NNGOWA(N1,N2,...,Nn ) = NNGOWA(N;,N,,...,N,)

Definition 12. Let N; =a; +b;l (i=12,..,n) be a collection of NNs, and NNGHWA : NNS"— NNS.
If

Y2

n ~

NNGHWA (N, N,,..., N;,) 2(.-210}' N;(i)j (35)
where o = (@, @,,..., @,) is the weight vector correlative with the NNGHWA operator satisfying

w; €[01] (i =12,...n) , Zirllwi =1 and 2€(040) ; N, is the ith largest of the

nWiN; (i =1.2,.., n) such that N, 5y = Ny and w=(w, w,,...w,)" is the weighting vector of

the N, (iI=12,..,n) , w, e[0]] ,Zinflwi =1 . Then NNGHWA is called neutrosophic number

generalized hybrid weighted averaging operator.
Theorem 23. Let N; =a; +b;l (i=12,...,n) be a collection of NNs, then the result obtained using Eq.

(35) can be expressed as

NNGHWA(N,,N,,...,.N,) Z i “‘++[(im, j Z “’] (36)

11
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The proof is similar with the theorem 2, it is omitted here.
. 11 1
It is easy to prove that whenw = (—,—,...,—j, the NNGHWA operator reduce to the NNGOWA
nn n

operator, and when w = (lli) , the NNGHWA operator reduce to the NNGWA operator.
nn n

Obviously, there are some properties for the NNGHWA operator as follows.
(1)When 4 —0,

ul 1 A VA n o ' ' d N o s o,
NNGHWA(N]_, N2,..., Nn) = (Zla)l No‘(i) j = r{a o(i) +(1_{(a (i) +b o—(i))w _qao.('i)jl = 1_[ NO’(i) (.

i= i= i= i= i
So, the NNGHWA operator is reduced to the NNHWGA operator.
(2)When 4 =1,

i
n ~ n ' n f n ~

NNGHWA (Ny, N3...., Ny ) = (le. No'(i)l) = 2o@0() +_le.b ol = 2o Nog)
i= i=! i=! i=!

So, the NNGHWA operator is reduced to the NNHWAA operator.

Therefore, the NNHWGA operator and the NNHWAA operator are two particular cases of the
NNGHWA operator, and the NNGHWA operator is the generalized form of the NNHWGA operator
and NNHWAA operator.

4. Multiple Attribute Group decision-making method based on

Neutrosophic Number Generalized Aggregation Operator

As we all known, the objective things are complex in real decision making, it is difficult to
express people’s judgments to some objective things by the crisp numbers. The neutrosophic number is
a more suitable and effective tool which is used to express the indeterminate information in decision
making problems. The decision makers can evaluate the alternatives with respect to every attribute and
give the final evaluation results by the neutrosophic number. Therefore, we show a method for
processing group decision making problems with neutrosophic numbers, including a
de-neutrosophication process and a possibility degree ranking method for neutrosophic numbers.

In a multiple attribute group decision making problem with neutrosophic numbers, let
A={A,A,.., A,} be a discrete set of alternatives, C ={C,,C,,..,C,} be a set of attributes, and
D={D,,D,..., Dy} be a set of decision makers. If the kth k = (1,2,..,, s) decision maker provides an

evaluation value for the alternative A (i=12,.., m) under the attribute C; (j=12,...,n) by using

a scale from 1 (less fit) to 10 (more fit) with indeterminacy | , the evaluation value can be represented

by the form of neutrosophic number Ni‘} = ai'} +bi'}I for ai'} , bil} eR

(k=12,.,s;j=12,..,n;i=12..,m) . Therefore, we can get the kth neutrosophic number

decision matrix N :

12
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k k k
Nll N12 Nln

k k k

Nk= N21 N22 N2n
k k k

le NmZ Nmn

The weights of attributes symbolize the importance of each attribute C;(j=12,...n). The

n
weighting vector of attributes is given by W = (wl,wz,...,wn)T with w; >0, > w;=1. Similar to the

j=1

attributes, the weights of decision makers symbolize the importance of each decision

maker D, (k=1.2,.,s). And the weighting vector of decision makers is V:(vl,vz,...,vs)T with

S
Vk 20, ka =1
k=1

Then, the steps of the decision making method are described as follows:
Step 1: Utilize the NNGHWA operator

NK =af +bf1 = NNGHWA(NE, N¥,,... NK) (38)
to derive the comprehensive values Nik (i=12,.,mk =12,..,5s) ofeach decision maker.
Step 2: Utilize the NNGHWA operator

N; =a; +b; 1 = NNGHWA (N}, N .., N}) (39)
to derive the collective overall values N; (i=12,..., m).

Step 3: Calculate the possibility degree B; = P(N; > N;) can be given by the Eq.(16)

R, =P(N; > N,-)=max{l—rmx{ @;+hf )@ +h/) oj o}

(@ +biB")~(a +bi A7)+ (a; +b; ) —(a;+b;87)
So, the matrix of possibility degrees is structured as P = (B;j) nm -

Step 4: The values of g; (i=12,.., m) for ranking order are calculated by using Eq.(17)

P+ 01
__+7_
L

i n(n-1)

Step 5: The alternatives are ranked according to the values of ¢; (i =1,2,..., m) ,and then the best one(s)

is obtained.

5. A numerical example

In this section, we give a numerical example to demonstrate the multiple attribute group decision
making method based on neutrosophic number generalized hybrid weighted averaging operator (which

is cited from [34]). An investment company wants to choose a best investment project. There are four
13
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possible alternatives : (1) A, is a car company; (2) A, is a food company; (3) Ais a computer company;
(4) A, is an arms company. The investment company makes a choice according to the following three
attributes: (1) C, is the risk factor; (2) C, is the growth factor; (3) C; is the environmental factor.

Assume that the weighting vector of the attributes isW =(0.35,0.25,0.4)" . There are three experts

{D1,D,,D;} who are asked to evaluate the four alternatives in the evaluation process. The weighting

vector of three experts is V =(0.37,0.33,0.3)", the kth (k=1,2,3) expert evaluates the four possible

alternatives of A (i=1234) with respect to the three attributes of C;(j=123)by the form of

neutrosophic number N =aff +bi‘l for af,bf eR, (k=125 j=12..,mi=12..,m).

Table 1 The evaluation values of four alternatives with respect to the three attributes by the expert Di

C1 C2 C3
Al 4+1 5 3+l
A2 6 6 5
A3 3 5+ 6
A4 7 6 4+]

Table 2 The evaluation values of four alternatives with respect to the three attributes by the expert D2

c1 c2 c3
Al 5 4 4
A2 5+ 6 6
A3 4 5 5+l
Ad 6+l 6 5

Table 3 The evaluation values of four alternatives with respect to the three attributes by the expert D3

C1 C2 C3
Al 4 5+ 4
A2 6 7 5+
A3 4+] 5 6
A4 8 6 4+]

5.1 The evaluation steps of the new MAGDM method based on NNGHWA
operator

(1) Calculate the comprehensive evaluation values Nik (i=1234,k=123) of each expert D, by
the formula (39) (suppose A =1), we can get

NI =3.95+0651, N} =56 ,N3 =455+0.251 , N} =5.55+0.41
N/ =4.35, N2 =56+0.41, NZ=46+0.351, N?=56+0.35

N? =4.35+0.351, N3=595+0.41,N5=495+041, N} =59+04l

14
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(2) Calculate the collective overall values N; (i =1,2,3,4) by the formula (39) (suppose 4 =1), we can
get

N, =4.23+0.32451, N, =5.7295 +0.281

N; =4.7145 +0.33851, N, =5.696+0.38351

(3) Calculate the possibility degree B; = P(N; > N;) by the formula (17) (suppose 1 €[0,0.5]).

0.5000 0.0000 0.0000 0.0000
1.0000 0.5000 1.0000 0.5230
~|1.0000 0.0000 0.5000 0.0000
1.0000 0.4770 1.0000 0.5000
(4) Calculate the values of g; (i=12,..., m) by the formula (18).
g, =0.125, g,=0.3352, q;=0.2083, g, =0.3314
(5) Rank the four alternatives.
Since g, >0, > Q3 > q;, the ranking order of the four alternatives A, > Ay > A > A, .
5.2 The influence of the parameter 1and the indeterminate range for1 on the
ordering of the alternatives
We use the values of parameter 1 to express the mentality of the decision makers. The bigger A
is, the more optimistic decision makers are. In this part, in order to verify the influence of the
parameter A on decision making results, the different values A are used to compute the ordering results.
The final ranking results are shown in Table 4.
Table 4 ranking the alternatives based on the different 1 in NNGHWA operator

A q; Ranking

g, =0.1250,q, = 0.3560
2=01 ArASA>A
g, =0.2083,q, = 0.3107
q, =0.1250,q, = 0.3352
2=10 AASA>A
g, =0.2083,q, = 0.3314
q, =0.1250,q, = 0.3327
A=11 A A=A >A
g, =0.2083,q, = 0.3340
q, =0.1250,q, = 0.3300
A=12 ArA>A A
g, =0.2083,q, = 0.3366
g, = 0.1250,q, = 0.3062
2=20 A A A A
g, =0.2083,q, = 0.3605
q, =0.1250,q, = 0.2917

A=3.0 A ~-A >
g, =0.2083,q, =0.3750 ARy A A

g, =0.1250,q, =0.2917
A=10 A=A A=A
g, =0.2083,q9, =0.3750

g, =0.1250,q, =0.2917

A=15 A >A >
g, =0.2083,q9, =0.3750 Amhrh-A

As we can see from Table 4, the ordering of the alternatives may be different for the different
values 4 in NNGHWA operator.
(1) When0 < A <1, the ordering of the alternatives is A, >~ A, = A, > Aand the best alternative
isA,.
(2) When A >1, the ordering of the alternatives is A, > A, > A, > A and the best alternative is A, .
15
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Similar to the parameter A, in order to demonstrate the influence of indeterminate range for

I on decision making results of this example, we use the different values | in NNGHWA operator to

rank the alternatives. The ranking results are shown in Table 5. (suppose A =1)

Table 5 ranking the alternatives based on the different I in NNGHWA operator

Qi

Ranking

=0

I [0,0.2]

| €[0,0.4]

| <[0,0.6]

| <[0,0.8]

I <[0,1]

/
q, =0.1250,q, =0.3479
, = 0.2083,q, = 0.3188
g, =0.1250, ¢, =0.3374
g, =0.2083,¢, =0.3293
g, =0.1250,q, = 0.3327
g, = 0.2083,q, = 0.3328
g, =0.1250,q, = 0.3321
g, =0.2083,q, =0.3346
g, =0.1250,q, = 0.3310
g, = 0.2083,q, =0.3356

AmA- A A
A-A-A-A

ArA-A-A

AmA=A-A

A= A=A A

A-A-A-A

As we can see from Table 5, the ordering of the alternatives may be different for the different

value | in NNGHWA operator.

(1)When 1 =0, 1 €[0,0.2], | €[0,0.4], the ordering of the alternatives is A, = A, = A, = A and the
best alternative is A, .
(2)When | €[0,0.6],1 €[0,0.8], I €[0,1], the ordering of the alternatives is A, = A, = A, = A and the
best alternative is A, .

In order to demonstrate the effective of the new method in this paper, we compare the ordering
results of the new method with the ordering results of the method proposed by Ye[34]. From the table 6

and the table 5, we can find that the two methods produce the same ranking results.

Table 6 The ordering results produced by the old method (proposed by Ye[34]).

Qi

Ranking

=0

I [0,0.2]

| [0,0.4]

| <[0,0.6]

I €[0,0.8]

I €[0,1]

/
g, = 0.1250,q, = 0.3368
g, = 0.2083,q, = 0.3298
g, = 0.1250, 9, = 0.3301
g, =0.2083,q, = 0.3366
g, = 0.1250,q, =0.3279
g, =0.2083,q, =0.3388
g, = 0.1250,q, = 0.3267
g, =0.2083,q, = 0.3399
g, =0.1250,q, = 0.3261
g, = 0.2083,q, = 0.3406

AmA- A A
A-A-A-A

ArA A A

ArmA=A-A

AmA- A=A

ArA-A-A

The method proposed by Ye [34] is based on de-neutrosophication process, it does not realize the
importance of the aggregation information. The new proposed in this paper is based on the
neutrosophic number general hybrid weighted averaging operators, and it provides the more general

16
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and flexible features as | is assigned different values.

6. Conclusions

In this paper, we propose a new multiple attribute group decision making method based on
neutrosophic number generalized hybrid weighted averaging (NNGHWA) operator, which is a widely
practical tool used to handle indeterminate evaluation information in decision making problems.
Furthermore, it also considers the relationship of the decision arguments and reflects the mentality of
the decision makers. So, the method can be more appropriate to handle multiple attribute group
decision making problems. The decision makers can properly get the desirable alternative according to
their interest and the actual need by changing the values of A, which make the decision making results
of the proposed method more flexible and reliable. In order to choose the best alternative, we give the
possibility degree ranking method for neutrosophic numbers from the probability viewpoint as a
methodological support for the group decision making problems. Lastly, we give a numerical example
to demonstrate the practicability of the proposed method. Especially, we use the different values of A
and different indeterminate ranges for | to analyze the effectiveness. In further study, we should
study the applications of the above operators. At the same time, we should continue studying other
aggregation operators based on the neutrosophic numbers.
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