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Project Specification and Motivation 

The multi-client benchmark framework of the Huawei Cloud Storage system at CERN 

was using ROOT5 to provide an analysis about the collection of data retrieved by the 

clients. Recently a new version of ROOT (ROOT6) was released with many 

improvements. Hence, to use the benchmark framework more effectively, it had to be 

upgraded so that it could run using ROOT6. Also this benchmark framework is generic in 

the sense that this upgraded benchmark framework can be used for measuring the 

scalability of other storage technologies at CERN like Kinetic Drives or EOS. 

As a part of the Data and Storage Services group of the IT department (IT-DSS) at CERN, 

the task was to upgrade the cloud storage benchmark framework and run the existing 

tests on the upgraded benchmark. 
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Abstract 

The European Organisation for Nuclear Research (CERN) is the largest research center in 

the world in the field of particle physics. Huge amounts of data, in the order of Peta 

Bytes, are being generated from the High Energy Physics experiments going on at CERN. 

The massive data growth prompts CERN to evaluate new storage technologies, to store 

and analyse the data that is being generated from the experiments. The scalability of 

the storage system is important for CERN as the laboratory faces the ever increasing 

demands of its physics users. 

 

Huawei, a CERN collaboration member, focuses on investigating the applicability of new 

storage techniques and architectures to the storing of high energy physics data from the 

LHC e peri e ts. I  earl  , Hua ei s loud storage s ste  as deli ered to the 
CERN site, and in three months, the installation and benchmark performance evaluation 

ere o pleted. Hua ei s loud storage pro ed to sho  horizontal scalability in writing 

and reading performance and capability to automatically recover from storage node 

failures.  

 

One of the main objectives of the Huawei - CERN partnership is to investigate the 

performance and scalability of a new cloud storage system and compare the results with 

more traditional approaches used at CERN. To perform this quantitative study, a multi-

client benchmark has been developed using ROOT to allow statistical data analysis. 

Currently, a new version of ROOT has been released with many improvements.  In order 

to allow for more efficient testing and rapid deployment of new benchmark workloads, 

the existing multi-client benchmark had to be upgraded to be compatible with ROOT 6.  

 

This report documents and justifies that the benchmark framework was upgraded and 

verified to be able to produce the same results as the previous benchmark framework 

before the upgrade. 
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1 Introduction 

1.1 Huawei Universal Distributed Storage (UDS)  

The Huawei UDS is a massive data storage system and two of its setup is physically 

located at the CERN Data Computing Center. There are two cloud storage generations 

deployed at CERN – UDS1 (Figure 1) with a storage capacity of 768TB and UDS2 

(Figure1) with a storage capacity of 1.2PB. They are designed for handling large amounts 

of data with two main functional components – control (user frontends) and storage 

nodes (responsible for storing data in the hard disks). The connectivity between these 

components is provided with three switches and the system is accessed via two 10Gb 

network connections from a group of CERN-based client nodes.  

 

 

Figure 1 : Huawei UDS first (left) and second (right) generations 

 



CERN Openlab Summer Student Report  2015 

6 | P a g e  

 

 

Huawei UDS Storage 

Capacity 

Control Nodes 

(Front Ends) 

Storage Nodes 

(SODs) 

Disk Capacity 

per SOD 

First 

Generation 

768TB 7 384 2TB 

Second 

Generation 

1.2PB 4 300 4TB 

Table 1 : Hardware Specifications for the Huawei UDS generations 

The main hardware features for both the Huawei UDS generations are shown in Table 1. 

Both the Huawei UDS generations use the Amazon S3 (Simple Storage Service) protocol, 

which is a widely adopted web API for scalable cloud storage that could also fulfil 

storage requirements of the high-energy physics community. S3 provides an API for 

making requests to the system by using HTTP methods such as GET, PUT or LIST. The S3 

API of the second UDS generation supports latest S3 features such as multipart uploads, 

which is useful when operating with large HEP data files. The UDS2 generation has been 

used throughout this project. 

1.2 Cloud Storage Benchmark 

1.2.1 Benchmark Framework and Design  

 

The cloud storage performance is evaluated with a S3 benchmark which was developed 

for this purpose at CERN. The benchmark framework is implemented in C++ and utilises 

the ROOT data analysis framework which is a widely used scientific data analysis 

package. A benchmark master process deploys and monitors many parallel client 

processes via ssh connections on a pool of dedicated client machines. The Amazon AWS 

Python library has been used for the clients to connect to the S3 server. Using the above 

packages a large number of benchmarks are run in different configurations to measure 

the aggregated throughput and rate of metadata operations. The Benchmark 

Framework is depicted in Figure 2.  
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Figure 2: Software Architecture of the cloud storage benchmark framework. 

 

1.2.2 Benchmark Deployment 

The benchmark software was hosted and distributed among all involved machines via 

the AFS, which is a distributed file system used at CERN. Up to 21 client machines 

(running Scientific Linux6) are connected via a 1Gb network link, matching the 20Gb 

network connectivity (two 10 Gb links) connecting to the UDS server. Each client 

machine is equipped with 48GB of RAM memory and 24 Intel Xeon 2.27 GHz cores. 

2 Installing ROOT6 

ROOT is a software that is used for data analytics by the physicists at CERN. ROOT is 

used mainly to provide a better analysis about the collection of data retrieved by the 

clients, in the used cloud benchmark framework. 

A new version of ROOT (6.04.00) was released recently with new features which are 

interesting also for the cloud storage benchmark. The core of ROOT, which was cint 

before, was now replaced with cling which is a radical change to the root core. Cling is 

based on LLVM and CLANG libraries and provides full support for C++11/14. The 

Input/Output functionality is fully backward and forward compatible and ROOT6 allows 

support for more architectures. Cmake has been made the main build system now and a 

new plugin based on DAVIX is the default plugin for HTTP file access. ROOT6 also 

provides other new features like multi-threading, scheduling interface and easier/faster 

analysis. Thus on a whole, ROOT(6) has an increased overall performance, user 

friendliness, clarity, leverage parallelism and standardization over its previous versions. 
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 ROOT6 was installed from source using the steps mentioned in the ROOT Website 1. 

The exact commands used for installing ROOT6 are specified in Appendix1. 

 

Figure 3 : Invoking ROOT software 

3 Upgrading the Benchmark Framework 

When upgrading the benchmark framework the important point was to use the right 

versions of the various software tools and libraries because ROOT6 required higher 

versions of the tools than the standard versions existing on the SCL6 installed machine. 

This meant that errors appeared when running the benchmark framework directly with 

ROOT6. This was due to the version difference and compatibility. It has been described 

below on how to configure the benchmark correctly on Scientific Linux 6 installed CERN 

machines and what versions of tools to be used. 

 

 

                                                         
1
 https://root.cern.ch/drupal/ 

https://root.cern.ch/drupal/
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The main dependencies are : 

1. GCC version >=4.8 : 

ROOT6 will not compile with gcc 4.4.7 provided by the repositories. The easiest way 

to obtain a recent version of gcc is through the CERN's Developer Toolset 

repositories 1. Here gcc was upgraded from 4.4.7 to 4.9.1 (refer Appendix 1). 

2. Python version >=2.7 : 

Both Python versions (2.6.6 and 2.7.6) need to co - exist in the system. The 2.7.6 was 

not available in the package manager so it had to be installed from the source code. 

Even after installing Python2.7.6, the system continues to use python2.6 by default. 

So to activate Python2.7, the path to the executable of Python2.7 was used as an 

alias to Python (refer Appendix 1). 

3. Boost  version >=1.49 : 

The standard Scientific Linux machine at CERN has Boost1.41.0 . Since gcc version 

had to be upgraded to 4.9.1 from 4.4.7 to enable ROOT6 installation, boost also had 

to be upgraded because Boost1.41.0 and gcc4.9.1 were not compatible. 

 

Both yum and the Developer Toolsets provide an outdated version of boost, 1.41. 

ROOT6 requires at least 1.49. Most of the active developers use 1.55 (the default in 

Ubuntu 14.04. Here Boost1.55 was used. (refer Appendix 1). 

4. ROOT6 : 

Basically the installation of the above software tools was important. So once they 

were installed and proper, ROOT6 was recompiled and installed again. The ROOT6 

was configured to use Davix and xRootd libraries which help in the linking of ROOT6 

with the cloud benchmark was also done. So it is better to do the ROOT6 installation 

towards the end after you get gcc, Python, Boost and the other dependencies in the 

right versions. 

 

The steps to install and upgrade the above software tools in the right versions are 

mentioned in Appendix 1 along with the results. 

5. Changes in the Benchmark Framework 

 

The only real change that was needed to be done in the benchmark framework was 

to include ${PYTHON_LIBRARIES} in the cmake configuration file (CMakeLists.txt). 

Refer Appendix 2 for the exact line of code. 

 

1 http:/linux.web.cern.ch/linux/devtoolset/ 

http://linux.web.cern.ch/linux/devtoolset/
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Once the changes are made; the benchmark compiles and is ready to be run. Refer to 

Appendix 2 to get the steps used for installing the benchmark and building it along with 

the results.                                                    

The upgrade of the benchmark framework was successfully performed on both 32-bit 

and 64-bit machines. The old (Figure 4) and the new upgraded benchmark (Figure 5) 

setup is shown below. 

 

Figure 4 : Old benchmark setup 

GCC 

4.4.7 
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Figure 5: New benchmark setup 

4 Testing on the Upgraded Benchmark 

After upgrading the cloud benchmark framework, existing tests were performed on the 

upgraded framework. 

4.1 Raw data performance tests 

Raw data Performance comparison between the old benchmark and the upgraded 

benchmark were performed for metadata download and throughput download; to 

study their scalability. These tests are ased o  the Zotes  et. al. ork, hosted a d 
distributed among all involved machines via the AFS. 

4.1.1 Metadata Download Performance  

The metadata performance is evaluated using 4kB files. The environment used included 

21 client machines, with maximum of 4 frontends (minimum 1), and a maximum of 81 

threads (minimum 11 with stepping of 10 threads) with 3 times repetition. The result 

obtained included 96 points which were plotted as seen in Figure 7. It shows a speed of 



CERN Openlab Summer Student Report  2015 

12 | P a g e  

 

3500 files per second by each frontend. The graphs obtained on testing with the old 

benchmark (Figure 6) and the new upgraded benchmark (Figure 7) are almost identical. 

 

Figure 6 : Metadata performance on the old benchmark 

 

Figure 7 : Metadata performance on the new upgraded benchmark 

4.1.2 Throughput Download Performance 

The throughput performance is evaluated using 100MB files. The environment used 

included 21 client machines, with maximum of 4 frontends (minimum 1), and a 

maximum of 10 threads (minimum 1 with stepping of 2 threads) with 3 times repetition. 

The result obtained included 60 points which were plotted as seen in Figure 9. It shows 

a speed of almost 1GB files per second by each frontend. The graphs obtained on testing 
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with the old benchmark (Figure 8) and the new upgraded benchmark (Figure 9) are 

almost identical. 

 

Figure 8 : Throughput performance on the old benchmark 

 

Figure 9: Throughput performance for the new benchmark 
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5 Conclusion and Future Work: 

The CERN Openlab Huawei multi - client cloud storage benchmark has been successfully 

installed, configured, upgraded and made compatible with ROOT6. This allows to use 

the new features that are present in the latest versions of the various software tools 

that were used during the upgrade of the benchmark framework. Moreover the existing 

raw data performance tests have also been performed successfully on the new 

upgraded benchmark. The similar plots for the old benchmark and the upgraded 

benchmark verify the stability of the benchmark framework results. In future the ROOT 

Analysis test also needs to be performed on the upgraded benchmark which is the last 

among the existing tests that are needed to be done. Also this benchmark framework 

that was upgraded is generic in nature and hence this framework can be used to test the 

scalability of other storage technologies at CERN like the kinetic drives or EOS.  
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7 Appendix 1 

This appendix specifies the command line code for upgrading all the tools required to 

upgrade the cloud storage benchmark framework. 
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8 Appendix 2 

This appendix specifies the command line code for compiling and upgrading the 

benchmark as well as the change that has to made in the benchmark framework. 
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The following shows the output of the compilation and building of the benchmark 

framework. 

 

Appendix 2.1 : Benchmark Compilation. 

 

 

Appendix 2.2 : Benchmark Building 
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