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Abstract Results from the NorESM1-M coupled climate model were used to examine relationships
between Arctic sea ice area and ocean heat transports through the primary Arctic gateways. Comparisons
were made with two other models (CNRM-CM5 and MRI-CGM3) that are part of the CMIP5 archive which
have the required outputs for calculating ocean heat transports. Based on an evaluation, NorESM1-M was
found to be best suited to study the effects of heat transports on sea ice area, and conclusions are based on
results from this model. The Arctic Ocean was divided into two regions, the Barents Sea and the Central Arc-
tic Ocean. The sea ice area variability was further analyzed in terms of frazil and congelation growth, top
and bottom melting, and heat transports in the Barents Sea Opening (BSO) and the Fram Strait (FS). In the
Barents Sea, increased heat transport in the BSO has a strong influence on sea ice area in terms of reduced
congelation growth, while bottom melting is important for the variability in the Central Arctic Ocean. The
negative trend in sea ice area is considerably greater in the Barents Sea than in the Central Arctic Ocean,
despite the Central Arctic Ocean area being much larger, and reflects the major trend in the BSO heat trans-
port. The model results in this study suggest that the ocean has stronger direct impact on changes in sea
ice mass in terms of freezing and melting than the atmosphere, both in the mean and with respect to
variability.

1. Introduction

The loss in Arctic sea ice has been attributed both to anthropogenic forcing and natural variability
[Lindsay and Zhang, 2005; Serreze and Francis, 2006; Kay et al., 2011], and numerous efforts have
been made to find the dominant effect. Most studies conclude that both internal and external forc-
ings are needed to explain the variability in sea ice area, but that the recent reduction is strongly
related to global warming and human influence [Serreze et al., 2007; Min et al., 2008; Polyakov et al.,
2010; Bekryaev et al., 2010; Comiso, 2012].

Most of the climate models that participated in the third phase of the Coupled Model Intercomparison
Project (CMIP3) and the Intergovernmental Panel on Climate Change Fourth Assessment Report (IPCC
AR4) underestimate the observed September trend [Stroeve et al., 2007; Bo�e et al., 2009], and there are
large uncertainties in the projections of the Arctic sea ice area evolution [IPCC, 2007]. September
trends calculated from models contributing to CMIP5 are more consistent with observations over the
satellite era (1979–2011) [Stroeve et al., 2012]. Nevertheless, the spread in projected CMIP5 September
sea ice area throughout the 21st century is just as large as in the CMIP3 simulations, and the uncer-
tainty as to when the Arctic Ocean will be seasonally ice-free remains large. Understanding the gov-
erning processes behind sea ice variability and trends is therefore of great importance for improving
projections of future sea ice area.

The Arctic sea ice area variability reflects changes in poleward ocean heat transports [Helland-Hansen and
Nansen, 1909; Ingvaldsen et al., 2002; Sand� et al., 2010], atmosphere-ocean heat fluxes [Smedsrud et al.,
2010], ice-albedo [Lindsay and Zhang, 2005], atmospheric circulation [Overland et al., 2008], and ice export
through the Fram Strait [Langehaug et al., 2013]. These processes may in turn strongly affect the projections
through feedback mechanisms in climate models [Smedsrud et al., 2013]. Cause and effect is therefore not
straightforward since they have mutual influence. Northward shifts of the Polar Front and corresponding
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shifts in the winter ice edge may
affect the location and extent of
areas with strong heat loss, and
increased ocean heat transport can
therefore be compensated by cool-
ing in these areas [Smedsrud et al.,
2010]. Alternatively, the strength of
the Atlantic inflow reflects the
changes in the northern heat loss
[Eldevik and Nilsen, 2013]. Numerous
examples of how different atmos-
pheric patterns and associated geo-
strophic winds correspond to
temperature and sea ice anomalies,
sea ice advection, and increased
ocean heat are discussed by Over-
land et al. [2008]. Lindsay and Zhang
[2005] hypothesize that gradually
increasing air temperatures through
the last 50 years in tandem with
shifts in atmospheric circulation
have led to reduced thickness of
first-year ice and flushing of thicker
ice out of the Arctic basin, increas-
ingly open summer water, and
increasing absorption of solar radia-
tion, melting the ice, warming the
water, and promoting further thin-
ning of first-year ice.

In this study, we investigate further the relationship between poleward ocean heat transports and sea ice
area (sea ice concentration >0), and quantify contributions from different freezing and melting processes to
sea ice area variability. Figure 1 shows an overview of the Arctic region and the corresponding gateways.
Three different coupled climate models are evaluated with respect to mean ocean heat transport in these
gateways and to seasonal variability in the Barents Sea Opening (BSO). BSO heat transport is also particularly
important to evaluate due to its high contribution to poleward heat transport (Table 1). Based on this evalua-
tion, the corresponding model ensemble is chosen to study the variability of the sea ice area in terms of dif-
ferent types of freezing and melting, and ocean heat transport.
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Figure 1. Gateways into the Arctic region (red), and boundaries for the two different
areas investigated in this study: Barents Sea (green) and Central Arctic Ocean (blue).
The gateways are the Bering Strait (BS), the Barents Sea Opening (BSO), the Canadian
Archipelago and Nares Strait (CN), and the Fram Strait (FS). Contours are mean sea ice
cover in September (1950–2005) for CNRM-CM5 (light gray), MRI-CGCM3 (gray), and
NorESM1-M (black) where sea ice concentration is equal to 15%.

Table 1. Estimates of Poleward Heat Transports (TW) From Studies Based on Observations, and From Model Results in the Bering Strait
(BS), the Barents Sea Opening (BSO), the Canadian Archipelago and Nares Strait (CN), and the Fram Strait (FS)a

BSO BS CN FS

Aagaard and Greisman [1975] 3.8 (20.1) 5.3 (20.1) 67.2 (20.1)
Curry et al. [2011] 20 6 9 (0)
Cuny et al. [2005] 18 6 17 (0)
Harms et al. [2005]* 73 (0)
Hopkins [1991] 3.8 (20.1) 5.3 (20.1) 47.5(20.1)
Maslowski et al. [2004]* 78 6 15 (20.1) 10 6 9 (20.1)
Mosby [1962] 11.1 (20.1) 7.8 (20.1) 31.9 (20.1)
Rudels [1987] 3.1 (20.1) 3.1 (20.1) 18 (20.1)
Sand� et al. [2010]* 74 (0)
Smedsrud et al. [2010] 70 (0)
Tsubouchi et al. [2012] 103 (0) 11 (20.1)
Zhang and Zhang [2001]* 7.7 (20.1) 21.3 (20.1) 14.3 (20.1)
Vowinkel and Orvig [1970] 3.8 (20.1) 0.1 (20.1) 27 (20.1)
Mean of observation and simulation based est. 79.6 6 13.4 5.6 6 3.2 7.7 6 7.4 30.8 6 20.4

aEstimates from model results are indicated by an asterisk. The numbers in brackets are the relative temperatures used to calculate
heat transports described in section 3.
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The coupled climate models are introduced in section 2, and evaluated in section 3. Methods used in the
statistical analysis are described in section 4, while the results are presented and discussed in sections 5 and
6, respectively. Concluding remarks are given in section 7.

2. Climate Models and Simulations

The model results are drawn from the CMIP5 archive [Taylor et al., 2012], which provides a range of distinct
experiments from different coupled climate and earth system models. The purpose of these experiments is
to address scientific questions that arose as part of the IPCC AR4 process, to improve the understanding of
climate, and to get estimates of future change. To investigate the relationship between the ocean heat
transport, sea ice processes, and Arctic sea ice area variability in the recent past and present climate, the his-
torical experiment (1850–2005) is used. Unless otherwise specified, the results in this study are based on
the period 1950–2005. These years were chosen because most observations were available from this period.
A similar analysis was made for the years 1850–1905, but conclusions on variability did not differ from the
ones presented for the later period.

The output needed to calculate ocean heat transports through specified sections based on accumulated
heat transports from each time step were only available from three models. These variables, hfx and hfy,
give the vertically integrated heat transport at each grid point, and transports in different sections are found
by summing these components along zig-zag paths corresponding to these specified sections. Here three
ensemble members from these three different models were used, namely the French model from the
Centre National de Recherches M�et�eorologiques/Centre Europ�een de Recherche et Formation Avanc�ee en
Calcul Scientifique (CNRM-CM5) [Voldoire et al., 2011], the Japanese model from the Meteorological
Research Institute (MRI-CGCM3) [Yukimoto et al., 2012], and the Norwegian model from the Norwegian Cli-
mate Center (NorESM1-M) [Bentsen et al., [2013]. The seasonal cycle, interannual variance, and long-term
trends of sea ice properties such as area and ice export in these models were assessed by Langehaug et al.
[2013]. They found that all models had a fully ice covered Arctic Ocean in March for the period 1979–2005.
NorESM1-M simulated a realistic mean sea ice area for this month, whereas MRI-CGCM3 and CNRM-CM5
had ice extending too far south in the Atlantic and Pacific sectors, respectively. The selected models also
had too much September sea ice in many regions in the Atlantic sector. NorESM1-M was the model with
the largest overestimate in September [Langehaug et al., 2013], as also indicated by Figure 1.

3. Observations and Model Evaluations

3.1. Mean Ocean Heat Transport
Estimates from the literature on poleward ocean heat transports through the four gateways into the Arctic
are listed in Table 1. The numbers are a collection of calculations based on observations only, pure model
estimates, or results from an inverse model to observations, where model results are marked with an aster-
isk. The reference temperature in the heat transport calculations differs from study to study. For easy com-
parisons with the simulated heat transports in this study, only estimates with a reference temperature close
to 0�C are included in Table 1. Table 2 lists the simulated heat transports from the models used in this study,
where the numbers represent the ensemble mean and standard deviation for each model.

In the BSO, current meter moorings have been operated since September 1997 [Ingvaldsen et al., 2004].
These moorings, which were deployed every 30 nautical miles from 71�300N to 73�300N with instruments

Table 2. Modeled Ensemble Mean Heat Transports (TW) Into the Arctic Ocean Relative to a Reference Temperature of 0�C in the Four
Gateways listed in Table 1 in the Bering Strait (BS), the Barents Sea Opening (BSO), the Canadian Archipelago and Nares Strait (CN), and
the Fram Strait (FS)a

BSO BS CN FS

CNRM-CM5 43:1 6 15 6:7 6 19 4:9 6 1 12:8 6 1
MRI-CGCM3 47:4 6 16 2:8 6 4 2:1 6 1 9:3 6 4
NorESM1-M 53:6 6 13 2:5 6 4 11:8 6 2 35:6 6 8

aThe model output are provided by the following modeling groups: The Centre National de Recherches M�et�eorologiques/Centre
Europ�een de Recherche et Formation Avanc�ee en Calcul Scientifique (CNRM-CM5), the Japanese model from the Meteorological
Research Institute (MRI-CGCM3), and the Norwegian model from the Norwegian Climate Center (NorESM1-M).
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measuring current velocity and temperature between 50 m depth and 15 m above bottom, allow for calcu-
lations of Atlantic Water (AW) volume and heat transports through the BSO. Heat transports provided by
the CMIP5 models are net transports which involve inflows and outflows of different water types. Transports
in BSO consist of warm AW with salinity above 35 and temperature above 3�C, relatively fresh inflow via the
Norwegian Coastal Current with salinity below 34.7 and temperature above 3�C [Loeng, 1991; Skagseth
et al., 2008], and cold outflow in the Bear Island Trough with salinity around 35 and temperature around
2�C [Skagseth, 2008]. All these water mass types should therefore be taken into account when evaluating
the BSO transports. The mean poleward heat transport by AW in BSO from 1997–2007 was calculated to be
48 TW [Skagseth et al., 2008], while a combination of a 1 year full depth current meter profile in the core of
the Norwegian Coastal Current and repeated hydrographic profiles yielded a heat transport of 34 TW [Skag-
seth et al., 2011]. The estimated heat transport associated with the outflow, which is mainly recirculated AW
in the Bear Island Trough, is 12 TW [Skagseth, 2008]. This leads to a net inflow of 70 TW [Smedsrud et al.,
2010] and is in good agreement with model estimates of Maslowski et al. [2004] (78 TW), Harms et al. [2005]
(73 TW), and Sand� et al. [2010] (74 TW) (Table 1). Tsubouchi et al. [2012] used an inverse model and hydro-
graphic observations from summer 2005 to estimate quasisynoptic net fluxes of volume, heat, and fresh-
water in gateways into the Arctic and arrived at a considerably larger estimate of 103 TW, mainly due to
their 1.5 Sv larger inflow in the central BSO. Skagseth et al. [2008] found a trend of 2.5 TW per year (1997–
2006), and Årthun et al. [2012] showed large interannual variability in the AW heat transport from 1997 to
2010 with anomalies exceeding 620 TW, which may partly explain the large estimate by Tsubouchi et al.
[2012] in 2005.

Ensemble mean BSO ocean heat transports from the different models in this study are shown in Table 2.
NorESM1-M has the mean value closest to observations. All selected models underestimate the observed
BSO heat transport, and this was also a problem in some of the CMIP3 models which in turn simulated
overly extensive sea ice cover in the Barents Sea [Melsom et al., 2009; Sand� et al. 2014].

Compared to the mean in Table 1, CNRM-CM5 is closest in the Bering Strait (BS), but all models in this study
are within the range.

This is also the case for the Canadian Archipelago and Nares Strait (CN), where Table 1 shows large spread
between the estimates, but NorESM1-M is closest to the most recent estimates.

In the Fram Strait (FS), estimates of mean AW heat transport (higher than 1�) vary strongly from 26
TW in 1998 to almost 50 TW in 2004 [Schauer et al., 2008], consistent with the strong BSO variability
as described by Årthun et al. [2012]. This strong variability might be the reason for the large spread in
the estimates given in Table 1. The model results in Table 2 also show large spread, but all estimates
are within the range of the observation and simulation based mean estimate. As in the BSO,
NorESM1-M is closest to the mean.

3.2. Seasonal Cycle of Ocean Heat Transport
While the simulations used here incorporate best estimates of historical climate change forcings, simu-
lated and observed time series of weather events and computed indices of atmospheric teleconnection
patterns (such as the North Atlantic Oscillation) will be essentially uncorrelated. To evaluate the models
against observed times series of BSO heat transport, focus is here on the skill of the model to repro-
duce seasonal timing such as maximum and minimum of the heat transport, the variance of the heat
transport, and the root mean square (RMS) difference between the simulated and observed heat trans-
port. A Taylor diagram [Taylor, 2001] is used to plot these properties for each model ensemble mem-
ber (Figure 2). From this it can be concluded that CNRM-CM5 and NorESM1-M, where ensembles are
close to each other, reproduce the BSO seasonal cycle better than MRI-CGCM3, both with respect to
correlation and RMS. In addition, the above evaluation of the mean transports shows that NorESM1-M
is closest to observations both in the BSO and the FS (Table 1). In the mean state, BSO and FS heat
transports contribute most to the net poleward heat transport into the Arctic Ocean (Table 1), and the
variability in these heat transports are important for the Barents Sea and Arctic sea ice extent [Sand�
et al., 2010; Årthun et al., 2012; Ivanov et al., 2012]. Based on this, NorESM1-M is found to be more
suitable to study the effects of heat transports on the sea ice area than MRI-CGCM3 and CNRM-CM5.
Furthermore, NorESM1-M is closest to the observed seasonal cycle and interannual variance of the Arc-
tic sea ice cover [Langehaug et al., 2013].
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4. Methods

To study the implications of
ocean heat transport on sea ice
variability, we make use of a suite
of variables available from the
CMIP5 archive involving top and
bottom melting, and ice growth
due to congelation and frazil sea
ice formation. In nature, frazil ice
is made of small needle-like ice
crystals which form as ocean
water begins to freeze. Sheets of
ice can form when frazil ice crys-
tals float to the surface and accu-
mulate. Depending on the
weather conditions, sheets of ice
form from grease ice or pancake
ice. Finally, the sheet thickens
into a more stable sheet of ice
with a smooth surface below,
called congelation ice. Only con-
gelation ice can develop below
the sheet of ice since frazil ice

cannot form in the relatively still waters below the ice. These processes are described in detail in Hunke and
Lipscomb [2010].

Frazil ice forms when the ocean temperature drops below its freezing temperature, which is a function of
sea water salinity. Melting at the surface is a function of the surface temperature (i.e., the temperature of ice
or snow at the interface with the atmosphere) and the net energy flux from the atmosphere to the ice (i.e.,
sensible heat flux, latent heat flux, incoming longwave flux, outgoing longwave flux, incoming shortwave
flux, albedo, and fraction of absorbed shortwave flux that penetrates into the ice). The albedo can be
altered by the presence of melt ponds [Hunke and Lipscomb, 2010]. Growth and melting at the bottom ice
interface are functions of the conductive heat flux through the ice and the vertical ocean heat flux supplied
to the bottom of the ice. The conductive heat at the bottom surface is dependent on the thermal conduc-
tivity of sea ice, the temperature gradient in the sea ice, and the freezing temperature, while the vertical
heat flux from the ocean to the ice is mainly a function of the mixed layer temperature. The equations for
the thermodynamics briefly described here can be found in Hunke and Lipscomb [2010].

The relationships between ocean heat transport, vertical air-sea heat flux, and sea ice area can be studied in
detail by investigating correlations and trends of deseasoned time series. For this purpose, the Arctic has
here been divided into two sectors: The Barents Sea and Central Arctic Ocean (Figure 1). The area named
Central Arctic Ocean is the part north of 80�N which is more or less permanently covered by sea ice. The
Barents Sea has a more seasonal ice cover, and is here restricted by the area between 66�N and 80�N and
20�E and 60�E. For each time step, variables are summed for ice covered grid cells only (i.e., sea ice concen-
tration >0). To investigate possible relationships, hypotheses are tested by correlating these time series.
Correlations are done on monthly time series which are deseasoned by detrending of each calendar month
separately. The effective degrees of freedom are found according to Chelton [1983], i.e., taking into consid-
eration the autocovariance and crosscovariance of the two time series. Significance levels are calculated by
the standard Student’s t test, using a50:05 (5% significance level). Trends are calculated by the method
described in Santer et al. [2008]. In addition, horizontal correlations plots are also presented to study the
spatial variations.

The monthly time series contain some noise which drastically reduces the correlation values compared to
annual time series. While monthly time series are chosen in this analysis in order to study the time lags in
the correlation on these time scales, it should be kept in mind that more variability can be explained by
using filtered time series.
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Figure 2. Taylor plot showing standard deviation (black), correlation coefficients (blue),
and centered root mean square (RMS, green) difference between simulated and
observed Barents Sea Opening heat transport [Ingvaldsen et al., 2004]. The model time
series are from the three first ensembles of MRI-CGCM3 (B, C, D), NorESM1-M (E, F, G),
and CNRM-CM5 (H, I, J).
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5. Results

Results from the three NorESM1-M ensemble members are all investigated. For simplicity, the figures and
tables only show results from the first member (except Figure 2), but conclusions are based on overall
agreements between all ensemble members.

5.1. Mean State and Trends
Table 3 lists the mean change in sea ice mass (kg s21) exerted by the different freezing and melting proc-
esses as described in section 4. In the Barents Sea, bottom melting causes the highest change in sea ice
mass, closely followed by congelation growth. Frazil growth and top melting are an order of magnitude
smaller than the first two. In the Central Arctic Ocean, congelation growth is the process which contributes

Table 3. Annual Means (kg s21), Trends (kg s21), and Relative Trends (2) of Change in Sea Ice Mass Due to Different Processes in the Barents Sea and Central Arctic Oceana

Barents Sea Central Arctic Ocean

Mean Trend Rel. trend Mean Trend Rel. trend

Bottom melting 3.2e107 24.6e03 21.4e204 4.3e107 1.1e04 2.5e204
Top melting 1.4e106 25.7e02 24.2e204 7.4e105 1.2e03 1.6e203
Congelation growth 2.4e107 21.0e04 24.2e204 9.2e107 4.2e03 4.6e205
Frazil growth 8.3e106 22.7e03 23.3e204 1.5e107 1.4e02 9.2e206
Net sea ice decrease 1.1106 7.5e03 1.9e204 26.3e107 7.9e03 1.8e202

aRelative trend is trend divided by mean, except at the lower row where the numbers are the difference between the upper and lower rows (melting-growth).
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most to change in sea ice mass, with
bottom melting and frazil growth as
number two and three, respectively
(Table 3). Also, a large part of the
total bottom melting in the Central
Arctic Ocean takes place in the rela-
tively small shelf area north of Sval-
bard and east to Franz Josef Land
(not shown) in the model.

Deseasoned time series for the heat
transport through BSO and FS, and
sea ice area in the Barents Sea and

the Central Arctic Ocean are shown in Figure 3. The heat transports have positive trends, while the sea ice
area trends are negative. The largest absolute heat transport trend is found in the BSO, but the BS has the
largest relative trend, here defined as the trend divided by the mean (not shown). For sea ice area, the larg-
est absolute and relative trends are both in the Barents Sea.

In the Central Arctic Ocean, both freezing and melting processes increase, but sea ice area decreases due to
stronger melting than freezing (Table 3). The Barents Sea differs from this in that all freezing and melting
processes decrease.

5.2. Variability in Time Series
Large interannual variability in the AW heat transport has shown to be important for the Barents Sea and
Arctic sea ice extent [Sand� et al., 2010; Årthun et al., 2012; Ivanov et al., 2012], but little is known about how
this affects the sea ice processes discussed in section 4. Here correlations between time series are studied
to detect possible relationships between ocean heat transport and sea ice area. Table 4 shows the correla-
tions between heat transports in BSO and FS, and the sea ice area in the Barents Sea and the Central Arctic
Ocean. From these correlations, it seems that the variability in the Barents Sea ice area is relatively strongly
related to the BSO heat transport (20.41@21). The Central Arctic Ocean sea ice variability is somewhat con-
nected to the net downward heat flux at the surface (0.27@0), and to the heat transport in the FS
(20.24@0). There are no significant correlations between the heat transports through the BS and the sea ice
area in the Barents Sea or the Central Arctic Ocean. The same is true for the heat transports through the CN
(not shown).

Table 5 shows correlations between the freezing and melting processes as described in section 4 and sea
ice area. The highest correlation to sea ice area in the Barents Sea is with congelation growth (0.55@0),
closely followed by bottom melting (0.51@0) (Table 5). Furthermore, Table 6 shows that the congelation
growth in the Barents Sea is strongly correlated to the BSO heat transport (20.41@0). The highest correla-
tion to sea ice area in the Central Arctic Ocean is with bottom melting (0.56@0) (Table 5), which again is cor-
related to FS heat transport (0.22@2) (Table 6).

Considering the time lags in the highest correlations in Tables 4–6, sea ice area in the Barents Sea lags one
month behind BSO heat transports (Table 4), which can partly be explained by the one month time lag
between BSO heat transports and bottom melting in the Barents Sea (Table 6). Regarding the highest corre-

lations in Table 5, these sug-
gest that congelation growth
and bottom melting affect the
sea ice mass immediately in
the Barents Sea and Central
Arctic Ocean, respectively.
Together with the spatial dis-
tributions of sea ice processes
as presented in section 5.3,
the results in this section are
further analyzed and dis-
cussed in section 6.

Table 4. Peak Correlations and Lags Between Heat Transports in Different Gate-
ways and Through Sea Surface (TW), and Sea Ice Area (m2) in the Barents Sea and
Central Arctic Oceana

Opening Correlation

Barents Sea BSO 20.41@21
FS 20.26@0
Surface 20.27@21

Central Arctic Ocean BSO 20.17@0
FS 20.24@0
Surface 0.27@0

aNegative lags (in months) mean that sea ice area is lagging.

Table 5. Peak Correlations and Lags Between Processes Changing Sea Ice Mass (kg s21)
and Sea Ice Area (m2) in the Barents Sea and Central Arctic Oceana

Process Correlation

Barents Sea Bottom melting 0.51@0
Top melting 0.22@1
Congelation growth 0.55@0
Frazil growth 0.37@21

Central Arctic Ocean Bottom melting 20.56@0
Top melting 20.25@213
Congelation growth 20.20@3
Frazil growth 20.23@1

aNegative lags (in months) mean that sea ice area is lagging.
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5.3. Spatial Distribution of the
Relationship Between Heat Transports,
Freezing, Melting, and Sea Ice Area
Figure 4 presents correlations between BSO
and FS heat transports, and bottom melt-
ing. Positive correlation reflects more melt-
ing as more heat is transported into the
area. The resulting pattern for the BSO is
one of positive correlations north of Sval-
bard and in the East Greenland Current
where sea ice is assumed to be present all
year round (Figure 1), and negative correla-
tions in the West Spitsbergen Current and

in the southern and central parts of the Barents Sea, which are only seasonally covered by sea ice. A simi-
lar pattern emerges for the FS heat transport, but here the negative correlations are more pronounced in
the Greenland Sea. The reason for this similarity may be that the heat transports in the FS and BSO are
positively correlated (0.53), so when the BSO heat transport is anomalously high, it will also be high in the
FS. Furthermore, the area with significant positive correlations to bottom melting at the shelf north and
east of Svalbard (Figure 4) coincide roughly with the area that contributes considerably to the total bot-
tom melting in the Central Arctic Ocean. This suggests that the Svalbard branch of the West Spitsbergen
Current is a ‘‘hot spot’’ in a double sense, where elevated levels of mixing due to strong tides are impor-
tant for the cooling of the AW layer, for the regional heat budget, and the ice cover [Sirevaag and Fer,
2009]. Also, the study of Ivanov et al. [2012] indicates that heat flux from the ocean reduces the ice thick-
ness in the AW inflow region east of Svalbard. The Svalbard branch also seems to have some influence on
the northeastern Svalbard shelf at the entrance to the Barents Sea (Figure 4). The simulated net northward
heat exchange between the Central Arctic Ocean and the Barents Sea is 214.3 TW, which means that
heat is transported into the Barents Sea, most probably by AW entering the Barents Sea from the north
[Lind and Ingvaldsen, 2012] and/or by Cold Bottom Water (T < 0

�
C) leaving through Barents Sea Exit

[Gammelsr�d et al., 2009].

Likewise, correlations for congelation growth are shown in Figure 5. Negative correlations, whereby more
heat transport is equivalent to less freezing, dominate the Arctic Ocean in both cases, while only BSO heat
transport influences the whole Barents Sea. The largest correlations coincide roughly with areas of mean
sea ice concentration less than 100%. Figure 6 shows the correlation between top and bottom melting, and
sea ice area. This figure reveals that bottom melting has much stronger and wider influence than top melt-
ing on the sea ice area variability in the Arctic, as already shown by Table 5. The correlations patterns and
the corresponding signs described in this section are discussed in section 6.

6. Discussion

Future changes in the Arctic sea ice area and its thickness represent one of the largest uncertainties in cli-
mate research [Laxon et al., 2003]. In this study, the simulated sea ice area and its variability in the Barents
Sea and Central Arctic Ocean were analyzed in terms of melting, freezing, and heat transport through the
Arctic gateways.

6.1. Regional Differences in Impacts From Freezing and Melting on Sea Ice Area
Bottom melting is found to be most important for sea ice area variability in Central Arctic Ocean, while con-
gelation growth shows highest correlations to sea ice area in the Barents Sea (Table 5). In addition, Figure 4
reveals some interesting results comprising both positive and negative correlations between heat trans-
ports and bottom melting in the Central Arctic Ocean and the Barents Sea, respectively. That more heat
advected into an area should lead to more bottom melting as in the Central Arctic Ocean is not surprising,
but more heat transport related to less bottom melting in the Barents Sea, as given by the negative correla-
tions, necessitates further analysis. This can be explained by the sea ice concentration in the seasonally cov-
ered areas: more heat transported into these areas leads to less freezing by congelation growth (Figure 5,
Table 6), and less ice is available to be melted. So therefore, more heat transport gives less congelation

Table 6. Peak Correlations and Lags Between Heat Transport (TW)
Through the BSO (FS) and Processes Changing Sea Ice Mass (kg s21) in
the Barents Sea and Central Arctic Oceana

Opening Process Correlation

Barents Sea BSO Bottom melting 20.24@21
Top melting
Congelation growth 20.41@0
Frazil growth 20.18@28

Central Arctic Ocean FS Bottom melting 0.22@2
Top melting
Congelation growth
Frazil growth 20.18@28

aNegative lags (in months) mean that sea ice processes are lagging.
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growth and less sea ice, and finally less bottom melting. The order which these processes happen is sup-
ported by the lags between BSO heat transports, and the freezing and melting processes in Table 6: conge-
lation growth responds immediately to heat transport through BSO, while bottom melting lags by one
month.

This result is consistent with the statement in Smedsrud et al. [2013] that most of the ice loss in
the Barents Sea ice during winter is not caused by ice that melted, but rather by ice that never
formed. The same is not true for permanently ice covered regions like the Central Arctic Ocean
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Figure 4. Significant correlations between linearly detrended (top) BSO and (bottom) FS heat transports (TW) and bottom melting (kg
s21). Contours show mean sea ice concentration for the period 1950–2005.
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where sea ice is always available, and more FS heat transport leads to more melting. This is partic-
ularly true for the area northeast of Svalbard (Figure 4), where a large part of the total bottom
melting takes place due to strong tides and upward mixing of AW [Sirevaag and Fer, 2009; Ivanov
et al., 2012]. It should be noted here that the heat transport through the FS also contain a compo-
nent of southward flowing Polar Water which dilutes the northward flowing AW more in the FS
than in the BSO where the southward component is relatively small [Skagseth, 2008]. This may
explain some of the differences with respect to strength and area of correlation between BSO and
FS in Figures 4 and 5.
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Figure 5. Significant correlations between detrended (top) BSO and (bottom) FS heat transports (TW) and congelation growth (kg s21).
Contours show mean sea ice concentration for the period 1950–2005.
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The results from this study show that there is a difference between how much freezing and melting proc-
esses change sea ice area on average in the two regions, and how they influence the variability in the sea
ice area. Bottom melting is the dominating process in changing sea ice area in the Barents Sea (Table 3),
but congelation growth is most important for the variability (Table 5). For the Central Arctic Ocean, bottom
melting is most important for the variability (Table 5) and congelation growth is most important for the
mean sea ice area (Table 3).

6.2. Effects of a Changing Climate
Externally forced changes in the BSO heat transport will tend to be self-amplified through higher
heat fluxes to the atmosphere, stronger outflow in the Barents Sea gateway and thereby stronger
barotropic inflow through the BSO [Smedsrud et al., 2013]. The deseasoned time series of sea ice
area in Figure 3 show that there is a bigger negative absolute and relative trend in the Barents Sea
than in the Arctic Ocean. This is consistent with results of Årthun et al. [2012] who found that the
recent Arctic winter sea ice retreat was most pronounced in the Barents Sea, and may be consistent
with a positive feedback loop as described by Smedsrud et al. [2013]. This study shows that the
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Figure 6. Significant correlations between detrended sea ice area (m2) and (upper) top and (lower) bottom melting (kg s21). Contours
show mean sea ice concentration for the period 1950–2005.

Journal of Geophysical Research: Oceans 10.1002/2013JC009435

SANDØ ET AL. VC 2014. American Geophysical Union. All Rights Reserved. 2105



reduction in sea ice area in the Barents Sea is first of all caused by a negative trend in congelation
growth (Table 3) as a consequence of increased heat transports through the BSO (Table 6). It is well
known that the AW looses most of its heat in the Barents Sea before entering the Arctic Ocean
through the Barents Sea gateway [Pfirman et al., 1994]. Most of the Barents Sea ice cover usually
forms during winter when surface heat loss cools the ocean to the freezing point, but in recent
years, large areas of the Barents Sea has not formed sea ice [Smedsrud et al., 2013], mostly due to
the recent high transport of AW [Årthun et al., 2012]. Therefore, in case of increased BSO heat trans-
port, this study suggests that excess heat prevents ice formation, and shows that this is due to less
congelation growth in the Barents Sea.

In the Central Arctic Ocean, the situation differs by both increased melting and ice formation, but the melt-
ing trend is bigger than the formation trend (Table 3), and the sea ice area decreases also here due to the
dominance of stronger melting (Figure 3). Even though bottom melting is much strongly correlated to the
sea ice area than top melting (Figure 6) and two orders of magnitude larger than top melting on average
(Table 3), the bottom melting trend is only one order of magnitude larger, and the relative top melting
trend is therefore the largest (Table 3). Therefore, while both the Barents Sea and Central Arctic Ocean ice
areas seem to respond strongly to increased advection of heat in the ocean, the Central Arctic Ocean is also
increasingly affected by top melting and a warming atmosphere. Higher Arctic air temperatures may be
caused by an observed trend of more meridional flow over the Barents Sea region, which is associated with
the Scandinavian blocking pattern [Smedsrud et al., 2013].

6.3. Implications for Model Development
Langehaug et al. [2013] reveal that NorESM1-M overestimates September sea ice area in the Barents Sea.
This might be due to an underestimation of bottom melting and an overestimation of congelation growth,
which both are closely related to the BSO heat transports. Like the other coupled climate models evaluated
in this study, NorESM1-M also underestimates the BSO heat transport (Tables 1 and 2).

This study stresses the importance of heat transport in the ocean for the sea ice variability, and how the dif-
ferent processes involved in ice freezing and melting respond to this. It therefore emphasizes the need for
realistic heat transports into the Arctic regions, both in terms of its mean and its variability, in order to get a
proper sea ice area. Melsom et al. [2009] showed that heat transports into the Barents Sea were improved
by oceanic downscaling and increased resolution. Therefore, higher resolution may improve sea ice area in
global climate models, but precautions should be taken with regard to parameterizations of processes that
depend on model resolution.

7. Summary and Conclusions

Three coupled climate models (CNRM-CM5, MRI-CGCM3, and NorESM1-M) have been evaluated against
multiple estimates from the literature with respect to poleward ocean heat transport through four
gateways to the Arctic. NorESM1-M transports are closest to the mean in both BSO and FS, the gate-
ways which are closest to the regions of interest in this study (Figure 1), and were therefore chosen
for further analysis.

The model results argue that increased heat transport in the BSO has strong influence on the ice formation
in terms of reduced congelation growth (r 5 20.41@0) and that this causes reduced sea ice area in the
Barents Sea (r 5 20.41@21). BSO heat transport also affects the bottom melting in the Barents Sea
(20.24@21), but increased heat transport does not yield increased bottom melting in this area. This can be
explained by the total sea ice area available to be melted, which in case of increased heat transport through
the BSO will be reduced due to less sea ice formation.

Freezing and melting processes are approximately balanced in the Barents Sea. This is not the case in the
Central Arctic Ocean, where congelation growth strongly dominates the other processes in changing the
sea ice mass, while bottom melting is more important for the variability of the sea ice area. There are nega-
tive trends in sea ice area in both the Barents Sea and the Central Arctic Ocean, but it is much bigger in the
Barents Sea. This reflects the major trend in the BSO heat transport, which is more than twice as large as in
any of the other gateways. Lastly, this study suggests that the ocean has stronger direct impact on changes
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in sea ice mass in terms of freezing and melting than the atmosphere, both in the mean and with respect
to variability.
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