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Abstract  

In this paper, we propose mining the growing amount of information present on the internet in the form of 

visual content. We address the problem of web page categorization based on the multimedia elements present 

on it. To achieve this, our framework leverages a pre-trained deep convolutional neural network model, which 

is used as a feature extractor for later classification. This paper presents experimental results concerning the 

effectiveness of different classifiers trained with features extracted at various depths of the convolutional neural 

network. 
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1. Introduction 

During the last decades, the number of web pages available on the internet has grown exponentially. 

The proliferation of blog-hosting and free content management sys-tems (CMS) such as WordPress, 

Blogger or Tumblr have contributed to this growth by making it possible for users with no experience in 

managing digital systems to share a variety of contents. The nature of these hosting services promotes the 

publishing of multimedia contents, especially images and videos. However, this democratization of the 

internet has originated new and challenging problems. Specifically, it has become increasingly difficult for 

users to find the content that they demand while avoiding related but undesired results. In addition, the 

availability of abundant multimedia content supposes challenge to recommender and search systems. 

Conventional recommender and search systems do not usually take into account the discriminative 

information provided by multimedia content, limiting themselves to the analysis of textual information. 

This is because mining multimedia data is a highly complex problem that frequently demands intensive 

computations and large training datasets. 

On the other hand, the field of artificial vision, and specifically the sub-field of visual object recognition, 

has experienced a major breakthrough after the general adoption of the deep learning paradigm in recent 

years [10]. Deep learning models are composed of a previously intractable number of processing layers, 

which allows the models to learn more complex representations of the data by taking into consideration 

multiple levels of abstraction. This eventually led to a dramatic improvement in the state-of-the-art of visual 

object recognition, object detection and other related domains [4]. The keys to success for deep learning 

are the complexity of the models and the availability of large datasets with training data. The major 

drawback of deep learning techniques is their computational cost both in training and test phases. 
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In this paper, we propose applying a state-of-the-art model in visual object recognition to the field of 

multimedia web mining. Specifically, we propose using a deep convolutional neural network (DCNN) to 

the task of web page categorization based on the available multimedia content. To overcome the problems 

of computational cost and the need for large training datasets, we propose using a technique called transfer 

learning, which makes it possible to use the knowledge gained while solving one problem to another 

different but somehow related problem. 

2. Proposed Framework 

In this section the proposed method is described in detail. First, the global structure and elements of the 

processing pipeline are presented, followed by a detailed description of each element in the chain. Our 

system is designed to perform the following task: given an URL, the system must (1) access that URL, 

extract all the images available in the web page, and filter those that do not contain discriminative 

information; (2) extract a feature descriptor from each image such that the classification problem becomes 

easier over that feature space; and (3) analyze each feature descriptor and combine the results to emit a 

prediction concerning the category of the web page. This process is schematically shown in Figure 1. 

 

Fig. 1: Steps of the proposed framework 

2.1 Visual Content Extraction 

The first module of the proposed method is in charge of extracting all the images that are present in a 

given web page and filter the ones that do not contain useful information (i.e. advertisements, banners, etc.). 

To do this, the system begins by downloading the HTML document to which the provided URL points. 

Then, we use the Beautiful Soup library [7] to analyze the structure and the hierarchy in the document. 

After this, the web page is represented as a tree whose leaves are the elements of the document (e.g. titles, 

links, images, etc.). This representation of the document is explored exhaustively in order to find image 

elements; the URLs that point to those images are stored and later used to download the pictures.Several 

criteria can be applied to filter the extracted images; for example, it is possible to discard the images that 

contain a specific group of keywords in the alt attribute (e.g. we might discard images that contain the word 

“advertisement” in its alt attribute). Another possible approach consists of rejecting the images whose 

dimensions are outside a specific range. This is because images with rare proportions do not usually contain 

discriminative information. For example, very small images might correspond to navigation icons, and 

images of elongated shape tend to be advertisement banners. 

2.2 Deep Feature Extractor 

Once a number of images have been extracted from a web page, it would be possible to directly apply 

any classification method. However, the complexity of the image recognition problem that we are trying to 

solve demands a large number of training instances and a very complex model that can manage the 

difficulty of the classification problem. This is mainly due to the high intra-class variability of the samples 

from such artificial vision problems. Collecting such an extensive dataset can be a tedious and very time-

consuming task. In addition, the training time of such a classifier would be very long even if we used 

complex computation parallelization techniques and expensive devices. 

To overcome these limitations, we propose applying a technique known as transfer learning (see [8] for 

a recent survey on the topic). The key idea of this method is to apply the knowledge gained while solving 

one problem to a different but related problem. In practice, this technique has been mainly applied in the 

context of artificial neural networks. Here, some of the layers of the network are initialized with the weights 

learned by another network that was trained to solve a different problem; the remaining weights are 
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initialized at random (as usual). A short training phase is then executed to tune the weights of the network 

that were randomly initialized. While the transferred layers may also be fine-tuned by executing various 

iterations of the chosen training algorithm, in principle this step is not mandatory. Avoiding this adjustment 

process will allow us to use any kind of classifier on top of the transferred neutral layers, even if it is not 

compatible with the backpropagation method. 

In the case study for this paper, we propose using a pre-trained model of DCNN. Specifically, the 

selected model is the VGG-16 DCNN [11] developed by the Visual Geometry Group at the University of 

Oxford. The VGG-16 network achieved second place in the classification task of the Large Scale Visual 

Recognition Challenge 2014. It was trained on the ImageNet dataset, which consists of 14 million images 

belonging to 1000 categories; the model achieves 92.7% top-5 test accuracy on this benchmark. Although 

several models have outperformed VGG16, this model remains competitive with the state-of-the-art. In 

addition, it was designed with computational costs in mind. The number of parameters of the network was 

significantly reduced by using small 3×3 kernels in the convolution layers of the network. We chose the 

VGG16 model because it maintains a balance between computational costs and accuracy. Figure 2 shows 

the overall architecture of the network; we will refer to this figure to name each of the layers of the model 

in the experimental results section. 

 

Fig. 2: VGG16 CNN architecture 

In the proposed framework, the network is cut at a specific layer and the activations of the neurons in 

that layer are used as a representation of the input image. A simpler classifier is then applied over that 

feature space. 

It has been proved that the outermost layers provide a more abstract and compact representation of the 

input images [12]. However, the final layers are more task-dependent and might not be useful if the target 

problem we want to address is very different from the problem the network was originally trained to solve. 

The layer that produces the most suitable representation for a given task must be determined empirically. 

To this end, the accuracy rates obtained with features from different layers and various classification 

methods are reported in section 3.     

2.3 Final Classifiers 

After the high level features have been extracted from the images using the deep neural network, a 

simpler classifier is in charge of emitting the final class prediction. Given that the features are sufficiently 

abstract, the use of a linear classifier is adequate. However, we also evaluated a simple nonparametric 

classifier that is not strictly a liner classifier, namely the k-Nearest Neighbor (kNN) algorithm. 

In addition, the following linear classifiers were applied: 

1. Support Vector Machine (C-SVM) with a linear kernel, as implemented in LIBSVM [1]. The 

decision function of this classifier is the following: 

ℎ(𝑥) = 𝑠𝑔𝑛(𝑤𝑇𝜑(𝑥) + 𝑏) = 𝑠𝑔𝑛(𝑤𝑇𝑥 + 𝑏) 

where w is calculated by solving the optimization problem presented in [2]. The multi-class 

support is obtained following a one-vs-one scheme. 

2. Perceptron with linear activation function as implemented by scikit-learn [9] 

ℎ(𝑥) = 𝑤𝑇𝑥 + 𝑏 
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where w was optimized according to the mean squared error (mse) loss function. The stopping 

criteria was five iterations in all the experiments. 

3. Logistic Regression (LR) as implemented in LIBLINEAR [3]. The decision function of this 

method is the following: 

ℎ(𝑥) =

1
1

1 + 𝑒−𝜇
 𝑤ℎ𝑒𝑟𝑒 𝜇 = 𝑤𝑇𝑥 + 𝑏  

Here, the multi-class support was obtained using a one-vs-rest scheme. Note that despite the nonlinearity 

of the decision function, the decision boundary {𝑥: ℎ(𝑥) = 0.5} is a hyperplane and therefore this classifier 

is considered to be linear.  

The majority of the web pages that we analyzed contained several images with relevant information. 

All the images must be taken into account to emit a prediction about the category of the web page. The 

simplest approach is taken where the final prediction is the most common label among the images of the 

web; when a tie occurs it is solved at random. 

3. Experimental Results 

In this section, we evaluate the proposed method on a real word dataset for web page categorization. 

We provide insight into the suitability of transferred DCNN features by means of data visualization 

techniques and evaluate our system against individual image classification and web page categorization. 

To the best of our knowledge, there is no standard dataset for web page classification that focuses on 

visual content. For this reason we decided to collect a new database of web pages and the visual content 

present on them at the time. Our dataset consists of the images extracted from 75 web sites, uniformly 

distributed among five categories, namely “food and cooking”, “interior design”, “pets and wildlife”, 

“motor and races” and “fashion”. A total of 1,232 images were extracted from those web pages. The 

train/test split was arranged with 15 web pages for training and 60 web pages for testing purposes. As 

proved by our experimental results, the use of the transfer learning technique provides high accuracy rates 

in spite of the lack of a large training dataset. 

We report experimental results concerning the classification accuracy of both individual images and 

complete web pages. As described before, several classification methods were trained on the images 

extracted from 15 web pages, using the features at various depth levels of the network. The classification 

accuracy was then evaluated on the images extracted from the 60 remaining web sites. The accuracies for 

single image categorization are reported in Table 1. As explained before, the predictions for individual 

images are combined to categorize the complete web page. The accuracy rates for web page classification 

are shown in Table 2. 

Table 1. Accuracy rates (%) on individual images 

Features SVM LR Perceptron kNN 

fc7 0.905 0.821 0.886 0.589 

fc6 0.884 0.884 0.876 0.340 

pool5 0.869 0.843 0.864 0.263 

pool4 0.753 0.727 0.729 0.367 

pool3 0.650 0.605 0.649 0.261 

pool2 0.554 0.557 0.544 0.203 

Table 2. Accuracy rates (%) on web categorization 

Features SVM LR Perceptron kNN 

fc7 0.966 0.9 0.93 0.56 

fc6 0.916 0.95 0.933 0.31 

pool5 0.9 0.85 0.916 0.25 

pool4 0.816 0.816 0.766 0.4 

pool3 0.766 0.583 0.766 0.25 

pool2 0.733 0.55 0.7 0.2 
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4. Conclusions 

In this paper, a novel framework for web page categorization was proposed. The system is able to 

classify web pages based on their visual content rather than their textual information. This makes the 

proposed technique very appropriate to modern web site analysis where visual elements have a dominant 

role. The major contribution of this paper is the application of transfer learning techniques to the problem 

of web page categorization. Experimental results show that this approach enables the construction of very 

accurate classifiers even when the artificial vision task to solve is significantly complex. In addition, our 

experiments show that competitive accuracy rates can be obtained with training phases of minutes, while 

training a complete deep neural network model to solve such a complex vision task typically requires hours 

or days, even if expensive specialized hardware is available. The second major advantage of the transfer 

learning approach is that it allows decent accuracy rates even if the training set is of reduced length.  

The proposed approach could be further improved. First, a more sophisticated method to filter 

advertisements and other non-relevant content from web pages could be implemented. In addition, if more 

training data were available, it would be possible to adjust the weights of the deep neural network by 

executing various iterations of backpropagation. This would likely improve the accuracy rate of the 

proposed framework. Finally, a more advanced way of combining individual image predictions to 

categorize web pages could be developed, including techniques such as ensemble classification and mixture 

of experts [6]. 
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