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On the Reduction of a Linear Substitution to its Canonical Form.
By W. BUENSIDE. Received January 9th, 1899. Read
January 12th, 1899. Received, in revised form, March 1st,
1899.

Introduction.

A canonical form, to which any linear substitution of non-vanishing
determinant may be reduced, was first given by M. Jordan in his
Traite des Substitutions fyc. (pp. 114-126). M. Jordan's investigation
applies directly to linear substitutions of the form

x, = <ia,.r, + <II1.TS+ ... -f amxn, (mod. p),

(* = 1,2, . . . ,n),

where p is a prime; but the canonical form at which lie arrives is
known to hold equally when the congruences are replaced by equations.

The canonical form may be written as follows :—

2/i = tyn y'r = tyr +2/.-1, (r = 2 ,3 , ...,(1,),

U«,*\ =ty«,*n ?/,',+,- = Ayo,T +y«,T-ii (r = 2 ,3 , . . . ,aj),

?/«1+n2+i = A?/fl,fBj+I, ?/,',, fBl+P = A.?/Ol+na+r+yfll+Ol+r-i, (r = 2, 3, ..., a3),

«J = /ir,, »; = / « r +sr-i» (»• = 2 ,3 , . . . ,6 , ) ,

*fc, + l = f^h,*U "A.+r = ^&1+r + 36, + r-H ( r = 2 , 3, . . . , 60),

»-[ = v»',, «;'. = v»o,. +wr.i, (r = 2, 3, ..., c,).

The numbers (?„ rr2, ..., 6,, ..., c,, ... are such that

«f l+ ' f j + f» a + . . .+ f t 1 +?»*+. . .+Cl + ... + ••• = W,

where « is the number of independent variables affected by the sub-
stitution. It will be assumed in what follows that the a's, 6's, ...,
are written so that
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The quantities X, ft, v, ... are the distinct roots of the characteristic
equation

an—&,

2—0) > <hn

a,m — 6

= 0.

The y's, z's, ... are independent linear functions of the original
variables with coefficients depending on X, fi, ..., respectively, and on
the coefficients of the given substitution. .

The necessary and sufficient conditions that two linear substitutions
A and B in the same number of variables should be capable of being
transformed the one into the other, t,e., that it should' be possible to
find a third linear substitution G such that

were first given by Weierstrass in his memoir " Zur Theorie der
bilinearen und quadratischen Formen" (Berliner Monatsberichte,
1868, and Mathematische Werke, Vol. n., pp. 19-44). The conditions
are that, for each value of r from 0 to w—1, the greatest common
measure of all the rth minors of the characteristic determinant of A
should be equal to the greatest common measure of all the ?*th minors
of that of B.

Two substitutions which can be transformed the one into the other
clearly can be reduced to the same canonical form ; and the invariant
elements of either, namely, the greatest common measure of all the
rih minors of the characteristic determinant (r = 0, 1, ..., n—1) must
be expressible in terms of the various constants which enter into the
canonical form. This identification has been carried out by Netto,
" Zur Theorie der linearen Substitutionen" (Ada Mathematica,
Vol. XVII., pp. 267-271). He shows in fact that, the characteristic
determinant of the canonical form (p. 180) being

the greatest common measure of its first minors is

(A—0)"'+".+;" (^—d)b'+b'+" (v-$y>+e>*

that of its second minors

(\-dy>>~(n-6)'»+~ (,>-$)"+••...
ar.d so on.



182 Prof. W. Burnside on the Reduction of a [Jan. 12,

It is clear that, for the actual reduction of a substitution to its
canonical form, the roots A., /u, >-, ... of the characteristic equation
must be known; in other words, the operations necessary must be
carried out in a region of rationality which contains A, /i, i>,... as well
as the coefficients of the substitution. In the general case, i c, when
all the roots of the characteristic equation are different, the opera-
tion presents no difficulty. If this case and that in which the
substitution is of finite order are put on one side, no general
method has hitherto been given, so far as I know, for effecting the
reduction.

A method always effective for this purpose might be regarded
from two points of view. Formally, it is equivalent to an inde-
pendent proof of the accuracy of the canonical form ; and, thence, on
the lines of Hcrr Notto's determination just quoted, a posteriori to a
verification of Wcierstrass's conditions of equivalence for two sub-
stitutions. From fclii.s point of view it is quit.o iinuiiitcriiil whether
the characteristic equation can be solved arithmetical!}' or not. On
the other hand, if the roots of the characteristic equation can bo
actually obtained by the four rules of arithmetic and the extraction of
roots, such a method is an actual and feasible process of calculation
by which the canonical form can be arrived at. It is the object of
the present paper to give such a method. The leading idea is to con-
sider the effect of the substitution on a linear function of the
n variables with n arbitrary coefficients. This gives rise to a new
substitution on a number of variables which cannot be greater
than it, but ma}' bo less. The reduction of this new substitution to
its canonical form can bo carried out by a process which is the same
in all cases; and on the reduction of this substitution that of the
original substitution is made to depend.

It may be pointed out, as arising from the final result of the re-
duction, that the characteristic determinant of the new substitution
spoken of is the result of dividing the characteristic determinant of
the original substitution by the greatest common measure of its first
minors; i.e., it is the first " invariant factor" (Ulemeiifar-fheiler) of
the characteristic determinant of the original substitution. This is
the same as saying that the characteristic equation of the new sub-
stitution is the equation of lowest degree which the matrix of the
original substitution satisfies.*

* This Introduction has been recast at the suggestion of one of the referees ; no
other alteration has been made.
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1. Let x, = 2a,, xt, (s, t - 1, 2, ..;, n),

be a linear substitution S, on n variables, whose determinant is not
zero.

Let T/, = 2 A,.x,.

be a homogeneous linear function of the variables with arbitrary
coefficients; and let

be a series of homogeneous linear functions of the variables, each of
which is derived from the preceding one by carrying out the substi-
tution S on the variables. Since there are only n variables, not
more than n T/'S can be linearly independent; but it may happen that,
though the coefficients in yr are arbitrary, the number of linearly
independent T/'S is less than n.

Suppose that T/,,,+, is the first of the T/'S that can be expressed
linearly in terms of those that precede it, and that

y», • i + o-mVx + am., T/2 + ... + a, ym — 0.

The constants av a.^ ..., a,,, are functions of the coefficients of the
substitution iS ; and every one of the j/'s can be expressed linearly in
terms of the first m.

So far as it affects the T/'S, the substitution 8 takes the form

Z/i = Vii

(i)

in

Let z = 2crT/r

be a linear function of the t/'s, which is changed into a multiple, \z,
of itself by the substitution S. Then

in m -1
X 2 cryr — 5 cr7/,.+1 —cm {am
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so that the c's and A are determined by

0 = cm (A+a,) — c,,,.,,

0 = cma8 + cnl_2A—cm_3,

0 = cMam., +Ca\—c,,

0 = c,,,am -fc,A.

The equation for A, obtained by eliminating the c's, is

Am + a1A"-1 + aaA
m-2+...+am

and the ratios of the c's are given by

( r = l , 2, . . . , w - l ) .

These ratios are definite functions of the roots of (ii.), so that corre-
sponding to any root A of the equation there is a single linear
function of the y's which is changed into A times itself by S. If unity
be written for cm, this function is given by

z - k

Consider next the linear function defined by

si d\>'
Its value is given by

,(») = ' T (m~r) X—'- (^ + 0 ^ . , +... +a,...1?/l) ;
i.l \ S /

+^-1)= "T ' (m~r) x-'-*1cyr+olyr., + ...+«
r«l \ * /
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But, denoting as before the operation of the substitution S by an
accent,

"5"'

y/
r=l

Hence, if A is a (s + l)-ple root of the equation (ii), so that

then z' = X«,

1 ^
, 1, ..., $),

So, if /i is a (̂  + l)-ple root of (ii), distinct from A, and if

then

w = S/*m-r (yr

That the 7?t linear functions, z's, to's, ..., thus introduced are linearly
independent may be shown as follows. Suppose, if possible, that a
linear relation

y t-1)+... + ... = 0

connects them. Then

a»'W+i88/«-1)+...+yfi;/"> + 8io'«'-1» + ... = 0,

or a (AaM+a*-") + 0 (A«(-I) + *(-s>) + . . . + y (/MOW +tot*"1))

+ 8 (/*wP-I> +to1'-">) + ... = 0 .

Hence az('-1)+j32(-2)+... + y (X-yu)«/''+... = 0 .
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Since X—ft is different from zero, all the z's may thus be got rid of
without the w's, &c, at the same time disappearing. Hence a linear
relation such as that assumed above involves a linear relation among
the functions of a single set, say the iv's ; and this would involve w
itself being identically zero; which is not the case, since the
coefficient of ym in w is unity.

Finally then, the substitution S, so far as it affects the y's, i.e. the
substitution (i), can be expressed in the form

z' = \z, w' = fJLlO, XI = VXl, .,

where A, /*, J>, ... are the distinct roots of

AI" + a1Xm-I+a2A'"-2+...+a,u = 0; (ii)'

s + 1, t + 1, ... are their multiplicities ';' and

?! 9A

The equations (i)' are formally true whatever special values may
be given to. the .4's. If the special values are such that z does not
vanish identically, it is clear that no one of the functions
zm, zm, ..., s(j) can vanish; and the same is true for the sets of
functions in the other columns. It may, however, happen that, for
some sets of values of the A"s, z, z<}\ ..., z{k) vanish identically, but
that z(*+1) does not. No one of the functions slfc+2>, ..., z{>) can then
vanish ; and for such special values the equations of the first column
reduce to

'(**»>.
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It is clear that in no case can the replacing of the arbitrary .4's by
special values lead to a linear relation between non-vanishing
functions occurring in different columns.

2. Suppose, now, that the z.oi the preceding paragraph has been
actually calculated as a function of the original variables, or OJ'S, and
the original arbitraiy coefficients, or A's. We may then write

where the z's are independent linear functions of the a;'s, and the J5's
are independent linear functions of the A's ; with coefficients, in
each case, which are functions of the coefficients a,t of the substitu-
tion S. In fact, if either the z's or the B's were not linearly inde-
pendent, we could represent z as the sum of a smaller number of
similar terms ; and this process could be continued till the conditions
in question are satisfied.

A similar form may be obtained for z(I), so that we may write

Let the .4's be replaced by n linear functions of themselves, of which
Bt, B2, ..., Bp are chosen for the first p. Then

where B,. is independent of Bu B.,, ..., Bp. Hence, if

Za] = 7,0 £l +

The function Dx d + • •. may again be expi'essed in the form

where Bp,u Bp+2, ..., Hpi.,tl &ve linearly independent of each other, and
of the preceding B's; and zPlu zj'iaj ..., zPlPi are linearly independent
of each other.

If the .4's are chosen so that

£, = Ba— ... = Bp = 0,

then tl^e relation z'(l) = \z{l)+z

gives Bp.lzp
{?l+.
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It follows from this that zp+u z^+2, ..., zplPi are linearly independent

of z{i\ z(i\ ..., zp\ For an identical relation such as

involves I'(\z?+zl) + Q(Xg)+gl) + ...+EKzp
1ll + 8\zp

1U+... = 0,

or Pzl+Qg%+... = 0 ,

which can only hold if P, Q, ... are zero. This, moreover, shows that
z[l\ zV, ..., z™ are linearly independent of each other. It must, how-
ever, be noticed that zplu zpti, •••» 2/»+P,

 a r e n 0* ^n general lineai'ly
independent of zlf *2, ..., zp.

Continuing this process, we may nowexpress each zlr\ (»*=1,2,...,«),
in the form

z =

where, from the mode of expression, the B's are necessarily inde-
pendent, while it may be shown as above that the p+px + ...+pr

functions involved in z(r) are linearly independent.
In the general equations that coi'respond to the root X of the

equation (ii), let all the B's be made zero except Bu i?2, ..., B,,. The
system of s + 1 equations, withp arbitrary coefficients,

.BJZJ •+• -B-j£j"f"... -$-Bpzp = X (ljj£j + .Zjo23-f*... -\-Bpzp),

]ilz?t) + Biz?)+...+Bl>zp
ir''

( r = 1,2, ...,«),
is thus obtained.

That the p(s + l) functions contained in these equations, and
therefore also the equations themselves, are linearly independent
may be verified as before.

Next, make all the B'B zero except BP,U Bp+>, ..., By)+;v The
system of s equations with px arbitrary coefficients

>(r) 4- -4- B z'(r)

( r = 2, 3, . . . ,«) , ( "
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is then obtained. These equations and the functions contained in
them may, as before, be shown to be independent among themselves.
They are, however, not necessarily independent of the functions con-
tained in equations (iii).

The totality of the functions contained in equations (iv) arise
from £(<), or

and the results of operating repeatedly on this function with S.
Hence, if

where OXi C2» ..., GWl are independent linear functions of the J5's;

£ ^ ^ independent linear functions of the variables;

and £r*) — ^ denotes what £w reduces to when all the functions in
equations (iii) are made zeix>, the terms arising from t,\f) in equa-
tions (iv) destroy each other in virtue of equations (iii). Hence
equations (iv) may be replaced by the system of s equations

(r = 2,3, . . . , . ) , (iv)'

containing TB'1 arbitrary coefficients; in which the WjS variables are
independent of each other, and of those in equations (iii).

Similarly, the system of s —1 equations with pt arbitrary co-
efficients resulting from making all the B's zero, except B^+p î,
Bp+pi+a, ..., 5p+p1+i,,,, may be replaced by a system of s—1 equations
with cr8 arbitrary coefficients in which the variables are linearly
independent of each other and of those in equations (iii) and
(iv)'.

This process may be continued till finally the general system of
s + \ equations which correspond to the root \ of the equation (ii), viz.,
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is replaced by

a system of s-f 1 equations of similar form with p arbitraries,

* •

such that the

p (a + lJ + ra-jS + tir., (s —1) -f-... +©•„ =

variables entering in these equations are linearly independent. More-
over, whatever values the original arbitrary coefficients Au Ai} ..., An

may have, any one of the variables z{r) (r = 0, 1, ..., s) entering in
the general system can be expressed linearly in terms of these nx

linearly independent variables.
From the general form obtained above for z it is clear that the

integer p cannot be less than unity ; but, in particular cases, any one
or more of the integers tar,, sr,, ..., vrs may be zero.

The general system of £ + 1 equations corresponding to the root/*
of equation (ii) may be similarly treated ; and they Avill give rise to a
similar set of systems of equations containing n^ linearly independent
Arariables. That these are linearly independent of the nx variables
that arise from the root X has already been shown (§1). Let

where the sum is extended to all the roots of equation (ii). Since
the n variables thus obtained are linearly independent, ri cannot be
greater than n. On the other hand, since ylt an absolutely arbitrary
function of the original variables, can be expressed in terms of the
z's, iv's, ..., while the z's can be expressed in terms of the nK variables
arising from the root X, the w'sin terms of the «,, variables arising
from the root /*, and so on, it follows that n' cannot be less than n.
Hence

ri = n,

and the set of systems of equations, giving the effect of S upon the

•*» + «„+...

new variables which have been constructed, is lineai-ly equivalent
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to the original equations

x, = %<tttxt, (*, t = 1, 2, ..., n).

The process by which the sots of quantities

X, s-hi, p, ty,, to-,, ..., ra-.n

/̂ , t+\, ;[ (v)

have been derived from the equations of the substitution S is a
definite and unique one. Any two substitutions A and B for which
these sets of quantities are the same are conjugate in the general
linear group, i^or, if u, v, w, ... are the new variables whioh .arise
from A when reduced as above, and if ?/, F, W, ... are the corre-
sponding new variables which arise from 2?, then the substitution
U, or

U=u, V=v, W = w, ...,

is evidently such that
ClJHJ A

On the other hand, if G is any linear substitution, the sets of
quantities in question are obviously the same for li and G'11W.
Hence the necessary and sufficient conditions that two linear substi-
tutions should be conjugate in the general linear group are that the
sets of quantities (v) should be the sajno for both.

3. Since, as stated above, the method of reduction here explained
is put forward as a practicable one, whenever the characteristic
equation of the substitution can be actually solved, it seems proper
to give a numerical example in which the reduction is really carried
out.

Let S be x\ — — 2xl — x2 — a?3 + 3xt + 2a;5,

x'., = — 4r, + x.i—a-3 -f 3.7;4 + 2xrj,

# 3 = # i + aJj — 3#4—2a>B,

x't = — 4-c, — 2ic3—#3 + 5a4 + a?6,

x'i = 4aj, + x.x+a?3 — 3#4.
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The linear functions ylt y.it y3, ..., as obtained by direct calculation,
are given by the following table:—

s

*

"̂

CH

n

CN
1
1

CN

CN

i
CO

CO

TO

i

•>•?

_2ti

+
i"
i

+

7
CN

1

CO

1

+

?

•u

+

1

•o
s

+

7

m

+

1

1

»
CO

L
CO

1

CM

t

n

+

-
1

CN

• ^ '

CO

+

-5
 A

CO

1

X
+

+
0 0

1

1

CO

CO

CO

1

CO

+

CN

+
co

CO

1

CN

+

7
CO

t.
CN

7̂
i

1—C

1

I

+

CO

+
co

1

CN
1-1

+,
• ^

rfl

"V

CN
i—i

7

to

1

n

i O
i—1

+

>-—

CO

CN
CO

+

r-t

1

CN
CO

1

7

-
CO
CO

+ ,

OS

7

*
1

5CO

+

CN
CO

+

CO

1

5
*-*t

7

No linear relation connects the first two, three, or four T/'S, but
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between the first five the relation

2/6—22/* - %3 + 4j/a + 4y, = 0

holds. The equation for A is therefore

A*-2X»-3A9 + 4\ + 4 = (A + l ) ' (X-2)3 = 0.

Tbe coefficients in z, w, zll), w{X) are given by the table:—

193

As-2As-3A + 4

\a-2A-3

A-2

3\8-4\-3

2A-2

A. = - 1

4

0

- 3

4

- 4

A. = 2

I)
— iu

- 3

0

1

2

Hence z = 4<yl—3T/S+yt

= - 9 U 1 + A3

= lix (15a;,

= - 9 (Al

= - 9

- 9

= - 90,

vor<. xxx.—NO. 670.
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Finally then, if ft = - 9 (aj, +x3),

65 = = a ; i XH

the substitution S can be expressed in the form

£ = ft+2ft,

The linear functions which enter in a canonical form of a linear
substitution are never unique, unless the roots of the characteristic
equation are all distinct. It is not then to be expected that a definite
process for reducing a substitution to its canonical form Avill always
give the reducing equations in as simple a form as possible. In fact,
in the above example, the simpler relations

will equally well reduce the substitution.

4. If the substitution which it is proposed to reduce happens to be
a substitution of finite period, the application of the method is
particularly simple. The substitution (i)' of §1 can, in fact, be of
finite period only when s = t = ... = 0. The roots of the equation (ii)'
are therefore in this case all distinct, and the calculation of

for each root of the equation at once gives the reducing substitution.




