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On the Reductior. of a Linear Substitution to its Canonical Form.
By W. Burnsipe. Received January 9th, 1899. Read
January 12th, 1899. Received, in revised form, March 1st,
1899.

Introduction.

A cononical form, to which any linear substitution of non-vanishing
determinant may be reduced, was first given by M. Jordan in his
Praité des Substitutions §e. (pp. 114-126). M. Jordan’s investigation
applies directly to linear substitutions of the form

-’U,’ = Ay Ty +a‘l!mz+ (AN + Ty Oy (rnOd' P)’
("g = lg 2’ teey "’)1
where p is & prime; but the canonical form at which he arvives is
known to hold equally when the congruences are replaced by equations.

The canonical form may be written as follows : —

?/l’ = A:l/n :l/.' = Ay r +7./r'-17 (T= 2: 3’ "')a’l);
;-’/i’l,-;l =A:'/n,~ly :’/l’r.n- = A'I aysr +:I/n,n'«l9 (T= 29 3’ "')a’ﬂ)i

4
yn,wr,ﬂ = Ayn,rn,ﬂy ‘.’/:r. tagtr = A:l/rv|uv,~y-"':’/n,o»a,n'-h (’r = 21 31 L] a«'l)f
5 = 1nzy, o= nz +zo, (r=2,3,..,b),
:I:‘4I = B 5£I+r = f‘zb,+r+zh|+r-h . (7’ = 2, 3) seey b‘.’)’
wy = vy, W, = Vi, +10,_,, (r=23,..,q).

The numbers n,, a, ..., by, ..., ¢, ... are such that

mta,4da+ . F0 40+ Fot =0

where 2 is the number of independent variables affected by the sub-
stitution. It will be assumed in what follows that the a’s, b's, ...,
are written so that
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The quantities X, p, v, ... are the distinct roots of the characteristic
equation

a,—0, Qygy  Qigy  eeey - Oy =0.
ay, ap—0, ... , Qg
@y Gugy  ceveeveney Gup—0
The y's, 2's, ... are independent linear functions of the original
variables with coefficients depending on A, u, ..., respectively, and on

the coefficients of the given substitution. .

The necessary and sufficient conditions that two linear substitutions
A and B in the same number of variables should be capable of being
transformed the one into the other, ,e., that it should be possible to
find a third linear substitution ' such that

C'4C =B,

were first given by Weierstrass in his memoir “ Zur Theorie der
bilinearen und quadratischen Formen” (Berliner Monatsberichte,
1868, and Mathematische Werke, Vol. 11., pp. 19-44). The conditions
are that, for each value of » from 0 to n—1, the greatest common
measure of all the »* minors of the characteristic determinant of A
should be equal to the greatest common measure of all the " minors
of that of B.

Two substitutions which can be transformed the one into the other
clearly can be reduced to the same canonical form ; and the invariant
elements of either, namely, the greatest common measure of all the
#*" minors of the characteristic determinant (r =0, 1, ..., n—1) must
be expressible in terms of the various constants which enter into the
canonical form. This identification has been carried out by Netto,
“Zur Theorie der linearen Substitutionen” (Acta Mathematica,
Vol. xviL., pp. 267-271). He shows in fact that, the characteristic
determinant of the canonical form (p. 180) being

(A=) +rarass-. (l_‘_g)b,a» atby+.., (v—O)ateateste
the greatest common measure of its first minors is

(A—G)"s+a* (v —9)"'*"'*"‘ O ) LI T
that of its second minors

()\—6)"""' (#_6)6.4... (V_o)c,q». T

AR

ard so on.
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It is clear that, for the actual reduction of a substitution to its
canonical form, the roots A, g, », ... of the characteristic equation
must be known; in other words, the operations necessary must be
carried out in a region of vationality which contains A, p, v, ... as well
as the coellicients of the substitution. In the general case, 2 ¢., when
all the roots of the characteristic ‘equation are different, the opera-
tion presents no difficulty. If- this case and that in which the
substitntion is of finite order are put on one side, no general
method has hitherto been given, so far as I know, for effecting the
reduction. ‘

A method always effective for this purpose might be regarded
from two points of view. Formally, it is equivalent to an inde-
pendent proof of the accuracy of the canonical form ; and, thence, on
the lines of Herr Netlo's determination just quoted, @ posteriors to a
verification of Weierstrass's conditions of equivalence for two sub-
stitutions.  Irom this point of view it is quite immaterial whether
the characteristic equation can be solved avithmetically or not.  On
the other hand, if the roots of the characteristic equation ean be
actually obtained by the four rules of arithmetic and the extraction of
roots, such a method is an actual and feasible process of caleulation
by which the canonical form can be arvived at. 1t is the object of
the present paper to give snch a method. The leading iden is to con-
sider the effect of the substitution on a linear function of the
» variables with = arbitrary coeflicients. This gives rise to a new
substitntion on a mnmber of wvariables which caunot be greater
than », but may be less. The reduction of this new substitution to
its canonical form can be carried ont by a process which is the same
in all cases; and on the reduction of this substitution that of the
original substitution is made to depend.

It may be pointed out, as arising from the final resnlt of the re-
duction, that the characteristic determinant of the new substitntion
spoken of is the result of dividing the characteristic determinant of
the original substitution by the greatest common measure of its first
minors; t.c., it is the first * invariant factor™ (Zlementar-theiler) of
the charactevistic determinant of the original substitution. This is
the same as saying that the characteristic equation of the new sub-
stibution is the equation of lowest degree which the matrix of the
original substitution satisties.*

* This Introduction has been recast at the suggéétion of one of the referees; no
other alteration has been made.
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1. Let = Sa,2, (t=1,2, .:mn),

be a linear substitution S, on % variables, whose determinant is not
7€ro.

Let Y = ,'?',A,.a;,.
1

be a homogeneous linear function of the variables with arbitrary
coefficients ; and let
Yis Yo: Ya oo

be a scries of homogeneous linear functions of the variables, each of
which is derived from the preceding one by carrying out the substi-
tution S on the variables. Since there are only = variables, not
more than 2 4’s can belinearly independent ; but it may happen that,
though the coeflicients in ¥, are avbitrary, the number of linearly
independent #’s is less than «. ’

Suppose that y,,,, is the first of the y's that can be expressed
linearly in terms of those that precede it, and that

Yna T @+ ap Yot ...+, = 0.

The constants «,, a,, ..., a,, are functions of the coefficients of the
substitntion S ; and every one of the y’s can be expressed linearly in
terms of the tirst m.

So far as it affects the y’s, the substitution S takes the form

Y= Y

Yy = Yas
(1)

Yore1 = Yoo

’
Y = = dpY = Y3 oo = WYy, _

w

Let z = 3¢y,
1

be a linear function of the y’s, which.is changed into a multiple, Az,
of itself by the substitution S. Then

" m-1

)\ ]2 CY, = % cryHl—cm (a:nyl +ani-|y:+ ove +a1 y...) H
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so that the ¢’s and A are determined by
0 = Cn (A+a1) —Cn-1y

0 = Cn Q4 +cm-1k—'cm-”

0= Cm Oy +Cm-g)\—cm-3)

0 = cmamol . +65A—c“
0=c,an, +c,A

The equation for A, obtained by eliminating the ¢'s, is
A"+a, A" g, AN+ +a, A +a, =0; (i)
and the ratios of the ¢’s are given by

_GL = X'"-'._;-alk'"-".‘l +"' +alﬂ—r~lA' +a”l—",

c"‘l
(r=1,2, .., m=—1).

These ratios are definite functions of the roots of (ii.), so that corre-
sponding to any root A of the equation there is a single linear
function of the y's which is changed into A times itself by S. If unity
be written for ¢, this function is given by

=3 (N+a N+, +a. A a) Yn_r
1

- ?Am-r r+ 90+ oo +a,ayy).

Consider next the linear function defined by

=1 a—ai
s! oA
Its value is given by
2 = .21. (m;—o') A (b a et aay)
and
M"+z(.-l) - -gl- (ms—')‘) Am-r-rsl (yr+alyr—l +... +a"_‘lyl)

+

rem-s+1 —
(n:_i‘) ATl (y"+a| yr-l+ . +a’r-l?/l)

r=l

rem-s+l —
— F' (m ‘: +1) I\nn-"-l+l ('!/r+a1yv'-l+"'+a"‘ly‘)'

ral
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But, denoting as before the operation of the substitution S by an
accent,

() o |‘=§-. m—9 A==t ’ ’, ’
A= 3 s Wt a Yo+ ... +a,091)

rem-8 —_
— 2 (m ‘T) PRl (yr* +a’]y|'+"‘+ar-ly2)

ral s

ram-g+l —_ .
—_ 2 (m 'r+1) Am-r-rﬂ (yr+a|yr—l+~“ +ar-?yi)

r=2 s

rem-84+1 —
S (m 7 +1) Amreanig

= g 200 gy, .

ral

Hence, if A is a (s+1)-ple root of the equation (ii), so that

rom-tel — 1 )
(") Amrta =0, 6=0,1,.049),

r=1
then 2 =z
FARECD VLR

2’® = Ag® 40,

20 = Ao 450,

So, if p is & (¢4 1)-ple root of (ii), distinct from A, and if

m

w o= lEp"‘" Wt ayea+...+a.ay),

’

then w = pw,

w'® = pw 4w,

w' = papt) otV

That the m linear functions, z’s, w’s, ..., thus introduced are linearly
independent may be shown as follows. Suppose, if possible, that a
linear relation

0z 4+ BV oy + V4 L+ =0
connects them. Then
aZ O+ BEO V4 L fyw SV =0,
or a(A2® 42070y 4 B (AN 45 D) 4L+ y (paw® +wt D)
+38 (VN4 ... =0.

Hence azt V4Bl Lty (A=p)w ... =0.
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Since A—p is different from zero, all the z's may thus be got rid of
without the w’s, &c., at the same time disappearing. Hence a linear
relation such as that assumed above involves a linear relation among
the functions of a single set, say. the w’s; and this would involve w
itself being identically zero; which 13 not the case, since the
coefficient of ¥,, in w is unity.

Finally then, the substitution S, so far as it affects the y’s, ¢.e. the
substitution (i), can be expressed in the form

2 =g w = pw, o = vu,
2 W = AW 2, w"™ = pw® 41,
2O = AN L ) Gy

w'? = uw(t)_*_wu-l)’
PASIED PUNRPILE \),

where A, g, », ... are the distinct roots of

Am+al)\m-l +a/2Am-2+ e +am — 0; (ii);
s+1, t+1, ... are their mult'ipliciﬁes Jand’
1 0.
([l) _- wmer
P aN’ A +ay.at+...ta.am),
] 1 87
' _-T a— "o (Yot @Y+ ... Fa19y),

.se XY

The equations (i)’ are formally true whatever special values may
be given to.the 4’s. If the special values are such that z does not
vanish identically, it is clear that no one of the functions
2W, 2 2 can vanish; and the same is true for the sets of
functions in the other columns. It may, however, happen that, for
some sets of values of the 4's, z, 2, ..., z* vanish identically, but
that z**Y does not. No one of the functions z%*%, ..., 2 can then
vanish ; and for such special values the equations of the first column

reduce to
2Bl — M(kﬂ)’

Zr(luz),== /\E(k'z)-}-z(k"”,

PSS WORSSIS )
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It is clear that in no case can the replacing of the arbitrary 4’s by
special values lead to a linear relation between mnon-vanishing
functions occurring in different columns.

2. Suppose, now, that the z.of the preceding paragraph has been
actually calculated as a function of the original variables, or 2's, and
the original arbitrary coefficients, or 4’s. We may then write

2z = By2,4+ Byz, 4 ... + B,z,,

where the 2’s are independent linear functions of the ’s, and the B’s
are independent linear functions of the A’s; with coefficients, in
each case, which are functions of the coefficients a,, of the substita-
tion 8. In fact, if either the 2’s or the B’s were not linearly inde-
pendent, we could represent z as the sum of a smaller number of
similar terms ;-and this process could be continued till the conditions
in question are satisfied. :

A similar form may be obtained for 2", so that we may write
M= C L+ 0,6+ ...+ 0,8,

Let the A’s be replaced by » linear functions of themselves, of which
B, B,, ..., B, are chosen for the first p. Then

C.=vyaB+vaBy+...+v,B,+ D,
where D, is independent of B,, B,, ..., B,. Hences, if
Ze = Yyt Yralat o+ Vanlas
A= B+ B+ + B + Db+ Dy + o+ Dyl
The function D,{,+ ... may again be expressed in the form
m )

(l)
qu-l p+l + Bp+°zp01+ e + BP*PIZP'I‘I’

where B,,), B,.q ..., By, are linearly independent of each other, and
- m m

of the preceding B 8; and Z,,1, %542 .oy Zy4p, are linearly independent:
of each other.
- If the 4's are chosen so that
B,=B;=..=B,=0,
then the relation - 2V =204z

. (1) /() () (l)
gl'ves p#l ¢l+ + pq-p,zp*pl—A(B‘,+]Z‘,,1'*"...+Bp,,,l l,‘“)
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It follows from this that 2., 20, ..., 2'1, are linearly independent

1 | | . .
of 2", 2", e zf,). For an identical relation such as

(|)+ QZ(I)+ +R2p+,+SzB+)2 = 0
involves P(Az}"+2) + Q2 +2,) + ... + B+ Srzll+... =0,
or P2+ Qz+... = 0,

which can only hold if P, Q, ... are zero. This, moreover, shows that

2 2 are linearly independent of each other. It must, how-

1 1 1) .
ever, be notlced that z,(,f,, z,(,, By eeey zﬁ,w are not in general linearly
independent of z,, z, ..., z,
Continuing this process, we may now express each 2, (r=1,2, ..., s),

in the form
=B (r) B (r) B (r
=Dy + + p+lzp+l+"'+ pomvlzpﬂ’ﬁl"“"
(r .
see +Bp+p,+...4przp¢p,+,-.0p', ]

where, from the mode of expression, the B's are necessarily inde-
pendent, while it may be shown as above that the p+p,+...+p,
functions involved in 2 are linearly independent.

In the general equations that correspond to the root A of the
equation (i), let all the B’s be made zero except B,, B,, ..., B,. The
system of s +1 equations, with p arbitrary coeflicients,

B,zi+ Byz;+ ...+ Bz, = A (B,2,+ B,z + ... + B, z,),
Mz 4+ B+ ...+ Bys’
=AB,+...+B")+BA "+ ... +B,z "
(r=12, ..5), (i)
is thus obtained.

That the p (s+1) functions contained in these equations, and
therefore also the equations themselves, are linearly independent
may be verified as before.

Next, make all the B’s zero except B,.,, B,.s ..., Bysy. The
system of s equations with p, arbitrary coefficients

B,,,lz;,(,l)l +... +B,,.,,lz:?pl = A (B,,lzf,l.)l +... +Bpﬂ,‘zi,llm)x
Bz it o+ By,
r, r r-l)
=X (Bwlzpﬂ +.. +Bpw. Lip.) +Bpwlz§nll)+ +Bﬂmz::+ﬁ.
(r=2,38,..,5), (iv)
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is then obtained. These equations and the functions contained in
them may, as before, be shown to be independent among themselves.
They are, however, not necessarily independent of the functions con-
tained in equations (iii). ‘

The totality of the functions contained in equations (iv) arise
from ¢, or

) () (8)
Bpﬂzpu + Bp+2zp+2 +... +Bp+ﬂ,zptpn

and the results of operating repeatedly on this function with &S.
Hence, if

4(8) = :iS) +0 Zﬁ:—l +0, 5::12 +.ot -OWI f;::w‘ ’

where 0, Cy, ..., O, are independent linear functions of the B's;
{:2_1, Zs_)'_z, B {;’_)l_wl independent linear functions of the variables;
and {9—{ denotes what {* reduces to when all the functions in
equations (iii) are made zero, the terms arising from {* in equa-
tions (iv) destroy each other in virtue of equations (iii). Hence
equations (iv) may be replaced by the system of s equations

A1 ‘- & b
01§p(+)1+ +Gmgp+w1 =X (G] p+1+ +0W1Z1(>+W1)’ l
Ol tp(;-)l'i.”' +0W1ZP(2W1 ‘
e r-1) -1)
= (01{.'15_214' et Owlfzgwl) +01§1()+1 +... +001 ;+W1’.

(=23, ...,58), Q@Gv)

containing w, arbitrary coefficients; in which the w,s variables are
independent of each other, and of those in equations (iii).

Similarly, the system of s—1 equations with p, arbitrary co-
efficients resulting from making all the B's zero, except B,., .
B, gt +es Bpep sy may be replaced by a system of s—1 equations
with @, arbitrary coefficients in which the variables are linearly
independent of each other and of those in equations (iii) and
@av)'.

This process may be continued till finally the general system of
s+1 equations which correspond to the root A of the equation (ii), viz.,

Z’ = M, z((l) =‘}\—'5“)+Z, ey z/(l) —_ }\z“)-{-z"'”,
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is replaced by
a system of s+1 equations of similar form with p arbitraries,
” ) s » » ” w "
” ” s—1 ” ”» " @, ”
”» ”» 1 1 B ” @, 9

such that the
p G+ tos+w, (5= +...+w, =n,

variables entering in theseequations are linearly independent. More-
over, whatever values the original arbitrary coefficients 4,, 4,, ..., 4,
may have, any one of the variables 2 (r=0,1, ..., s) entering in
the general system can be expressed linearly in terms of these =,
linearly independent variables.

From the general form obtained above for z it is clear that the
integer p cannot be less than unity ; but, in particular cases, any one
or more of the integers w,, @, ..., w, may be zero.

The general system of {41 equations corresponding to the root u
of equation (ii) may be similarly treated ; and they will give rise toa
similar set of systems of equationscontaining », lincarly independent
variables. That these are linearly independent of the », variables
that arise from the root A has already been shown (§1). Let

= n+u,+ ...,

where the sim is extended to all the roots of cquation (ii). Since
the n’ variables thus obtained are linearly independent, n’ cannot be
greater than n. On the other hand, since 3,, an absolutely arbitrary
function of the original variables, can be expressed in terms cf the
2's, w's, ..., while the z’s can be expressed in terms of the =, variables
avising from the root A, the w’s.in terms of the n, variables arising
from the root u, and so on, it follows that #' cannot be less than ».
Hence ,
n =n,

and the set of systems of equations, giving the effect of S upon the
4 ...

new variables which have been. constructed, is linearly equivalent
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to the original equations

""; = 2“;!““!) (S, t= ]-, 2, ceey ’n).
The process by which the sets of quantitics

A, s+1, Py Ty Ty ey Ty

u, t+1, . . W)

have been derived from the equations of the substitution S is a
definite and unique one. Any two substitutions 4 wnd B for which
these sets of quantities are the same are conjugate in the general
linear group. Wov, if a«, », w, ... are the new variables which arise
from A when reduced as above, and if U, V, W, ... are the corve-
sponding new variables which arise from B, then the substitution
(, ov

U=u, V=9, W=uw, ..,

is evidently such that
LU = A

On the other hand, if C is any linear substitution, the sets of
guautities in question are obviously the same for I3 and C™'IC.
Hence the necessary and sufficient conditions that two lincar substi-
tations should be conjugate in the general linear group are that the
sets of quantities (v) should be the sagne for both.

3. Since, as stated above, the method of reduction heve explained
is put forward as a practicable one, whenever the chaacteristic
equation of the substitution can be actually solved, it seems proper
to give a numerical example in which the reduction is really carvied
out.

Let S be 2] = —2u— @x,—a,+ 3w, + 2ay,
= —4a, + a:.‘,.—-.7.'3+3.1:4+ 2,
vm= ot o - 3a,—2,
2y = — di, =20, —wy+ S+ w5,

vs= 4o+ 2,+x,— 3,
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The linear functions y,, y;, ¥;, ..., as obtained by direct calculation,

ave given by the following table:—

freg+tyey—
L+ L= L —

Tel—'rig+
fre1—%por+ gl

T —"ry+
e=try+ e

‘pee+'pr9—
tpoe+ipo1-'roe—

I+ II— i

ry—Spii—1pg m h

fre+tye—
re+tre—tye—

Yo+ VR~
el +ir e =ty —

frel+fpei—
e+ —"— | ¥

T+ — re—"FLL+
fre+tre—re— | Fe—ye6+'ve
re+tre— re—trL+
Sty =ty — | fre=tpg+ips
i fre—rtye+
re—re+ire fre—tre+ive
w‘ . vw
i
oz Yz

Fe—"Vo+ Tr+ire— T —
r=tre+iye fre+ Wrr— | fpe-tr=lye i
- r+tye— Fy+rE—
Nﬂ\l_“ll ﬁﬁ\.f mVi.T;.\l nm\.fﬂm\ﬁ-lc\ﬂl - of
!
£ Sp- - _ 1774
fe tr Le

No linear relation connects the first two, three, or four #’s, but
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between the first five the relation
A Ys—2y,—3ys+dys+4y, =0
holds. The equation for A ig thevefore
N2 3N+ 4= (A+1)' (A—2)* =0.

The coefficients in z, w, 2, w™" are given by the tuble:—

A=~1 A= 2
N2 - 8N+4 | 4 —2
AN—2r—3 0 -3
A—2 -3 0
| sx—ax—3 4 1
o\ —2 —4 P)

Hence 2z =4y,—3y,+y,
=—9 (4, +A,— A+ A, — Ag) (x, +a;) = — 9B, (x;+2),
20 = dy,— g+,
= B, (152, + 6.ey— 9ie,—a) + 94, (v, + @),
w=—2y,—3y,+y,
= —9(A,+4;,— A +24,— A) (w, +2) = — 90, (&, + =),
wh =y, + 2y, +y,
= —9 (dy+ A, —4;) 2,— (60,—94,) =,
+9C,2,+(3C,—94,4+94;) 2,
= 0, (—06z;+ 9, +3x;) —9 (A + A, — A,) (e, —a,)

—9O (A= Ag) (s +5).
VOL. XXX.—Nn. 670. 0

193
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Finally then, if & = —9 (2, +ay),
& = 152, + 625 — 9, — Oy,
&=—9(@+a),
¢, = — 6ay+ 9, + 3x,,
& = a—ay,

the substitution S can be expressed in the form

& =—¢,

& =&—¢&,
& = 2,
&= &+2¢,
& = 2§,

T'he linear functions which enter in a canonical form of a linear
snbstitution are never unique, unless the roots of the characteristic
equation are all distinet. It is not then to be expected that a definite
process for reducing a substitution to its canonical form will always
give the reducing equations in as simple a form as possible. In fact,
in the above example, the simpler relations

=4y, L=avtacta, &=mta, §=—v—n, &=a—a,

will equally well reduce the snbstitution.

4. Tf the snbstitution which it is proposed to reduce happens to be
a substitution of finite period, the application of the method is
partienlarly simple.  The substitution (i)’ of §1 can, in fact, be of
finite period only wheu s=¢=...=0. The roots of the equation (ii)’
are therefore in this case all distinct, aud the calculation of

mn

S (NN 4 a) v,
1

for cach root of the equation at once gives the reduncing substitntion.





