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ABSTRACT

Recent years have witnessed a rapid growth of large-scale

language models in the domain of music audio. Such mod-

els enable end-to-end generation of higher-quality music,

and some allow conditioned generation using text descrip-

tions. However, the control power of text controls on

music is intrinsically limited, as they can only describe

music indirectly through meta-data (such as singers and

instruments) or high-level representations (such as genre

and emotion). We aim to further equip the models with

direct and content-based controls on innate music lan-

guages such as pitch, chords and drum track. To this

end, we contribute Coco-Mulla, a content-based control

method for music large language modeling. It uses a

parameter-efficient fine-tuning (PEFT) method tailored for

Transformer-based audio models. Experiments show that

our approach achieves high-quality music generation with

low-resource semi-supervised learning. We fine-tune the

model with less than 4% of the orignal parameters on a

small dataset with fewer than 300 songs. Moreover, our

approach enables effective content-based controls. We il-

lustrate its controllability via chord and rhythm conditions,

two of the most salient features of pop music. Furthermore,

we show that by combining content-based controls and text

descriptions, our system achieves flexible music variation

generation and arrangement. Our source codes and demos

are available online 1 2 .

1. INTRODUCTION

Controllable music generation encompasses the creation

of music under various controls, such as musical or tex-

tual descriptions [1–4]. It enables amateur users to cre-

ate customized music and helps professional musicians ex-

plore new ideas for composition and arrangement. Re-

1 https://github.com/Kikyo-16/coco-mulla-repo.
2 https://kikyo-16.github.io/coco-mulla/.
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markable advancements have been made in this field in re-

cent years, particularly in text-to-music generation [3–6].

These cross-modality models are trained on extensive sets

of parallel text-audio data pairs, utilizing pre-trained large

language models [7] or multi-modal embeddings [8, 9] to

establish a mapping between natural language and music.

They enable high-level controls such as mood and tempo

by incorporating them into a text prompt.

However, not all music information can be expressed

via text. Existing models cannot yet apply effective con-

trols on intricate musical languages (e.g., chord progres-

sions) or directly refer to musical contents from other au-

dio recordings. The ability to accommodate such content-

based controls is crucial for tasks such as music editing,

music variation generation, and arrangement. For example,

in AI-assistant composition systems, the generative models

are required to compose based on a rough idea like motifs

or counter-melodies; in music re-instrumentation, we tend

to keep the underlying harmony unchanged and reinterpret

the song with new instruments.

Historically speaking, the shift from text-based (and

metadata-based) models to content-based models has once

happened in the realm of music information retrieval

(MIR), which dramatically improved the model perfor-

mances and also expanded the boundary of music under-

standing. In a similar fashion, we aim to push the bound-

ary of music audio generation domain by further equipping

off-shelf generative models with content-based controls.

A simple approach to incorporating content-based con-

trol is to train a separate generative model conditioned on

the provided control content [4, 10]. For example, both

the MusicGen and MusicLM systems offer two versions

of model: a vanilla text-to-music version, and a melody-

conditioned version for accompaniment generation. The

main issue with this simple conditioning approach lies in

the high training cost, which is at the same scale as the

base model in terms of both computational resources and

training data. Moreover, each conditioned model can only

deal with one type of content-based control input. This

rigid setting is not practical in real music production and

arrangement scenarios where multiple control contents are

often required for satisfactory results.

To solve the aforementioned problems, we contribute a

unified approach to incorporating different content-based

controls with music-audio generative models. Particularly,
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we see the immense potential of large-scale pre-trained

models in their semantic-level understanding of music and

therefore propose a novel parameter-efficient fine-tuning

condition adaptor based on llama adaptor [11].

The current design of the adaptor integrates the joint

embeddings of symbolic music chords and piano roll

and acoustic drum tracks with the pre-trained MusicGen

model. In theory, the adaptor can perform on joint embed-

dings of any combination of content-based controls and

can be integrated with any Transformer-based generative

model. In short, the main contribution of this work is as

follows:

• A unified approach on content-based controls:

Our model enables chord and drum pattern controls

via acoustic hints, achieving an arbitrary combina-

tion of textual, harmonic, and rhythmic description

for the controlled generation process.

• Low-resource fine-tuning on pseudo-labeled

datasets: We provide a method to fine-tune a

large auto-regressive audio generative model with

a small-size, pseudo-labeled dataset in which all

the pseudo labels are extracted using existing MIR

tools. We fine-tune MusicGen [4], an excellent

text-to-music model, on 4% trainable parameters of

the original model with a training set of fewer than

300 songs without text or other annotations.

• Flexible variation generation and arrangement:

Our model achieves flexible variation generation and

arrangement of the given polyphonic piano roll by

combining text prompts and content-based controls.

This enables numerous downstream music-editing

applications.

2. RELATED WORK

We review two realms of related works: 1) large-language

models (LLMs) for music audio and 2) existing methods

of parameter-efficient fine-tuning.

2.1 Music Audio Generation

Music audio generation necessitates extensive contextual

modeling to account for the intricate structure of musical

language. Recent large-scale music audio generative mod-

els, encompassing auto-regressive and diffusion-based ap-

proaches, have made remarkable strides in capturing such a

long-term structure while introducing cross-modality con-

ditions. For example, Jukebox [1] leverages VQ-VAE [12]

and transformer decoders to achieve lyrics- and genre-

based generation; Diffusion-based Moûsai [3] adopts the

pre-trained frozen T5 encoder [7] to summarize text condi-

tions; auto-regressive MusicGen [4] realizes monophonic

melody and text controls by assembling EnCodec [13], T5

encoder, and an acoustic transformer decoder. Specifically,

MusicGen is the first text- and melody-conditioned model,

limited to a monophonic melody condition, and it does not

accommodate drum tracks. Additionally, a contempora-

neous work, Music ControNet [14], shares a similar goal

with ours but is based on a diffusion model rather than on

pretrained large language models (LLMs).

2.2 Parameter-Efficient Fine-Tuning

Parameter-efficient fine-tuning (PEFT) methods adapt pre-

trained language models (PLMs) without fine-tuning all

model parameters [15, 16], significantly reducing compu-

tational and storage expenses. [17] and [18] tailor PLMs

for specific tasks by appending task-specific prefixes to in-

put sequences. [19] employs low-rank adaption (LoRA) to

fine-tune pre-trained linear transformations in PLMs. [11]

and [20] propose LLaMA-Adapter, adjusting attention out-

puts using prompt adaptors and zero gate scalars. LLaMA-

Adapter also introduces a multi-modal conditional variant

by incorporating global image representations into prompt

adaptors. In this study, we present a novel PEFT method,

inspired by LLaMA-Adapter, designed to fine-tune large-

scale models while accommodating external sequential

multi-modal conditions.

3. BASE MODEL

In this work, we choose MusicGen [4], an excellent

Transformer-based music audio language model, as our

base model. MusicGen offers two variants: a text-only

model and a melody-based model. The melody-based

model conditions its generation on the dominant time-

frequency bin of the audio chromagram and text prompts,

limiting it to monophonic conditioning and preventing it

from incorporating rhythmic drum patterns. In this study,

we adopt the text-only MusicGen as our base model, aug-

menting it with content-based controls via the proposed

PEFT method.

The largest text-only MusicGen consists of 3 compo-

nents: a pre-trained EnCodec, a pre-trained T5 encoder,

and an acoustic transformer decoder. The transformer de-

coder comprises N = 48 layers, each including a causal

self-attention block and a cross-attention block to handle

condition text prompts.

MusicGen tokenizes audio signals using EnCodec [13],

a Residual Vector Quantization (RVQ) [21] auto-encoder,

compressing signals of sample rate Sr = 32000 into dis-

crete codes of a low frame rate fs = 50. The acoustic

transformer decoder takes these tokens as its input.

4. METHODOLOGY

Our approach consists of 2 components: 1) a joint embed-

ding encoder to integrate content-based controls, and 2) a

condition adaptor to fine-tune MusicGen by incorporating

the learned joint embeddings. To maintain the ability of

the vanilla MusicGen to associate text with music, we train

the adapter for only the self-attention blocks of the acoustic

transformer decoder. During training, all the parameters of

MusicGen are frozen.
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Figure 1. The joint embedding module. We randomly mask acoustic or piano roll embedding with probability r during

training.

Chord Name Pitch Root Bass Pitch Indices

C:maj C, E, G C (0) C (0) 0, 4, 7

C:maj/E C, E, G C (0) E (4) 0, 4, 7

D:min D, F, A D (2) D (2) 0, 3, 7

Table 1. Symbolic chord data structure.

4.1 Joint Symbolic and Acoustic Embedding

To incorporate the desired chord progression and to bor-

row musical content from another audio recording simul-

taneously, we design a joint symbolic and acoustic em-

bedding. For precise alignment of generated music with

acoustic hints, we use a frame-wise representation for both

symbolic and acoustic data.

4.1.1 Symbolic Chord and MIDI Representation

We describe a chord as a combination of a root pitch

class, the bass pitch class, and the chroma representation

of the chord quality. As shown in Table 1, we represent

a chord as {root, bass,m} (root, bass ∈ {0, 1, ..., 11}),

with m ∈ R
12 being a multi-hot positional vector indicat-

ing the active pitches in the octave starting from the root

note. Define ci ∈ R
12+12+12+1 to represent the ith-frame

chord:

ci =

{

[e(root); e(bass);m; 0], if ith frame has a chord

[0;0;0; 1], otherwise
,

(1)

where e is a function from an index j ∈ {0, 1, ..., 11} to its

one-hot vector e(j) ∈ R
12.

We represent MIDI using the piano roll format. Assume

pi ∈ {0, 1}128 is the ith frame in the piano roll indicating

the presence of each pitch. We further compress the sparse

piano roll into a low-dimension MIDI representation p′

i
us-

ing a trainable matrix W p ∈ R
d1×128:

p′

i
= W T

ppi ∈ R
d1 . (2)

Throughout the training process, we use pseudo chord

annotations obtained through a chord recognition model

from [22] and MIDI annotations via an automatic music

transcription model from [23].

4.1.2 Acoustic Representation

We convert the separated drum stem to discrete codes us-

ing EnCodec [13]. Instead of directly modeling these dis-

crete codes, we pass the ith-frame codes through the frozen

input embedding layer of MusicGen transformer decoder

to obtain a pre-trained acoustic embedding hi ∈ R
2048.

Such a continuous pre-trained representation is more ro-

bust since it can address the issue of utilizing discrete codes

not present in the training data during the inference stage.

To mitigate overfitting and reduce training complexity,

we employ a trainable low-rank matrix W a ∈ R
2048×d2 to

map hi into a lower-dimensional space:

h′

i
= W T

ahi ∈ R
d2 . (3)

We set d2 = d1 = 12 in our experiments.

4.1.3 Masking Scheme and Positional Encoding

During training, we randomly mask MIDI and acoustic

representation with a probability r independently:

z
p
i
=

{

p′

i
, if not masked

s
p
i
, otherwise

, (4)

za
i
=

{

h′

i
, if not masked

sa
i
, otherwise

. (5)

Here, s
p
i

and sa
i

are learnable masked embeddings. The

masking strategy trains the model to follow an arbitrary

combination of conditional tracks during inference. We

set r = 0.4 in our experiments.

We introduce a learnable matrix W e ∈ R
(d1+d2+37)×d

to incorporate the above embeddings and a learnable posi-

tional embedding z
pos
i

∈ R
d1+d2+37 to facilitate sequen-
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responding to Encodec tokens. They attend to all preceding
positions (following the causal mask) and the entire condition
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Figure 2. Condition adaptor. The condition prefix is injected to the self-attention mechanism of the MusicGen transformer

decoder. All transformation matrices in MusicGen are frozen. Only the input embeddings, joint embedding encoders, and

the gate factors are trainable.

tial modeling. The final joint symbolic and acoustic em-

bedding is as follows:

zi = W T

e ([ci; z
p
i
; za

i
] + z

pos
i

) ∈ R
d. (6)

Finally, let T be the total number of frames. The com-

plete sequential joint embedding is then:

z = {z1, z2, ..., zT } ∈ R
T×d. (7)

4.2 Condition Adaptor

To plug the joint embeddings into MuiscGen, we present

a novel condition adaptor that can take time-varying se-

quential conditions. In the vanilla Transformer, each self-

attention layer operates on a sequence of T hidden em-

beddings corresponding to T frames of Encodec tokens.

In the proposed condition adaptor, as shown in Fig 2, for

the last L layers of the MusicGen decoder, we expand the

sequence of hidden embeddings to 2T , where T new po-

sitions take on the task of incorporating and processing

condition-related information. We call the newly intro-

duced positions the condition prefix.

Specifically, we insert a sequence of learnable input em-

beddings into the (N − L + 1)th MusicGen transformer

decoder layer, initiating the condition prefix. Inside the

condition prefix, we pass the hidden states only through

self-attention layers, skipping cross-attention layers.

Let H
p
l
∈ R

T×d (N − L + 1 ≤ l ≤ N ) represent

the output of the lth-layer attention layer for the condition

prefix. H
p
0 is a sequence of learnable input embeddings.

We compute the condition prefix as follows:

Q
p
l
,K

p
l
,V

p
l
= QKV-projector(Hp

l
+Zl), (8)

H
p
l+1 = Self-Attention(Qp

l
,K

p
l
,V

p
l
), (9)

where the sequential joint embeddings Zl is defined in

Eq (7). Note that we learn distinct joint embeddings for

each decoder layer. Since the adaptor aims at capturing

the long-term contextual information of the sequential joint

embeddings, it does not employ a causal attention mask

for the condition prefix. Additionally, the condition prefix

does not attend to the Encodec token frames, as shown in

Fig 2(b).

For the non-prefix part, hidden states are passed through

both self-attention and cross-attention layers. Let H l ∈
R

T×d (1 ≤ l ≤ N ) represent the output of the lth attention

layer for the encoded tokens. we compute vanilla attention

output Sl as follows:

Ql,Kl,V l = QKV-projector(H l), (10)

Sl = Self-Attention(Ql,Kl,V l). (11)

To incorporate condition information, in the last L lay-

ers, we compute cross attention S
′

l
between Ql and

{Kp
l
,V

p
l
}. We leverage Self-Attetion layers to compute

S
′

l
rather than Cross-Attention layers since the controls are

closer to the audio modality than the textual modality. To
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Chordrec ↑ Chord∗

rec ↑ BeatF1
↑ CLAPscr ↑ FAD∗

vgg ↓ FADvgg ↓

Chord-only 0.412 0.195 - 0.401 6.209 6.695

MIDI-only 0.649 0.406 - 0.381 7.105 7.094

Drums-only 0.530 0.267 0.856 0.360 3.845 4.933

Full 0.791 0.524 0.864 0.351 3.697 4.370

MusicGen - - - 0.441 6.434 6.847

Oracle 0.885 0.695 0.898 - -

Table 2. The performance of the model with L = 48 on RWC-POP-100 subset. Oracle scores gauge the performance of

the chord recognition model [22] and beat tracking model [24] on the ground-truth audio.

Total Trainable
CLAP∗

scr ↑ Chordrec ↑
L Chord-only Full Chord-only Full

12 3.29B 0.87% 0.428 0.371 0.239 0.672

24 3.31B 1.66% 0.408 0.358 0.397 0.747

36 3.33B 2.44% 0.396 0.344 0.410 0.772

48 3.36B 3.20% 0.401 0.351 0.412 0.791

Table 3. The performance of models with different L values under the chord-only condition.

make {query, key, value} more compatible, we use the fu-

sion of Ql and Q
p
l

as the query instead of a single Ql:

S
′

l
= Self-Attention(Ql +Q

p
l
,K

p
l
,V

p
l
). (12)

Following this, we combine Sl and S
′

l
using a zero-

initialized learnable gating factor gl. Additionally, to main-

tain the text controllability of the model, we then compute

the cross attention between textual embedding and them:

H l+1 = Cross-Attention(Sl + gl · S
′

l
, text). (13)

All the layers in MusicGen are frozen, including the

QKV-projector, Self-Attention, and Cross-Attention lay-

ers. Hence, the total trainable parameters only comprise

H
p
0 , W p, W a, W e, zpos, and gl. Moreover, the pro-

posed adaptor can learn in a semi-supervised manner using

pseudo-separated tracks, pseudo MIDI, and pseudo chord

labels. Additionally, during training, each music piece

is assigned to a vague text description randomly sampled

from a small set of predefined phrases, eliminating the re-

quirement for text-audio data pairs.

5. EXPERIMENT

5.1 Datasets

The training dataset consists of 299 unannotated instru-

mental songs. We collect 150 of them from an open-

source dataset MUSDB18 [25] and download the remain

149 songs from the internet. The latter subset predomi-

nantly consists of Pop songs, with a limited data of other

genres such as Jazz and Rock. We omit the silent start and

end segments of each training song, yielding 17.12 hours

of audio. We employ Demucs to extract drum tracks, a

chord recognition model [22], an automatic transcription

model [26], and a beat tracking model [24] to generate

pseudo chord, MIDI, and beat labels.

The test set comprises 50 songs with chord, beat, and

MIDI annotations from RWC-POP-100 [27]. Vocals are

excluded by a music source separation model Demucs

[28].

5.2 Training Configuration

We train the proposed model using 4 RTX8000s with an

initial learning rate of 2e-3 and a batch of 24 20-second

samples for 10 epochs. We set the warm-up epoch to 2

and update the model using a cross-entropy reconstruction

loss. During training, for each audio sample, we simply

sample a text prompt from a text description set for each

music segment: {melodic music, catchy song, a song, mu-

sic tracks}.

5.3 Evaluation

We separate each audio clip in the test set into 4 stems

using Demucs and discard the vocal track. As shown in

Table 2, “Chord-only” signifies no drums and MIDI con-

trols, while “Full” indicates both drums and MIDI con-

trols. Within each group, we generate 16 20-second audio

samples per given chord progression, employing various

text prompts while keeping the same chord unchanged. In

total, we have 4 test groups, each with 800 generated audio

samples.

We report weighted recall score for chord accuracy,

standard F-measure for rhythm control, CLAP [29] score

for text control evaluation, and Fréchet Audio Distance

(FAD) [30] for audio quality measure. As depicted in

Table 2, Chordrec represents chord root accuracy, and

Chord∗

rec assesses full chord accuracy. FAD∗

vgg quan-

tifies the audio dissimilarity between generated samples
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(a) Chord and rhythm control (b) Chord and rhythm control with MIDI hints

Figure 3. Comparison of generated samples and groundtruth. The top two rows are generated samples, while the bottom

rows are reference soundtracks. The text prompt is “lazy jazz composition features a captivating saxophone solo that effort-

lessly melds with piano chords, skillfully weaving its way through the melody with languid grace. Instruments: saxophone,

piano, drums”.

Figure 4. The variation of |gl| during training.

and groundtruth audio from the RWC-POP-100 subset,

whereas FADvgg assesses this dissimilarity using the re-

maining 50 audios within RWC-POP-100.

5.4 Results

As illustrated in Table 2 and Figure 3, our model excels

in chord and rhythm control while maintaining the text-

conditioned ability, even though we do not train the model

with real text annotations. We do not report chord and beat

accuracy for the baseline model, as it cannot use these con-

trols. Code details and more demos are publicly available

online.

5.4.1 Low-resource Fine-tuning

During fine-tuning, our observations suggest that our

model works better with a smaller training dataset char-

acterized by high-quality audio fidelity than a larger one

featuring pseudo-separated instrumental ground truth. As

indicated in Table 3, we discern a trade-off between con-

trollability and semantic correlation. As the number of

trainable layers increases, the model achieves a simulta-

neous improvement in chord recall score while witnessing

a reduction in CLAPsrc. In addition, as shown in Fig 4, as

the layers go deeper, the absolute value of gate factor gl
increases. It demonstrates the proposed adapter primarily

affects the topmost layers of the decoder transformer, im-

plying that the lower layers are likely responsible for mod-

eling high-level semantics, while the upper layers shape

the finer details of the content.

5.4.2 Chord and Rhythm Control

As shown in Table 2 and Fig 3(a), the chord control capa-

bility of our model strengthens as MIDI hints are provided.

Additionally, the results highlight the model’s adeptness at

rhythm control when a drum track is included. However, in

cases of semantic conflict between the content-based con-

dition and the text prompt, we observe that the model tends

to prioritize the former, leading to music that aligns with

the drum pattern rather than the prompt.

5.4.3 Variation Generation and Arrangement

As depicted in Fig 3(b), our model, with the assistance of

MIDI hints, can produce variations by integrating musi-

cal elements from conditioned MIDI tracks, such as mo-

tifs and walking bass. Furthermore, we have observed in-

stances where the generated audio aligns with the original

main or counter melodies. This facilitates idea-driven vari-

ation generation and semantic-based arrangement within

the provided polyphonic piano roll.

6. CONCLUSION

We present a content-based music generative model,

achieved by fine-tuning a pre-trained Transformer-based

audio language model using the proposed condition adap-

tor. Our experimental results substantiate its proficiency

in seamlessly integrating chord progressions, rhythm pat-

terns, MIDI, and text prompts into the generated music.

Our work bridges the gap of direct control via musical ele-

ments and audio conditions in the music audio generation

field. Furthermore, the proposed condition adaptor facil-

itates efficient low-resource fine-tuning, even with a rela-

tively small unannotated training set. Nonetheless, results

generated with conflicting audio, MIDI, and text prompts

may lack musicality and may not fully meet semantic con-

trol expectations. In the future, we aim to explore further

enhancements in the areas of harmonic direct control and

content-based generation.
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