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ABSTRACT

Deep generative models are now able to synthesize

high-quality audio signals, shifting the critical aspect in

their development from audio quality to control capa-

bilities. Although text-to-music generation is getting

largely adopted by the general public, explicit control and

example-based style transfer are more adequate modalities

to capture the intents of artists and musicians.

In this paper, we aim to unify explicit control and style

transfer within a single model by separating local and

global information to capture musical structure and tim-

bre respectively. To do so, we leverage the capabilities of

diffusion autoencoders to extract semantic features, in or-

der to build two representation spaces. We enforce dis-

entanglement between those spaces using an adversarial

criterion and a two-stage training strategy. Our resulting

model can generate audio matching a timbre target, while

specifying structure either with explicit controls or through

another audio example. We evaluate our model on one-

shot timbre transfer and MIDI-to-audio tasks on instru-

mental recordings and show that we outperform existing

baselines in terms of audio quality and target fidelity. Fur-

thermore, we show that our method can generate cover ver-

sions of complete musical pieces by transferring rhythmic

and melodic content to the style of a target audio in a dif-

ferent genre.

1. INTRODUCTION

Deep generative models are now particularly successful at

synthesising high-quality, realistic audio signals. Hence,

the major impediment to their broader use in creative work-

flows is not their audio quality anymore, but rather how

end-users can have complete control over the generation

process. Following early works on unconditional gen-

eration [1, 2], multiple methods proposed to enable con-

trol by conditioning generation on semantic tags or audio-

descriptors [3, 4]. However, such supervised approaches

remain limited to the use of explicit descriptors and are

constrained by their reliance on annotated datasets. The
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Figure 1. General overview of our method. We ex-

tract timbre and structure representations from waveform

and/or MIDI inputs using encoders ET ad ES respectively.

Those representations condition a latent diffusion model,

enabling both explicit and example-based control.

recent development of language models and representation

learning led to impressive performance in text-conditioned

generation, mainly relying on transformers [5, 6] or dif-

fusion models [7–9]. However, concepts such as timbre,

musical style or genres boundaries are usually elusive and

highly subjective. Hence, text descriptions might remain

limited to common sounds and insufficient to precisely

capture musical intentions.

A parallel stream of research to alleviate those issues

is to guide specific aspects of the generation process by

providing audio examples. Most approaches in this audio-

to-audio editing are focused on timbre transfer, where the

timbre of a given sound is applied on the content of an-

other. While some works can transfer any audio to the

timbre of a given training set [10]; others achieve many-

to-many timbre transfer but only between a small set of

predefined instrument classes [11, 12]. One-shot timbre

transfer between different instrument recordings have been

achieved using Variational Autoencoders (VAE) [13, 14],

but these models rely on a latent bottleneck to enforce dis-

entanglement between timbre and pitch, which hampers

their ability to generate high-quality audio on real-world

data. More recently, a text-inversion technique was pro-

posed to perform musical style transfer between arbitrary

content and style examples [15], but it relies on a large

pretrained text-to-music model and requires optimisation

prior to each transfer, resulting in very slow inference.
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In this paper, we aim to unify explicit control through

audio descriptors or MIDI sequences and style transfer

within a single model. To do so, we separate local, time-

varying factors of variations and global information, cap-

turing musical structure and timbre in two separate repre-

sentation spaces. We slightly abuse the terms structure and

timbre: by structure, we designate time-varying features,

e.g. melody, loudness; by timbre, we designate global fea-

tures such as actual timbre, but also style or genre. The

principle of our method is depicted in Figure 1. Our ap-

proach is based on the recently proposed diffusion autoen-

coder [16], which trains a semantic encoder to condition

a diffusion model, in order to achieve both high-quality

generation while being able to extract and control high-

level features from the data. We extend this approach by

building separate representations for timbre and structure,

while enforcing their disentanglement with an adversarial

criterion combined with a two-stage training strategy. Our

method can generate audio matching a timbre target, while

specifying the musical structure either with explicit con-

trols (such as MIDI data input) or an audio example. For

computation efficiency, our diffusion model operates in the

latent space of pretrained autoencoders, resulting in faster

than real-time inference on GPU 1 .

First, we benchmark our model on a one-shot timbre

transfer tasks and demonstrate that our model improves

upon existing baselines in terms of audio quality, timbre

similarity as well as note onsets and pitch accuracy. On

the same dataset, we show that our model can also generate

audio from MIDI input and a target timbre example with

performances superior to a state-of-the-art MIDI-to-audio

baseline. Finally, we show that our method can be applied

to complete musical pieces and generate cover versions of

a track by transferring its rhythmic and melodic content to

the style of a target audio in a different genre. We provide

audio examples, additional experiments and source code

on a supporting webpage 2

2. BACKGROUND

2.1 Diffusion models

Diffusion models (DMs) are a family of generative models

that learn to reverse a stochastic process that gradually adds

noise to the input data. These models benefit from high-

quality generation, stable training and conditioning abili-

ties, which led to their widespread adoption in image [17]

and audio generation [18].

Formally, we define a forward process q(x1:T |x0) =
∏T

t=1
q(xt|xt−1), which is a Markov chain that increas-

ingly adds noise to the data x0 by relying on the condi-

tional distribution

q(xt|xt−1) = N (xt;
√

1− βtxt−1, βtI), (1)

where βt are hyperparameters defining the noise lev-

els at times t ∈ {0, T}, with T ∈ N. We are inter-

1 Experiments were conducted on a NVIDIA A5000 GPU
2 https://nilsdem.github.io/

control-transfer-diffusion/

ested in learning the reverse diffusion process pθ(xt−1|xt),
from which we can iteratively denoise a random sample

xT ∼ N (0, I) to a data sample x0 ∼ p(x0). In a re-

centy study, [19] made a connection between diffusion

and denoising score matching [20], leading to a simpli-

fied formulation and improved experimental results. The

authors show that the reverse process can be approximated

by learning a denoising network ϵθ that predicts the noise

ϵ ∼ N (ϵ,0, I) used to corrupt the data. This results in a

simpler training objective

min
θ∈Θ

Et,x0,ϵ

[

∥ϵθ(
√
αtx0 +

√
1− αtϵ, t)− ϵ∥

]

, (2)

where αt =
∏t

s=1
(1 − βs), and ϵθ is usually

parametrized by a UNet [21].

2.2 Diffusion autoencoders

DMs naturally yield a series of latent variables x1:T

through their forward process. However, these stochastic

variables built from increasingly adding noise do not cap-

ture much semantic information over the data. Although

the more recent proposal of Denoising Diffusion Implicit

Models (DDIMs) [22] extends the original diffusion for-

mulation to a deterministic process allowing each data in-

put to be mapped to a unique latent code xT , it still fails

to extract and organise high-level features from of the data.

Diffusion autoencoders [16] alleviate this issue by employ-

ing a learnable encoder that compress the data to a seman-

tic latent code zsem = Eϕ(x0), which then conditions a

diffusion decoder. The semantic encoder and the DDIM

decoder are trained jointly, following the objective

min
θ,ϕ

Et,x0,ϵ

[

∥ϵθ(
√
αtx0 +

√
1− αtϵ, Eϕ(x0), t)− ϵ∥

]

(3)

On image applications, the authors show that the se-

mantic code captures high-level attributes such as person

identity, smile or presence of glasses, and can be used for

downstream tasks such as conditional generation and at-

tributes manipulation, while achieving state-of-art recon-

struction. This approach was also successfully applied to

audio [8], where the authors encode magnitude spectro-

grams into a semantic latent space, allowing to achieve

high quality text-conditioned waveform generation.

2.3 Control in audio generation

A straightforward approach to extend unconditional gener-

ative models in order to provide instruments befitting artis-

tic control is to introduce conditioning on explicit controls.

The DDSP model [3] proposes explicit pitch and loudness

conditioning, while FaderRave [4] extended explicit con-

trol to non-differentiable time-varying attributes, but both

methods remain limited to explicit descriptors and anno-

tated datasets. While recent text-to-music methods like

MusicGen [5] and Music ControlNet [23] have incorpo-

rated melody conditioning capabilities, their expressive-

ness remains constrained by the need to define subjec-

tive timbre properties through text prompts. Li et al. [15]
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Figure 2. Detailed overview of our method. Input signal(s) are passed to structure and timbre encoders, which provides

semantic encodings that are further disentangled through confusion maximization. These are used to condition a latent

diffusion model to generate the output signal. Input signals are identical during training and but distinct at inference.

proposed to use text-inversion in order to extract pseudo-

words that represent timbre directly from audio, but their

method is computationally intensive and requires to per-

form an optimisation for each new timbre target. Timbre

conditioning directly from a waveform example was also

recently proposed the context of bass accompaniment gen-

eration [24].

2.4 Unsupervised disentanglement in sequential data

Many works proposed to model sequential data as a com-

bination of local (time-variant) and global (time-invariant)

factors of variation. Notably, the disentangled sequential

autoencoder [25] relies on simple architecture biases and

parameter tuning to obtain disantangled local and global

latent variables. Following this work, multiple methods

improved the learned representation by explicitely mini-

mizing the mutual information between the two learned

variables [26–28]. It was shown that disentanglement can

be further improved with contrastive learning and domain-

specific transformations that preserve local or global at-

tributes [26, 29].

More specifically in audio generation, SS-VAE [14] em-

ploys a Vector-Quantized VAE to achieve disentanglement

through compression on quantized structure latent codes,

combined with timbre-preserving data augmentations. Luo

et al. [13] follow a two-stage training strategy similar to

ours, and improve disentanglement by enforcing the con-

sistency of the global and local latent variables in style or

content transfer. However, both disentanglement strategies

degrades reconstruction accuracy, which on top of spectro-

gram inversion based synthesis leads in poor audio quality.

3. METHOD

Our approach is based on the assumption that musical au-

dio samples can be seen as specific instances of a set of

latent features that are separated between global features

that capture style, and time-varying features that capture

the local evolution of the signal. Although diffusion mod-

els are capable of high-quality conditional generation, they

are computationally expensive when dealing with high-

dimensional data. Hence, we employ an invertible audio

codec to first compress the audio into a low-dimensional

latent space, onto which we can build an efficient gener-

ative model. We extend the DiffAE [16] architecture to

two semantic encoders in order to extract separately timbre

and structure features from input samples. To further dis-

entangle the learned features and improve transfer as well

as explicit control performances, we employ an adversarial

training strategy during training. In this section, we detail

our proposed model depicted in Figure 2.

3.1 Audio codec

We build our audio codec as a convolutional autoencoder

based on the RAVE model [10] architecture, featuring the

adversarial discriminator recently proposed in [30]. The

model compresses audio waveforms x into an invertible

latent sequence z ∈ R
L×D, where D and L are the

embedding space and time dimensions respectively. On

top of the reconstruction and adversarial training objec-

tives of RAVE, we introduce a penalty on the latent codes

f(z) = max(0, |z| − 1) to enforce that most latent codes

are distributed between −1 and 1.

3.2 Model structure

We extract a timbre representation vT ∈ R
DT from an

audio target using an encoder ET
ϕ applied to the latent se-

quence z obtained with our audio codec. For structure, we

extract a temporal representation vS ∈ R
L×DS from ei-

ther an audio input or an explicit control signal c (such as

a MIDI sequence), using an encoder ES
ψ . In the case of

an audio input, it would be natural to also infer it from the

latent sequence z. However, we found experimentally that

it is particularly difficult to extract fine structure informa-

tion from the highly-compressed representation z. Hence,

we instead infer structure form the Constant Q Transform

(CQT) [31] of the target signal, which has been shown to

be a well-suited representation for pitch extraction tasks

[32]. For explicit control, the sequence c is directly used
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as input for ES
ψ .

To generate audio, we sample a noise vector zT and

decode it to a latent code z0 through latent diffusion con-

ditioned on representations vS and vT . As diffusion for-

mulation, we leverage the recent improvements introduced

in [17] and parameterise our denoiser network Dθ to pre-

dict the data z0 instead of ϵ. ES
ψ , ET

ϕ and Dθ are trained

end-to-end to minimise the following loss function

Ldiff = Et,z0,ϵ∥Dθ(
√
αtz0+

√
1− αtϵ,vS ,vT , t)−z0∥

(4)

We parameterise Dθ as a 1D convolutional UNet with

residual blocks and self-attention layers. The two encoders

share a similar architecture as the encoding half of the

UNet, with the difference that the timbre encoder com-

presses the input temporally and applies average pooling

on the time dimension of the last layer. We condition the

UNet architecture on vS through concatenation with each

block inputs. For the timbre vector vT we use Adaptative

Group Normalisation (AdaGN) [33].

3.3 Style and content disentanglement

Although splitting the semantic content between two vec-

tors that are constrained on their dimensions already en-

courages disentanglement between timbre and structure in-

formation, there is no theoretical guarantee regarding their

separation. Furthermore, the appropriate feature dimen-

sions are highly dependent on the task and dataset at hand.

Hence, to enforce disentanglement without constraints on

the dimensions, we introduce a two-stage training com-

bined with an adversarial strategy. First, we freeze the

structure encoder and train the model to build an adequate

timbre representation. To avoid vT to encode all of the in-

formation required to reconstruct the target z, we extract

timbre from a different sample z̃ coming from the same

track, following the assumption that it shares the same tim-

bre as z but with a different structure.

In the next stage, we introduce a discriminator Dζ that

tries to predict vT from vS and is trained to minimise

LD = EvS,vT

[

∥vT −Dζ(vS)∥
]

. (5)

We train the discriminator alternatively with the en-

coders and denoising network, which try to minimize the

following objective

Ltotal = Ldiff − γLD, (6)

where γ is an hyperparameter balancing between the

reconstruction objective and disentanglement. Indeed, in-

creasing LD maximises the confusion of the timbre infor-

mation in the structure space. This restrains the diffusion

model from reconstructing z solely from vS and enables

independant control of structure and timbre at inference.

4. EXPERIMENTS

We aim to asses the ability of our model to generate high-

quality audio samples that match characteristics of struc-

ture and timbre targets, with the structure being either

taken from an audio example or through an explicit con-

trol signal.

MIDI-to-audio For explicit structure control, we eval-

uate the capability of our model to generate audio from a

MIDI score and a target recording for timbre. We compare

it to a state-of-art baseline in MIDI-to-audio generation.

Timbre transfer We evaluate the efficiency of our dis-

entanglement strategy on a task of one-shot timbre transfer

between polyphonic mono-instrument recordings. In this

case, we consider that structure designates the notes being

played (in terms of onset timing, pitch and loudness), while

timbre corresponds to the remaining characteristics of the

sound. We evaluate our model by randomly sampling tim-

bre and structure examples and evaluate audio quality, tim-

bre similarity as well as note accuracy. We compare our

model with two example-based timbre transfer methods on

synthetic and real recordings.

4.1 Dataset

Synthetic Data The Synthesized Lakh Dataset (SLAKH)

[34] was generated from the LAKH MIDI collection using

professional-grade sample-based virtual instruments. Syn-

thesis parameters as well as audio effects settings were ran-

domly chosen resulting in a very diverse set of timbres. We

retain only the individual stems of non-percussive instru-

ments, resulting in 400 hours of audio.

Real Data To the best of our knowledge there is no multi-

instrumental dataset of real recordings that contain a very

large number of hours of audio. Hence, we combined the

following three datasets to conduct our experiments :

• MaestroV2 : Maestro [35] is a piano dataset

recorded on Disklavier pianos, capturing both au-

dio and notes played, resulting in approximately

200hours of annotated piano recordings.

• GuitarSet : Guitarset [36] is a collection of live

guitar performances with solos and accompaniment

from various genres and play styles, with a total au-

dio duration of 6 hours.

• URMP : The URMP dataset [37] is composed of

pieces played by a large variety of classical in-

struments. For each piece we retain the mono-

instrumental recordings, resulting in approximately

4 hours of audio.

As the GuitarSet and URMP are low sample-size

datasets, we add synthetic data stems from SLAKH to the

training set to facilitate learning. Furthermore, as the dif-

ferent datasets are greatly imbalanced in terms of sample

size, we apply a sampling strategy to even the model per-

formance on each dataset. Following [38], if ni is the num-

ber of samples in a given dataset, we draw examples from

this dataset during training with probability (ni/Σjnj)
0.3.

4.2 Evaluation metrics

We aim to evaluate how our method is able to match the

timbre and structure targets characteristics, while main-

taining high-quality audio.
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Quality (FAD) ↓ Timbre similarity ↑ Onset F1 score↑
Rec. Transfer Rec. Transfer Rec. Transfer

MIDI-to-audio

Spectrogram diffusion [38] 3.46 - 0.76 - 0.32 -

Ours w/o ES 1.22 1.41 0.87 0.77 0.40 0.38

Ours 0.88 1.06 0.89 0.83 0.36 0.23

Timbre transfer

SS-VAE [14] 2.83 3.23 0.75 0.69 0.29 0.15

Music Style Transfer [15] 2.95 2.77 0.84 0.60 0.22 0.17

Ours w/o adversarial - DS = 4 0.95 1.75 0.91 0.75 0.36 0.23

Ours w/o adversarial - DS = 8 0.95 1.65 0.91 0.73 0.36 0.26

Ours 1.13 1.42 0.91 0.82 0.36 0.23

Table 1. Experimental results in terms of audio quality, timbre similarity and note accuracy on the SLAKH dataset,

for MIDI-to-audio generation (up) and timbre transfer (down). "Rec." corresponds to samples generated from identical

structure and timbre targets, while "Transfer" designates randomly chosen timbre targets.

Audio quality We rely on the widely used Frechet Au-

dio Distance (FAD) [39] to evaluate how the generated au-

dio distribution matches the dataset distribution, both for

reconstructed and transferred samples. We use the avail-

able reference implementation of FAD 3 and use VGGish

[40] embeddings of the samples to compute the distance

Timbre Similarity To evaluate timbre similarity we

employ the metric proposed in the SS-VAE baseline [14].

It relies on a triplet network trained to predict if samples

are played by the same instrument based on Mel-frequency

cepstral coefficients 2-13. We use their implementation

and train the metric on the mixing-secrets 4 dataset.

Structure To evaluate if our model is able to reproduce

the notes of the structure target, we employ a transcrip-

tion model [41] and compare its output to the ground-truth

MIDI data. As metric, we use Onset F1 score from mir-

eval, where two notes are considered identical if they have

identical pitch and onsets within ±50ms of each other.

4.3 Baselines

For the timbre transfer experiments, we compare our

method to SS-VAE [14] and Music Style Transfer [15] pre-

sented in Section 2. We train both models on the real and

synthetic datasets, using the official implementation. For

explicit control, we evaluate our method against a MIDI-

to-audio model [38] that was also trained on the SLAKH

dataset. We use the small configuration of the publicly

available pretrained model, as larger models do not fit on

our NVIDIA A5000 GPU.

4.4 Training details

We start by training our audio codec for 1M steps before

training our diffusion model for 500k steps, with an initial

timbre learning stage of 100k steps. The overall training

takes one day on NVIDIA A5000 GPU. For all experi-

ments we rely on the AdamW optimizer [42] with a con-

stant learning rate of 1e−4 and a batch size of 48. For in-

ference we use the deterministic sampler proposed in [17]

with 40 diffusion steps.

3 https://github.com/gudgud96/frechet-audio-distance/tree/main
4 https://www.cambridge-mt.com/ms/mtk/

5. RESULTS

5.1 MIDI-to-audio

First, we evaluate our model performance in MIDI-to-

audio generation in terms of audio quality, timbre similar-

ity and Onset F1 score. We detail our results in Table 1 for

reconstruction and transfer setups, where the target timbre

corresponds to either the instrument of the MIDI sequence

or a different sample. In both cases, we obtain higher sim-

ilarity, as our dedicated timbre embedding captures timbre

much more precisely than simple label conditioning on in-

strument categories. Interestingly, we also obtain better F1

scores, although we did not design our model specifically

for MIDI inputs as opposed to [38] where authors employ

a dedicated note sequence embedding strategy.

To assess the benefit of our disentanglement strategy,

we experiment with bypassing the structure encoder and

directly conditioning the UNet on the MIDI sequence

(Ours w/o ES entry in Table 1). This results in overall

better Onset F1 score, but degrades timbre similarity and

FAD. This demonstrates that our disentanglement strategy

improves the capability of the model to precisely render the

timbre of the target recording. As described in Section 4.2,

the Onset F1 score characterises the difference between the

generated notes and the input MIDI sequence. The lower

accuracy obtained with our full model in the transfer setup

can be explained by the fact that some MIDI sequence are

not plausible scores for some target instruments (such as

playing chords with a flute). Through the disentangled

structure encoding, our model is capable of adapting the

input MIDI sequence to the range and capabilities of the

target instrument, which results in more realistic sounding

samples. We encourage the reader to listen to the examples

on our supporting webpage that support this statement.

5.2 Timbre transfer

Synthetic data Here, we first evaluate timbre transfer on

synthetic data and display the results in Table 1. The two

baselines appear to provide low audio quality and timbre

similarity, and both methods obtain lower Onset F1 scores

indicating that they are not able to adequately control struc-

ture and timbre independently. Our method improve upon

the baselines on all three evaluated aspects, and is inter-
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estingly able to reach a comparable performance as in the

explicitly conditioned MIDI-to-audio setup.

We also performed an ablation study, by evaluating the

effect of applying an information bottleneck on the struc-

ture latent space instead of using our adversarial strat-

egy. As mentioned in Section 3.3, the model is able to

transfer timbre when DS is small but achieves a low F1

score. Increasing the latent dimensions improves structure

fidelity at the cost of degrading timbre similarity. Using

our disentanglement strategy, we are able to employ a 32-

dimensional latent space and achieve higher timbre sim-

ilarity with a slight decrease in note accuracy. Although

multiple definitions of timbre transfer are possible, we ar-

gue that the most convincing timbre transfer do not neces-

sarily imply a perfect note structure F1 score. In the case

of a transfer between monophonic instruments playing in

the same pitch range, we can expect all the notes from one

recording to be transferred to the other. However, when

performing transfer between recordings with very distinct

timbre such as a piano playing in its high range and a bass,

an interesting transfer would rather be the bass playing

the main melodic line a few octaves lower than the piano,

which would result in a low F1 score. The improvement in

terms of FAD between the distribution of transferred sam-

ples and the original data obtained with our disentangle-

ment strategy supports that our method generates more re-

alistic transfers, as an instrument playing notes outside its

usual range would be considered as out-of-distribution.

FAD ↓ Timbre ↑ F1↑
SS-VAE [14] 9.26 0.58 0.19

Music Style Tr. [15] 10.2 0.57 0.17

Ours w/o adv. 2.14 0.81 0.43

Ours 1.36 0.88 0.28

Table 2. Experimental results for timbre transfer on real

instruments in terms of FAD, timbre similarity and onset

F1 score. Metrics are averaged between the three datasets.

Real data. We present our results for transfer between

real instrumental recordings in Table 5.2. Our model im-

proves even further on the existing baselines for which real

instruments timbre seems particularly challenging. Even

without adversarial regularisation, our model obtains better

FAD, timbre similarity and note accuracy. Our disentan-

glement strategy further improves timbre match, although

the relative decrease in note accuracy appears to be greater

than on synthetic data. We believe this is mainly due to

a necessary simplification of note structure when transfer-

ring complex piano recordings to the mainly monophonic

URMP instruments. The improvement of transfer quality

captured by the FAD and timbre similarity supports this

interpretation.

Qualitatively, we found that on top of generating real-

istic samples with the appropriate structure, the model is

also able to add characteristic sound artefacts of the target

instrument such as fret or hammer noises, as well as match-

ing precise acoustic features of the original recording such

as reverb or background noise.

6. COMPLETE MUSIC STYLE TRANSFER

FAD ↓ Cover (%) ↑ Genre ↑
MusicGen [5] - 37.6 0.48

Ours w/o adv. 3.99 48.5 0.44

Ours 3.31 52.2 0.55

Table 3. Style transfer results on musical pieces, evaluated

through FAD, cover identification and genre classification.

Finally, we apply our model to the task of creating cover

versions of a song that match the style of an example in

a different genre. We rely on an in-house dataset of 200

hours of jazz, dub, lofi hip-hop and rock. We use the same

model architecture to extract structure from the original

track and timbre from the cover targets, with two minor

modifications. First, we introduce temporal compression

in the structure encoder to avoid vT to capture information

that is too precisely located in time. Second, we condition

the UNet on a BPM time series to help it generating co-

herent rhythms. Without those modifications, the rhythmic

elements from timbre and structure targets are conflicting

with each other, resulting in somewhat chaotic generations.

We evaluate our model using the cover detection algorithm

proposed in [43], which outputs a cover probability based

on melodic and harmonic similarities between tracks. To

assess style transfer, we rely on the text and audio joint-

embedding model CLAP [44] and classify genre based on

the cosine similarity between the audio and genre label em-

beddings. We compare our method to MusicGen [5], a

text-to-music generation model with audio-based melody

conditioning. We derive an input prompt from the target

genre and use the structure target for melody.

Our model without regularisation obtains a better cover

identification than MusicGen, and our disentanglement

strategy further improves transfer resulting in higher genre

accuracy. Qualitatively, MusicGen seems to only extract

the main melodic idea from the structure audio, whereas

our method is able to capture most of the harmonic and

melodic content. Furthermore, as our model extract style

directly form audio rather than through a text prompt, it

transfers the different structural elements towards the in-

struments actually present in the timbre target rather than

just the typical instruments of the genre.

7. CONCLUSION

We presented a simple method to learn disentangled tim-

bre and structure representations. To the best of our knowl-

edge, this is the first model capable of generating realistic,

high-quality audio through transfer and MIDI rendering.

We leave for future works improvements on the trade-off

between reconstruction and disentanglement and applica-

tions to more complex musical datasets. Furthermore, we

aim to initiate a reflection on the characterisation of the

elusive concept of musical style transfer, which we believe

to be an exciting stream of research towards a broader use

of deep generative models in artistic work-flows.
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