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ABSTRACT

In this work we explore whether large language models

(LLM) can be a useful and valid tool for music knowledge

discovery. LLMs offer an interface to enormous quantities

of text and hence can be seen as a new tool for ’distant

reading’, i.e. the computational analysis of text including

sources about music. More specifically we investigated

whether ratings of music similarity, as measured via hu-

man listening tests, can be recovered from textual data by

using ChatGPT. We examined the inferences that can be

drawn from these experiments through the formal lens of

validity. We showed that correlation of ChatGPT with hu-

man raters is of moderate positive size but also lower than

the average human inter-rater agreement. By evaluating

a number of threats to validity and conducting additional

experiments with ChatGPT, we were able to show that es-

pecially construct validity of such an approach is seriously

compromised. The opaque black box nature of ChatGPT

makes it close to impossible to judge the experiment’s con-

struct validity, i.e. the relationship between what is meant

to be inferred from the experiment, which are estimates of

music similarity, and what is actually being measured. As

a consequence the use of LLMs for music knowledge dis-

covery cannot be recommended.

1. INTRODUCTION

When developing and validating hypotheses in musicol-

ogy, relevant information very often is obtained from writ-

ten documents. This information from collections, an-

thologies, compilations, biographies, reviews, journals, etc

is today often available in digitized formats, enabling us-

age of methods from natural language processing (NLP)

for music knowledge discovery [1]. In the humanities such

an approach is also known as ’distant reading’ [2, 3], i.e.

the computational analysis of large quantities of books and

texts which cannot be handled by individual scholars in

what is known as traditional ‘close reading’, i.e. very care-

ful and detailed expert reading of only comparably few
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texts. Large language models (LLM) [4–6] offer a con-

venient interface to enormous quantities of text and hence

can be seen as a new tool for distant reading. In our previ-

ous work [7] we have evaluated the use of LLMs for distant

reading of music similarity. Our results showed that mu-

sic similarity, as measured via human listening tests, can

to a certain degree be recovered from textual data by using

ChatGPT as a distant reading tool. However, it also already

became clear that the black box nature of LLMs, and es-

pecially of ChatGPT, presents a problem for the validity of

such an approach.

In this article we therefore critically appraise our own

previous work by utilizing an established framework of va-

lidity by Shadish et al. [8]. Validity is the truth of an infer-

ence made from evidence gathered through an experiment

and as such an integral pillar of working scientifically. We

will question our approach to music knowledge discovery

concerning its statistical conclusion, internal, construct and

external validity. All four types of validity have recently

been discussed by applying Shadish et al. [8] to the con-

text of music information research [9], which we will use

as a guideline in this article. Reformulating our work in

the general framework of validity will allow us to draw

conclusions going beyond our particular music similarity

setting to the general problem of using LLMs for music

knowledge discovery.

We present related work in section 2 and explain the

experimental setting (including preceding work we build

on) in section 3. In sections 4 to 7 we critically appraise

a primary study on human perception of music similarity

[10], our own previous work with ChatGPT [7], as well as

a number of additional ChatGPT experiments conducted

for this work, all concerning four types of validity. We

discuss our main findings and conclude in section 8.

2. RELATED WORK

Large language models (LLM) are deep neural models

that learn representations of text by trying to predict the

next word given a textual context. State of the art ap-

proaches are based on transformer architectures [4, 5],

implementing an attention mechanism which learns to

reweight parts of the textual input in relation to its impor-

tance for the task under consideration. ChatGPT (https:

//openai.com/blog/chatgpt) is a chatbot imitat-

ing a human conversational partner and is also based on
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a ‘Generative Pre-trained Transformer’ (GPT). We have

used GPT-3.5, which itself is a fine-tuned version of GPT-

3 [5], for our experiments in this paper and in our previous

work [7]. A problem common to all members of the GPT

family (including ChatGPT) is that exact details of models,

training sets, parameters, etc are not known. A non peer re-

viewed report [6] by the developing team about the latest

version (GPT-4) even states that "[...] no further details

about the architecture (including model size), hardware,

training compute, dataset construction, training method, or

similar" can be given due to "safety implications" and the

"competitive landscape" of LLM research.

ChatGPT has already been used in a music context rat-

ing instrument sounds on a set of 20 semantic scales [11].

It was found that ChatGPT’s answers are only partially

correlated with human ratings, with Pearson correlations

above 0.80 only achieved for clearly defined dimensions of

musical sounds such as brightness (bright–dark) and pitch

height (deep–high). This is closely related to another ap-

proach trying to extract psychophysical information from

text by aligning GPT-4 results with human auditory experi-

ence [12]. Further applications of LLMs to music include

lyrics summarization [13] and usage as ranking models for

music recommendation [14]. Applying LLMs to music

data is also reminiscent of preceding approaches comput-

ing music similarity from textual sources, including web-

based data [15], semantic music tags [16] or lyrics [17].

There also exists related work in the text domain, e.g. on

using LLMs for evaluation of jokes [18, 19].

Previous work on distant reading in music information

research (MIR) includes automatic band member detection

and automatic recognition of all their released records from

internet text sources [20], sentiment analysis of a large cor-

pus of Pop music reviews [1], discovery of social and pro-

fessional networks from Wikipedia articles on Renaissance

musicians [21], extraction of semantic information from an

online discussion forum on Carnatic music [22], or very

detailed cross-linking of references to musical passages in

musicological texts [23].

3. EXPERIMENTAL SETUP

In our previous research [7] we explored whether Chat-

GPT can be used to ‘distant read’ the similarity between

songs and compared the results to a study employing hu-

man listening tests on the same pairs of songs [10]. Chat-

GPT therefore has to recover music similarity, as judged

by humans listening to audio, solely from textual data.

Textual sources could also provide complementary infor-

mation like cultural connotations, or other forms of so-

called music context [24]. Such information is of course

not present in music audio alone, but the mere knowledge

of such contextual facts may nevertheless influence human

listeners in their judgement. Our major hypothesis there-

fore was:

"Music similarity estimated with ChatGPT

correlates positively with human perception of

music similarity"

In order to being able to properly discuss the validity

of conclusions drawn from the respective experiment, we

must identify its components. Treatments are the things

applied to units in order to cause an effect. In our case the

participants and ChatGPT are the treatments, while the set

of questions (pairs of songs to be evaluated) are the units.

The effect we want to cause is to gain an estimate of music

similarity. Observations are what is measured on a unit,

in our case the music similarity ratings ranging from 0 to

100.

3.1 Human evaluation of music similarity

The primary study conducted a series of listening tests with

human participants [10], with the age of participants rang-

ing from 26 to 34 years with an average of 28.2 (three

females and three males, called graders S1 to S6 from

here on). The 5 × 18 songs belonged to five genres (for

a full list see section A of the appendix of the original ar-

ticle (https://doi.org/10.5334/tismir.107.

s1)): (i) American Soul from the 1960s and 1970s with

only male singers singing; (ii) Bebop, the main jazz style

of the 1940s and 1950s, with excerpts containing trumpet,

saxophone and piano parts; (iii) High Energy (Hi-NRG)

dance music from the 1980s, typically with continuous

eighth note bass lines, aggressive synthesizer sounds and

staccato rhythms; (iv) Power Pop, a Rock style from the

1970s and 1980s, with chosen songs being guitar-heavy

and with male singers; (v) Rocksteady, which is a precur-

sor of Reggae with a somewhat soulful basis. All songs

had limited popularity with under 50.000 accesses on Spo-

tify at the time of the study. The authors validated genres

via respective Wikipedia artist pages as well as by listen-

ing to all songs. Fifteen seconds of a representative part

of every song (usually the refrain) were presented in the

listening tests and participants were asked to:

"assess the similarity between the query song and

each of the five candidate songs by adjusting the

slider" (ranging from 0 to 100 %) and "to answer

intuitively since there are no wrong answers"

Based on randomly chosen 15 query songs, compar-

isons of five pairs had to be made for every query group

yielding a total of 15 × 5 = 75 pairs, with every song

appearing exactly once in the whole questionnaire (15 as

query songs, 75 as candidate songs).

3.2 ChatGPT evaluation of music similarity

For our initial experiments [7] conducted on the 5th and

6th of April 2023 we used the "Free Research Preview"

of the ChatGPT Mar 23 Version (https://openai.

com/blog/chatgpt). The service came with a warn-

ing that "ChatGPT may produce inaccurate information

about people, places, or facts" and the information that

"ChatGPT is fine-tuned from GPT-3.5, a language model

trained to produce text. ChatGPT was optimized for dia-

logue by using Reinforcement Learning with Human Feed-

back (RLHF) – a method that uses human demonstrations
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and preference comparisons to guide the model toward de-

sired behavior".

We asked ChatGPT the following question for the exact

same 15×5 = 75 song pairs as used in the human listening

test:

"On a scale of 1 to 100, how similar is the song [s_i]

by [artist_A] to the song [s_j] by [artist_B]?"

Interestingly, ChatGPT sometimes needed persuasion

to provide an answer at all, stating e.g. that "As an AI lan-

guage model, I do not have the ability to directly listen

to music or interpret subjective qualities such as similar-

ity between songs", or that any answer would be "merely

speculation". The following additional input sentences (in

that order) provided by us in ensuing dialogues always re-

sulted in ChatGPT providing a similarity score:

1. "Please just make a guess based on the information

you have already"

2. "Please try anyway"

3. "Then please just speculate"

Such additional persuasion was necessary for 8 out of

75 questions, mostly at the beginning of ChatGPT ses-

sions. Experiments had to be split over three separate ses-

sions due to restriction of the free ChatGPT version.

4. STATISTICAL CONCLUSION VALIDITY

Statistical conclusion validity is "the validity of inferences

about covariation between two variables" [8]. Here the

main concern is with statistical significance, i.e., that an

observed covariation between treatment and effect is not

likely to arise by chance.

In accordance with the initial study [10], we recorded

the music similarity ratings and then, to gain an estimate

of the level of agreement between human participants and

ChatGPT, we analysed degrees of inter-rater agreement.

Specifically, we computed the Pearson correlations ρlisten
between graders S1 to S6 as well as ρgpt between graders

S1 to S6 and ChatGPT for the 75 pairs of query/candidate

songs (see table 1 for an overview of all results). The hu-

man listening test had been conducted twice at time points

t1 and t2 with a two week time lag [10]. The 15 plus

15 correlations ρlisten (t1 and t2) between the six graders

range from 0.59 to 0.86, with an average of 0.74. The 6

plus 6 correlations ρgpt (t1 and t2) between the six graders

and ChatGPT are considerably lower, with a range from

0.39 to 0.72 and an average of 0.58. The correlation ρgpt

is statistically significant, i.e. the probability that we ob-

serve such a positive correlation by chance is basically zero

(t(898)=| − 17.83|, p=0.00). Hence, a valid statistical con-

clusion is that we observe a significant covariation between

the human participants and ChatGPT in the observed esti-

mates of music similarity. This result therefore seems to

corroborate our hypothesis that music similarity estimated

with ChatGPT correlates positively with human perception

five genres one genre

agreement inter intra inter

ρlisten 0.74 0.80 0.24

ρgpt 0.58 0.68 0.06

Table 1. Overview of results for five and one genre experi-

ments. Shown are levels of inter- and intra-rater agreement

between human participants (ρlisten) and between human

participants and ChatGPT (ρgpt).

of music similarity. In addition, the differences in correla-

tion between ρlisten and ρgpt are also statistically signifi-

cant (t(40)=6.05, p=0.00).

5. INTERNAL VALIDITY

Internal validity is “the validity of inferences about

whether the observed covariation between two variables

is causal” [8]. It is therefore focused on the cause of a

particular response to the treatment, going beyond state-

ments concerning only the strength of covariation. A typ-

ical threat to internal validity is confounding, which is the

confusion of the treatment with other factors, often arising

from poor operationalisation in an experiment.

For our specific experiment we are interested in esti-

mates of music similarity, either via listening tests with

humans or from text sources via ChatGPT. One explana-

tion for the observed level of rater agreement ρgpt is that

indeed human perception of audio music similarity is pos-

itively correlated with ChatGPT estimates of music simi-

larity. This is certainly one explanation consistent with our

observations, but is it the only one? The internal validity

of this conclusion relies on the key assumption that the ob-

served positive correlation can only be explained in terms

of music similarity and that there is no other way to arrive

at the observations.

However, already in the initial study [10], participants

commented that the genre of the songs was an important

factor when evaluating the similarity of songs. When both

query and candidate songs belonged to the same genre,

similarity ratings were on average higher (within genres:

43.09) when compared to song pairs from different genres

(between genres: 30.10). For our initial ChatGPT experi-

ments [7] we have observed something related in the expla-

nations provided by ChatGPT together with the similarity

ratings. We provide some exemplary ChatGPT explana-

tions with different levels of detail in table 2. As is typical

for the answers ChatGPT provided, genre, instrumentation

or era of recording are being discussed. A standard defini-

tion [25] of music genre states that it is "a set of musical

events ... governed by a definite set of socially accepted

rules", with musical events being "any type of activity per-

formed around any type of event involving sound". Sound

events are of course also linked to the concept of music

similarity, making it clear that music genre and similarity

are related but not synonymous concepts.

We therefore repeat the analysis of similarity ratings re-
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"These two songs are from very

different genres and have distinct

musical styles."

"[...] I can attempt to speculate

based on the artist’s genre and the

era of the music"

"They are from different musical

genres, different eras, and have

different rhythms, melodies,

instrumentation, and lyrics."

"Both songs share some similarities

in terms of their musical genres, but

they are likely to have different

arrangements, melodies, and lyrics."

"While both songs are in the broad

category of popular music, they come

from different genres (soul/R&B for

Major Harris and reggae for The

Heptones) and have different rhythms,

melodies, instrumentation, and

lyrics."

"[...] given that both artists were

active in the same time period and

were part of the Jamaican music

scene, it is possible that there may

be some similarities in terms of

instrumentation, rhythm, or vocal

style"

Table 2. Typical explanations provided by ChatGPT.

garding genres of query/candidate songs and get the fol-

lowing results: within genres: 43.13, and between genres:

13.42. Just as for human ratings, ChatGPT ratings seem

to rely at least in part on genre information and not music

similarity alone. This then calls into question how the de-

sign of our experiment relates to what we actually want to

measure, which is music similarity. This is where construct

validity becomes relevant.

6. CONSTRUCT VALIDITY

Construct validity is “the validity of inferences about the

higher order constructs that represent sampling particu-

lars” [8]. This concerns the operationalisation of the exper-

imentalist’s intention, i.e. the relationship between what is

meant to be inferred from an experiment and what is ac-

tually measured. In our case the higher order construct is

music similarity.

An important part of the operationalisation of our exper-

iment is the exact form of questions the participants ("as-

sess the similarity between the query song") and ChatGPT

("how similar is the song") are being asked. Both questions

clearly aim at the similarity between songs but do not spec-

ify what exact aspect of similarity is meant. Many possibil-

ities come to mind, e.g. similar in terms of melody, tempo,

instrumentation, time of publishing, or maybe genre? In-

deed, as has already been explained above, human partici-

pants commented that the genre of the songs was an impor-

tant factor when evaluating the similarity of songs. Many

of the explanations provided by ChatGPT were also about

music genre or instrumentation, with the latter being an in-

direct indication of genre. A decisive difference is however

that we of course trust in the honesty of human partici-

pants when answering post-experiment questions concern-

ing their strategies, while with ChatGPT such trust seems

unwarranted. ChatGPT has been criticized for sometimes

‘hallucinating’ [6] facts that sound plausible but are ac-

tually incorrect. We verified that ChatGPT’s argumenta-

tion seems to be correct basically all the time by searching

and reading respective online sources (e.g. Wikipedia or

Discogs), or by listening to the audio. Nevertheless the

black box nature of LLMs and especially ChatGPT is a

problem for judging construct validity. Since the exact

training data and modeling approach are unknown [6], we

have no way to judge whether ChatGPT really used genre

clues for providing music similarity scores. One possibility

is that respective webpages about artists and songs, often

including genre information, have been part of ChatGPT’s

training data, allowing ChatGPT to reproduce this content

when being queried accordingly. Indeed recent results in-

dicate that LLMs seem to memorize large parts of their

training data [26].

One way to test the hypothesis that ChatGPT uses genre

information when judging music similarity is to repeat the

experiment with music from a single genre. The initial

study [10] repeated the listening tests with 90 songs all be-

longing to the genre Power Pop (for a full list see sec-

tion B of the appendix of the original article (https://

doi.org/10.5334/tismir.107.s1)) with 28 par-

ticipants of an average age of 25.6. The average inter-rater

agreement between human participants ρlisten dropped

from 0.74 to 0.24 when the song material was restricted

to a single genre (see table 1). We now repeat the Chat-

GPT experiments with the restriction to Power Pop songs

only. The average inter-rater agreement between human

participants and ChatGPT ρgpt drops from 0.58 to 0.06

(see table 1). It seems that without the possibility to re-

sort to genre information, ChatGPT has severe problems

to rate music similarity. In the explanations provided by

ChatGPT, it is often correctly stated that both songs "were

part of the power pop genre during the same era", but

sometimes also subgenres are being named when justifying

certain scores, e.g. "... leans towards a pop-rock sound ...

while ... tends to blend progressive and art-rock elements"

or "... was associated with power pop and new wave mu-

sic, while ... was known for its indie rock and power pop

sound". Nevertheless the scores provided by ChatGPT re-

main very restricted, essentially consisting of three values

(30, 40, 50) around the middle of the possible range.

From these results it seems evident that the poor oper-

ationalisation of the experiment, essentially not asking a

clear enough question, has led to a lack of construct va-

lidity: we were aiming for music similarity as a higher or-

der construct but music genre seems to also have been a
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relevant aspect for both human participants and ChatGPT

when answering questions during the experiments. For the

human participants this problem became already evident

during post-experiment questioning and was then only cor-

roborated with the restricted single genre experiment. The

lack of trust due to ChatGPT’s black box nature however

made the same experiment inevitable to clarify construct

validity of the ChatGPT experiment.

Another way to question construct validity is to assess

the outcomes of different experiments which are supposed

to measure the same higher order constructs. We could for

instance study correlations of results from different LLMs

being queried with identical prompts. Low correlations be-

tween LLM outputs could point to problems of construct

validity. This kind of testing already points to the concept

of external validity.

7. EXTERNAL VALIDITY

External validity is "the validity of inferences about the ex-

tent to which a causal relationship holds over variations in

experimental units, settings, treatment variables and mea-

surement variables" [8]. Therefore, external validity is the

truth of a generalised causal inference made from an exper-

iment. It is clear that if a causal inference we draw from

an experiment already lacks internal validity, then gener-

alising that inference to variations not even tested will not

have external validity. In addition, a major threat is that

variation of components of an experiment might dismantle

the causal inference that holds in the experiment.

One component that could be varied are the annota-

tors, i.e. the human participants or the type of LLM em-

ployed. Already in the initial experiment [10] it became

clear that human annotators only agree to a certain extent

in their evaluation of music similarity (average ρlisten of

0.74). This is because human perception of music is highly

subjective with personal taste, listening history, familiarity

with the music, current mood, etc, being important influ-

encing factors [24, 27]. Such a lack of inter-rater agree-

ment presents a problem of external validity because infer-

ences from the experiment do not generalize from users or

annotators in the experiment to the intended target popu-

lation of arbitrary users/annotators. It would be interest-

ing to test the level of agreement between ChatGPT-3.5,

which has been used for the experiments in this paper,

and newer versions like ChatGPT-4 [6] or even alterna-

tive LLMs like Google’s Gemini (https://gemini.

google.com/), LLaMA [28] or Alpaca [29]. There al-

ready is evidence that ChatGPT’s responses differ between

different versions [30]. In case we want the conclusions

drawn from our experiment to have external validity be-

yond one specific type of LLM, such additional experi-

ments would of course be necessary.

One could even ask the question what the level of agree-

ment within one person is when faced with identical an-

notation tasks at different points in time. Results from

the initial experiment already showed that such an intra-

rater agreement, tested two weeks apart, is only slightly

higher than inter-rater agreement [10] at 0.80 versus 0.74.

We therefore also repeated our ChatGPT five genre exper-

iment on January 5, 2024, nine month after the first ex-

periment. Although the LLM used was supposedly still a

ChatGPT-3.5 version, the intra-rater agreement was only

at 0.68. This is actually not much higher than the inter-

rater agreement between human participants and ChatGPT

ρgpt at 0.58. It therefore seems that there is a lack of exter-

nal validity when generalizing ChatGPT results to different

points in time.

Another problem of external validity is the influence

of prompt engineering on LLM results. It is known that

slight variations in prompt formulation can lead to quite

different results, which brought about a whole new ’sci-

ence’ of so-called ’prompt engineering’ [31]. One exam-

ple is ’chain-of-thought prompting’, where a few chain of

thought demonstrations provided to an LLM as prompts

lead to improved results [32]. ’Positive thinking’ prompts

like "You are an expert mathematician" also improve LLM

performance and automatic prompt optimization some-

times produces quite bizarre results [33]: answer prefixes

with an affinity to the science fiction show Star Trek (e.g.:

"Captain’s Log, Stardate [insert date here]: We have suc-

cessfully plotted a course through the turbulence and are

now approaching the source of the anomaly.") are able to

boost some LLM’s proficiency in mathematical reasoning.

The reproducibility of LLM experiments seems doubtful

given that seemingly irrelevant variations in prompting can

have such big influence on results.

8. DISCUSSION AND CONCLUSION

In this work we applied the formal framework of valid-

ity [8] to music knowledge discovery, thereby enabling a

critical appraisal of using Large Language Models (LLMs)

for ’distant reading’ of music knowledge. This was demon-

strated for the extraction of psychophysical information

from text by comparing GPT-3.5 results to human auditory

experience. Specifically we re-evaluated our own previ-

ous results [7] of using ChatGPT to gain ’distant reading’

estimates of music similarity. By evaluating a number of

threats to validity and conducting additional experiments

with ChatGPT, we were able to show that internal, con-

struct and external validity of our approach are seriously

compromised.

A re-analysis of music similarity ratings separate for

different or similar pairs of music genres showed that in

our experiment music similarity is confounded with genre.

Both human participants and ChatGPT at least partly rely

on the confounding factor of genre when judging music

similarity, which is a clear breach of internal validity. This

lead us to scrutinize the operationalisation of the experi-

ment and its construct validity. A closer assessment of the

exact questions being asked during the experiment made it

evident that they are not precise enough concerning what

is actually meant with music similarity. Post-experiment

interviews with human participants made clear that they

indeed used genre as indication of music similarity. Be-

cause of the blackbox nature of ChatGPT, and its doubtful

relation to factuality, we had to conduct an additional ex-
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periment to corroborate that ChatGPT also relies on genre

information. This additional experiment with music from

a single genre lead to a complete breakdown of the cor-

relation between human and ChatGPT estimates of music

similarity. We also appraised external validity by asking

whether our results would generalize to variations in the

experimental setting like employing different LLMs or ver-

sions thereof or making slight changes to prompts. We

conducted a repetition of the ChatGPT experiment with a

nine month time lag and showed that correlation of results

is moderate at best, although the LLM is supposedly still

based on the same version of GPT-3.5.

The overarching question we wanted to answer with this

work is whether LLMs can be used as a distant reading

tool of music knowledge. The main obstacle seems to be

the opaqueness of systems like ChatGPT which make it

very hard to judge their construct validity. This opaque-

ness is evident from the developing team’s own statements

concerning their unwillingness to share details about their

algorithm [6]. This has lead researchers to state that "it

is particularly hard to perform scientific experiments, es-

pecially since human feedback causes their behaviours to

change at a rapid pace" [34]. The latter statement points to

the additional problem of constant re-training of models,

which might explain the lack of external validity we ob-

served when repeating our experiment with a nine month

time lag. It has also lead to speculations as to how Chat-

GPT actually works, e.g. showing that it performs bet-

ter when the correct output is a high-probability word

sequence, indicating that one should be careful in low-

probability situations [35]. This might be connected to the

fact LLMs seem to memorize large parts of their training

data [26]. It has also been pointed out that the “reason-

ing process” of LLMs is fundamentally different from hu-

mans, as LLMs basically just sample from a probability

distribution [34]. As they are not embodied agents in the

physical world, their understanding and knowledge lacks

symbol grounding [36]. LLMs do not experience the world

directly but model the world of text, which of course is a

very indirect representation of the real world.

As a concluding comment we want to state that Chat-

GPT is not a suitable tool for distant reading of mu-

sic knowledge because of its essentially black box na-

ture which entails severe problems of judging its con-

struct validity. Future work should explore whether open

source alternatives like LLaMA [28], Alpaca [29] or Open-

Assistant (https://github.com/LAION-AI/Open-Assistant)

will be able to change assessment of the usefulness of large

language models for distant reading.
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