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ABSTRACT

Mixing style transfer automates the generation of a multi-

track mix for a given set of tracks by inferring production

attributes from a reference song. However, existing sys-

tems for mixing style transfer are limited in that they often

operate only on a fixed number of tracks, introduce arti-

facts, and produce mixes in an end-to-end fashion, with-

out grounding in traditional audio effects, prohibiting in-

terpretability and controllability. To overcome these chal-

lenges, we introduce Diff-MST, a framework comprising a

differentiable mixing console, a transformer controller, and

an audio production style loss function. By inputting raw

tracks and a reference song, our model estimates control

parameters for audio effects within a differentiable mix-

ing console, producing high-quality mixes and enabling

post-hoc adjustments. Moreover, our architecture sup-

ports an arbitrary number of input tracks without source la-

belling, enabling real-world applications. We evaluate our

model’s performance against robust baselines and show-

case the effectiveness of our approach, architectural de-

sign, tailored audio production style loss, and innovative

training methodology for the given task. We provide code

and listening examples online1.

1. INTRODUCTION

Music mixing involves technical and creative decisions

that shape the emotive and sonic identity of a song [1].

The process involves creating a cohesive mix of the given

tracks using audio effects to achieve balance, panorama,

and aesthetic value [2]. Given the complexity of the task,

mastering the task of mixing often requires many years of

practice. To address this, several solutions have been pro-

posed to provide assistance or automation [3,4]. Automatic

mixing systems have been designed using knowledge en-

gineering [5, 6], machine learning, and more recently deep

learning methods [7–11]. Automatic mixing systems can

†These authors contributed equally to the work.
1https://sai-soum.github.io/projects/diffmst/
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Figure 1. Diff-MST, a differentiable mixing style trans-

fer framework featuring a differentiable multitrack mixing

console, a transformer-based controller that estimates con-

trol parameters for this mixing console, and an audio pro-

duction style loss function that measures the similarity be-

tween the estimated mix and reference mixes.

be further subdivided into direct transformation systems

and parameter estimation systems, as shown in Figure 2.

Direct transformation systems operate on tracks and pre-

dict a mix directly, in an end-to-end fashion, with the loss

calculated between the ground truth mix and the predicted

mix. On the other hand, parameter estimation systems take

input tracks and predict control parameters for a dedicated

mixing console. In such systems, the loss can either be

calculated on the predicted control parameters (parame-

ter loss) based on the availability of ground truth, or on

the predicted audio against the ground truth mix (audio

loss). Parameter loss, calculated on the parameters, may

not be optimal for multiparameter signal processing blocks

since various combinations of parameters could potentially

produce similar outcomes. [7, 11] utilizes a deep learning-

based direct transformation system for mixing, while [8]

employs a parameter estimation-based deep learning ap-

proach. However, many of these systems are constrained
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to a small number of input tracks or struggle to generalize

effectively to real-world mixing scenarios. Furthermore,

most of these approaches generate a mix without account-

ing for the desired sound and emotion. Due to the sub-

jective nature of the task, an end-to-end approach without

user control is less desirable in professional practice [12].

1.1 Mixing Style Transfer

In professional practice, the audio engineer often uses ref-

erence songs and guidelines provided by the client to make

mixing decisions [13]. This encourages the development

of automatic mixing systems that are aware of the inten-

tion of the mixing engineer. In our context, mixing style

transfer refers to mixing in the style of given reference

songs [14]. This pertains to capturing the global sound,

dynamics and spatialisation of the reference song. Re-

cently, deep learning systems have been proposed for au-

dio production style transfer. While some approaches have

considered estimating the control parameters for audio ef-

fects [15], they are so far limited to controlling only a sin-

gle or small set of effects with a singular input. Whereas

[16] have implemented an end-to-end style transfer sys-

tem between two mixed songs which limits controllability

and full raw tracks mixing. In this work, we introduce a

novel deep learning-based approach to mixing multitrack

audio material using a reference song, which utilises a dif-

ferentiable mixing console to predict parameter values for

gain, pan, 4-band equalization, compressor, and a master

bus. Our proposed system is differentiable, interpretable

and controllable, and can learn the mixing style from the

given reference song. The contributions of this work can

be summarised as follows:

1. A framework for mixing style transfer that enables

control of audio effects mapping the production style

from a reference onto a set of input tracks.

2. A differentiable multitrack mixing console consist-

ing of gain, parametric equalisation, dynamic range

compression, stereo panning, and master bus pro-

cessing using dasp-pytorch2, which enables

end-to-end training.

3. Demonstration of the benefits of our system, includ-

ing generalisation to an arbitrary number of input

tracks, no requirement for labelling of inputs or en-

forcement of specific taxonomies, high-fidelity pro-

cessing without artifacts, and greater efficiency.

2. METHOD

2.1 Problem Formulation

We can formulate the mixing style transfer task as fol-

lows. Let T be a matrix of N mono input raw tracks

{t1, t2, t3, . . . , tN} and Mr be the matrix of stereo refer-

ence mix containing two channels. A shared weight en-

coder fθr and fθt are employed to extract information from

2https://github.com/csteinmetz1/dasp-pytorch/

the reference and input tracks respectively. This informa-

tion is then aggregated and fed into a transformer controller

network comprising a transformer encoder and a multi-

layer perceptron (MLP) gϕ. The primary task of this net-

work is to estimate the parameter matrix P , which consists

of N parameter vectors p, each responsible for configuring

the chain of audio effects for a respective track in T . Sub-

sequently, the differentiable mixing console h(T, P ) pro-

cesses the input tracks T using the parameters P to gener-

ate a predicted mix Mp that mirrors the style of the refer-

ence mix Mr.

P = gϕ(fθt(T ), fθr(Mr)) (1)

Mp = h(T, P ) (2)

2.2 Differentiable Mixing Style Transfer System

We propose a differentiable mixing style transfer system

(Diff-MST) that takes raw tracks and a reference mix as

input and predicts mixing console parameters and a mix

as output. As shown in Figure 1, our system employs

two encoders, one to capture a representation of the in-

put tracks and another to capture elements of the mixing

style from the reference. A transformer-based controller

network analyses representations from both encoders to

predict the differentiable mixing console (DMC) param-

eters. The DMC generates a mix for the input tracks using

the predicted parameters in the style of the given reference

song. Given that our system oversees the operations of the

DMC rather than directly predicting the mixed audio, we

circumvent potential artefacts that may arise from neural

audio generation techniques [17, 18]. This also creates an

opportunity for further fine-tuning and control by the user.

2.3 Differentiable Mixing Console (DMC)

The process of multitrack mixing involves applying a chain

of audio effects, also known as a channel strip, on each

channel of a mixing console. The audio engineer may use

these devices to reduce masking, ensure a balance between

the sources, and address noise or bleed. Incorporating this

prior knowledge of signal processing in the design of our

mixing system, we propose an interpretable and control-

lable differentiable mixing console (DMC). Our console

applies a chain of audio effects comprising gain, paramet-

ric equaliser (EQ), dynamic range compressor (DRC), and

panning to each of the tracks to produce wet tracks. The

sum of wet tracks is then sent to a master bus on which

we insert stereo EQ and a DRC. This produces a mastered

mix of the given tracks. We incorporate a master bus in

our console as it is usual to use a mastered song as a ref-

erence in workflows. Therefore, having a master bus in

the mixing console chain allows for easier optimisation of

the system. To enable gradient descent and training in a

deep learning framework, we require the mixing console

to be differentiable. To achieve this, we use differentiable

effects from the dasp-pytorch2. The pipeline of the

DMC is presented in Figure 3.
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Figure 2. Formulations for deep learning-based automatic mixing systems [4]. (a) Direct transformation (b) Parameter

estimation on parameter loss (c) Parameter estimation on audio loss. Here, xi for i ∈ [1, N ] are the N input tracks, fθ is

the transformation, h is the dedicated mixing console, Y and Ŷ are the ground truth and predicted mix, P and P̂ are the

ground truth and predicted control parameters and La and Lp are the audio and parameter loss respectively.
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Figure 3. Differentiable Mixing console

2.4 Spectrogram Encoder

The encoder consists of a convolutional network based on

the magnitude spectrum. It computes spectrograms by em-

ploying a short-time Fourier transform with a Hann win-

dow of size N = 2048 and a hop size of H = 512. The gen-

erated magnitude spectrogram is then processed through

the convolutional layers. The resultant convolutional en-

codings are subsequently fed into a linear layer, producing

a final embedding of size 512. The model includes separate

shared-weight encoders: fθr for the reference mix and fθt
for the input tracks. Each channel of stereo audio is treated

as an individual track. Consequently, the stereo mix and

any other stereo input tracks are loaded as separate tracks.

Embeddings are computed by passing T and Mr through

the encoder.

2.5 Transformer Controller

The controller features a transformer encoder and a shared-

weight MLP. The transformer encoder generates style-

aware embeddings using self-attention across the output of

the spectrogram encoderfθr and fθt and a master bus em-

bedding which is learned during training. The MLP pre-

dicts the control parameters corresponding to the channel

strip for each track, and the master bus embeddings are

used to predict the master bus control parameters. A shared

weight MLP is used to predict channel strip parameters for

each channel. We generate the predicted mix Mp by pass-

ing the control parameters through the DMC along with the

tracks. This architecture enables our system to be invariant

to the number of input tracks as shown in Figure 1.

2.6 Audio Production Style Loss

The style of a mix can be broadly captured using features

that describe its dynamics, spatialisation and spectral

attributes [13]. We propose two different losses to train

and optimise our models.

Audio Feature (AF) loss: This loss is composed of tra-

ditional Music Information Retrieval (MIR) audio feature

transforms [19]. The T transforms include the root mean

square (RMS) and crest factor (CF), stereo width (SW) and

stereo imbalance (SI) and bark spectrum (BS) correspond-

ing to the dynamics, spatialisation and spectral attributes

respectively. We optimise our system by calculating the

weighted average of the mean squared error on the audio

features that minimises the distance between Mp and Mr.

We compute the audio feature transforms T along with the

weights w as follows:

T1(x) = RMS(x) =

√

√

√

√

1

N

N
∑

i=1

x2

i ;w1 = 0.1 (3)

T2(x) = CF(x) = 20 log
10

(

max(|xi|)

RMS(x)

)

;w2 = 0.001

(4)

T3(x) = BS(x) = log(FB · |STFT(x)|+ ϵ) ;w3 = 0.1
(5)

T4(x) = SW(x) =
1

N

∑N

i=1
(xLi − xRi)

2

1

N

∑N

i=1
(xLi + xRi)2

;w4 = 1.0

(6)

T5(x) = SI(x) =
1

N

∑N

i=1
x2

Ri −
1

N

∑N

i=1
x2

Li

1

N

∑N

i=1
x2

Ri +
1

N

∑N

i=1
x2

Li

;w5 = 1.0

(7)
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where N represents the sequence length, x is the input ten-

sor, FB is the filterbank matrix, STFT(x) represents the

short-time Fourier transform of x, and ϵ is a small con-

stant of value 10−8 added for numerical stability. xLi and

xRi represent the input tensor corresponding to the left and

right channels, respectively. The net loss is computed as

follows:

Loss(Mp,Mr) =
1

2

2
∑

i=1

5
∑

j=1

wj ·MSE
(

Tj(Mpi
),Tj(Mri

)

(8)

where wj is the weight associated with jth transform Tj

and MSE corresponds to mean squared error. The weights

for the transforms were determined through empirical test-

ing to balance the scale of various losses.

MRSTFT loss: The multi-resolution short-time Fourier

transform loss [20, 21] is the sum of L1 distance between

STFT of ground truth and estimated waveforms measured

in both log and linear domains at multiple resolutions,

with window sizes W ∈ [512, 2048, 8192] and hop sizes

H = W/2. This is a full-reference metric meaning that

the two input signals must contain the same content.

3. EXPERIMENT DESIGN

The task requires a dataset with multitrack audio, style

reference, and the ground truth mix of the multitrack in the

style of the reference for training. However, due to the lack

of suitable datasets, we deploy a self-supervised training

strategy to enable learning of the control of audio effects

without labelled or paired training data. We achieve this

by training our model under two different regimes which

mainly vary in data generation and loss function.

Method 1: We extend the data generation technique used

in [15] to a multitrack scenario as shown in Figure 4.

We first randomly sample a t = 10 s segment from input

tracks and generate a random mix of these input tracks

by using random DMC parameters. We then split the

segment of the randomly mixed audio and the input tracks

into two halves, namely, MrA and MrB and TA and TB

of t/2 s each, respectively. The model is input with TB as

input tracks and MrA as the reference song. The predicted

mix Mp is compared against MrB as the ground truth for

backpropagation and updating of weights. Using different

sections of the same song for input tracks and reference

song encourages the model to focus on the mixing style

while being content-invariant. This method allows the use

of MRSTFT loss for optimisation as we have the ground

truth available. The predicted mix is loudness normalised

to -16.0 dBFS before computing the loss.

Method 2: We sample a random number of input tracks

between 4-16 for song A from a multitrack dataset and use

a pre-mixed real-world mix of song B from a dataset con-

sisting of full songs as the reference. We train the model

using AF loss mentioned in Section 2.6 computed between

Mp and Mr. This method also allows us to train the model

DMC (Mix Generation)

0 1 2 3

Tracks

MP

A B

A

MR

Diff-MST

Tracks
(B)

0

1
2
3

B

Loss

Figure 4. First training strategy from Section 3.

without the availability of a ground truth. Unlike Method

1, this approach exposes the system to training examples

more similar to real-world scenarios where the input tracks

and the reference song come from a different song. How-

ever, due to random sampling, some input track and refer-

ence song combinations may not be realistic.

3.1 Datasets

Multitrack: For both training methods, we utilise mul-

titrack from MedleyDB [22, 23] and Cambridge.mt3

which contains a total of 196 and 535 songs respec-

tively, sampled at fs = 44100 Hz. For both datasets,

we generate a train/test/validation split of 4:1:1. During

training, songs are picked at random from the training

split of both datasets. Thereafter, we randomly sample

a section of the song as input tracks. We find a random

offset for sampling multitrack by finding a section of

the mix x[i] that has mean energy above the threshold,
1

N

∑N

i=1
|x[i]|2 ≥ 0.001. During training, each channel

corresponding to a stereo raw track is treated as a separate

mono track. We check the mean energy of each track to

avoid loading silent tracks. All input tracks are loudness

normalised to -48.0 dBFS.

Reference Songs: For Method 1 we generate a random

mix using random parameters and input tracks as men-

tioned in Section 3 and loudness normalise the random

mix to -16 dBFS. For Method 2, we use real-world songs

from MTG-Jamendo which contains more than 55k songs

in MP3 format [24]. We pick a random segment y[i] of

a random song from the dataset as a reference and check

for mean energy above the threshold, 1

N

∑N

i=1
|xy[i]|2 ≥

0.001. We loudness normalise the reference to -16 dbFS

and load stereo information on separate channels.

3.2 Training Details

Our model contains 190 M trainable parameters, 76.5M

corresponding to the track and mix encoder, and 37.9 M

3https://cambridge-mt.com/
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for the transformer controller. We train five variations of

our model differing in the number of tracks, methodology

and loss function used. To remedy the bottleneck of

reading multitrack audio data from disk, we load data into

RAM every epoch from both the training and validation

sets respectively. The number of training steps per epoch

is comprised of passing over these examples 20 times

for training and 4 times for validation, sampling random

examples at each step. This provides a tradeoff between

training speed and data diversity. We train all our models

with a batch size of 2 and a learning rate of 10−5 with the

Adam optimiser. We accumulate gradients over 4 batches

and use pytorch for training.

Diff-MST-MRSTFT: We generate data using the method

1 described in Section 3 and calculate MRSTFT loss

for weight update and backpropogation. We train two

variations of the model with a maximum of 8 tracks and

16 tracks as input, each for 1.16 M steps.

Diff-MST-MRSTFT+AF: We fine-tune both versions of

the pre-trained Diff-MST-MRSTFT using the synthetically

generated data of method 1 in Section 3 with AF loss

described in Section 2.6 for 20k steps.

Diff-MST-AF: We follow the training strategy mentioned

in method 2 of Section 3 and use real-world songs as the

reference. We train this model for 1.16 M steps using the

AF loss described in Section 2.6. We train with a varying

number of tracks with an upper limit of 16.

3.3 Baselines

We compare the performance of our model against three

baselines: an equal loudness mix (lowest anchor), the

mix generated using the pre-trained mixing style transfer

(MST) model by [16] (state-of-the-art), and two human

mixes. We picked three songs from the Cambridge online

multitrack repository belonging to the genres of electronic,

pop, and metal for our main evaluation. Each of the songs

contains between 12 and 22 input tracks. We selected

references from popular songs.

Equal Loudness: We loudness normalise the tracks

to -48.0 dBFS and take the mean among the tracks to

generate the mix which is then normalised. This generates

a loudness-normalised sum of input tracks. We consider

this system to be the lowest anchor as it does not consider

any style information or mixing transformations.

MST [16]: The method uses a pre-trained source separa-

tion model to generate stems from input and reference mix

and perform stem-to-stem style transfer using a contrastive

learning-based pre-trained audio effect encoder. The

stems are mixed using a TCN-based model conditioned on

style embeddings. Since the model performs a mix-to-mix

transformation, we make use of the equal loudness mix of

input tracks as the input to be transformed by the model.

This allows us to extend the system to perform mixing

style transfer for any number of input tracks. This puts

the system at a disadvantage as it is trained to work for

mix-to-mix scenarios where good-quality mixes are used

as input, leading to better-quality extracted stems.

Human Mixes: We asked two audio engineers with pro-

fessional practice to mix the three songs using the corre-

sponding references. Each of them mixed all three songs

until the end of the first chorus.

4. OBJECTIVE EVALUATION

We evaluate the performance of our model against three

baselines listed in Section 3.3. For the first evaluation,

we compare the mixes generated by all five of our sys-

tems described in Section 3.2 and the baselines for three

songs belonging to the genres of pop, electronic and metal.

We manually picked the songs for the input tracks and the

references for each of these cases. A 10-second section

ranging between the middle of the first verse to the middle

of the first chorus was used for evaluation in Table 1. We

loudness normalise the reference mix to -16 dBFS and the

predicted mix to -22 dBFS before predicting the metrics.

We report the average AF loss and individual weighted au-

dio feature transforms from Section 2.6 for all three songs.

Our Diff-MST system trained on real-world songs as refer-

ence using AF loss performs the best, closely followed by

the MST [16], human engineer mix, and the mix from our

Diff-MST-MRSTFT+AF-16 system.

For the second evaluation, we compute average metrics

across 100 randomly sampled examples with multitrack

taken from the unseen set of Cambridge multitrack and ref-

erence songs from MUSEDB18 [25]. We compare the per-

formance of our systems and the baselines MST [16] and

the equal loudness system as shown in Table 2. We report

individual weighted audio features from the AF loss along

with average loss and Frèchet Audio distance (FAD) [26].

The FAD metric is employed to gauge the efficacy of mu-

sic enhancement approaches or models by comparing the

statistical properties of embeddings generated by their out-

put to those of embeddings generated from a substantial

collection of clean music. In this context, we analyze the

distributions of real-world songs against the mixes gener-

ated by various systems using the VGGish model. Again,

Diff-MST-AF-16 outperforms other approaches at captur-

ing the dynamics, spatialisation and spectral attributes of

the reference songs.

5. DISCUSSION

Overall, the results indicate the effectiveness of our ap-

proach, architecture choice, custom audio production style

loss, and novel training regime for the task. The reported

metrics for both evaluations show improved performance

when trained on a larger number of tracks. Furthermore,

we also see that the systems trained or fine-tuned using

AF loss generally perform better than those trained with

MRSTFT loss, specifically in improving the spatialisation

and dynamics of the mixes, thus showing the efficacy of
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Method RMS ↓ CF ↓ SW ↓ SI ↓ BS ↓ AF Loss ↓

Equal Loudness 3.11 0.51 3.16 0.21 33.3 33.389
MST [16] 3.15 0.45 4.64 0.13 0.09 0.185

Diff-MST

MRSTFT-8 3.63 1.44 1.97 4.29 0.17 0.379
MRSTFT-16 3.40 0.98 1.91 1.99 0.19 0.328
MRSTFT+AF-8 3.12 0.86 1.29 0.76 0.13 0.237
MRSTFT+AF-16 3.15 0.43 0.89 2.20 0.11 0.186
AF-16 2.39 0.07 1.60 0.97 0.13 0.168

Human 1 3.02 0.26 2.05 0.46 0.17 0.218
Human 2 3.21 0.14 3.63 2.29 0.11 0.180

Table 1. Average of metrics computed across the same

section of three songs from three different genres. RMS

is reported in e-04, CF in e-01, SW in e-02, and SI in e-

02. We have provided audio examples as supplementary

material.

Method RMS ↓ CF ↓ SW ↓ SI ↓ BS ↓ AF loss ↓ FAD ↓

Equal Loudness 2.31e-04 2.11 6.03 1.41 32.7 6.55e+00 17.6
MST [16] 4.07e-04 1.72 5.84 0.89 0.31 7.85e-02 17.9

Diff-MST
MRSTFT-8 3.08e+06 3.91 4.55 3.38 7.06 6.15e+05 51.3
MRSTFT-16 2.23e+03 4.07 5.00 1.97 1.81 4.47e+02 65.9
MRSTFT+AF-8 2.00e+05 1.79 4.58 2.86 6.89 4.00e+04 48.3
MRSTFT+AF-16 2.46e+00 1.14 4.29 3.44 0.92 6.92e-01 51.1
AF-16 4.24e-04 0.67 4.78 0.22 0.11 3.26e-02 15.1

Table 2. Average of metrics using unseen tracks from

Cambridge dataset and mixes from MUSDB18 [25]. CF

in e-02, SW in e-02, SI in e-02.

our hand-crafted audio feature-based loss function.

The significant difference in the Bark spectrum values be-

tween the equal loudness and our system’s mixes suggests

that mixes generated using our system have undergone

significant spectral processing, resulting in an increased

spectral similarity between the reference song and the pre-

dicted mix. The metrics indicate inferior performance for

the Diff-MST-MRSTFT-8/16 model compared to all our

proposed models. This may be attributed to the training

data, which is generated using random mixing console pa-

rameters, often resulting in mixes that sound unrealistic.

However, fine-tuning with AF loss during the last steps

notably enhances performance. This improvement could

be attributed to AF loss compelling the model to enhance

dynamics and spatialization, as evidenced by the reported

metrics. We observe a notable enhancement in perfor-

mance through training on real-world songs, underscoring

the significance of high-quality real-world data.

Although the system demonstrates promising outcomes, it

is not without its limitations. While we note higher metric

values for certain features on the human mixes, this can be

explained by the fact that human engineers often strive to

capture the overall essence of the reference song. However,

they may also incorporate creative elements leading to spa-

tialization and dynamics that diverge significantly from the

reference. Our metrics serve to quantify the similarity be-

tween the reference song and the predicted mix, which is

suitable for the task at hand but may fall short in assessing

the creative or unconventional decisions made by human

engineers during the mixing process. Additionally, while

FAD indicates the predicted audio quality, it might not cap-

ture the intricate nuances involved in the mixing process,

such as frequency masking and achieving balance and spa-

tialization.

Moreover, we noticed a decline in the system’s mixing ca-

pabilities as the number of input tracks increased beyond

what it was trained on. Additionally, our mixing console

lacks a crucial reverb module essential for comprehensive

mixing tasks. Determining the optimal method for pro-

cessing the entire song poses a challenge, as inferring over

the entire song length may result in overly sparse embed-

dings. Our current system also falls short in modelling

mixing context in all possible senses as discussed in [27].

However, we address this challenge by incorporating a ref-

erence input, typically selected by the mixing engineer or

client. The reference song serves as a proxy for some of

the contextual information that engineers typically rely on

when making mixing decisions. Lastly, while real-world

mixing often entails dynamic adjustments to effect param-

eters over the course of a song, our system is presently

constrained to static mixing configurations.

6. CONCLUSION

In this work, we proposed a framework for mixing style

transfer for multitrack music using a differentiable mixing

console. Our system is rooted in strong inductive bias, tak-

ing inspiration from real-world mixing consoles and chan-

nel strips and predicts control parameters for these sig-

nal processing blocks allowing interpretability and con-

trollability. Our system supports inputting any number

of raw tracks, without source labelling. Furthermore, we

circumvent possibilities for audio degradation and arti-

facts with our design choice for a parameter estimation-

based system. Objective evaluations demonstrate that our

Diff-MST-MRSTFT+AF-16 system surpasses all baseline

methods. The reported metrics give us an insight into the

impact of architectural and training design choices. We

show that training on a larger number of input tracks im-

proves the performance substantially while running infer-

ence on real-world examples that generally contain a larger

number of input tracks. We also demonstrate the benefits

of training on real-world quality audio examples.

While our research has produced promising results based

on objective metrics, it is important to acknowledge our

evaluation’s constraints, as we have not conducted subjec-

tive assessments via listening tests. While objective met-

rics offer valuable insights into the model’s performance,

integrating subjective evaluations would provide a more

comprehensive understanding of its efficacy in practical

applications. Future work includes conducting an exten-

sive subjective evaluation alongside assessing the usability

of a prototype of the system that is integrated into the real-

world workflow in the digital audio workstation (DAW).

Further, work towards developing a robust understanding

and objective metrics for mix similarity and mixing style

is imperative for enhancing these systems.
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8. ETHICAL STATEMENT

We utilized open-source multitrack data from Med-

leyDB [22, 23] and the web forum Cambridge.mt3 as well

as full songs from MTG-Jamendo [24] to train our mod-

els. MedleyDB and MTG-Jamendo are available under

the licenses CC-BY-NC-SA and Apache 2.0, respectively.

Cambridge.mt is an educational web platform managed

by Mike Senior, a professional mixing engineer, where

artists and professional engineers consensually share audio

files for multitracks and corresponding mixes. The terms

and conditions permit educational and non-commercial re-

search usage.

The design of our system integrates user-centric principles

and has been built upon extensive qualitative research in-

volving professional engineers [13]. Moreover, the design

of this system is grounded in traditional mixing methods

and expert knowledge, incorporating context and ensuring

controllability and interpretability. In professional envi-

ronments, our system can provide technical assistance for

mixing, allowing more time for creative expression. Addi-

tionally, our system aims to make music mixing more ac-

cessible for beginners and non-specialists, promoting the

democratisation of music production. The system can be

used as a tool for learning basic mixing skills using the

reference method. This system has the potential to support

musicians and bands to create and distribute their music

affordably, resulting in diverse representation within the

music industry. However, there are potential drawbacks.

Automated mixing systems might reduce the need for pro-

fessional audio engineers in budget productions, impacting

their job opportunities. Moreover, the widespread use of

these tools may lead to homogenization in music produc-

tion, resulting in algorithmically driven mixes overshad-

owing unique stylistic traits.
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