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ABSTRACT

Current version identification (VI) datasets often lack suf-

ficient size and musical diversity to train robust neural net-

works (NNs). Additionally, their non-representative clique

size distributions prevent realistic system evaluations. To

address these challenges, we explore the untapped poten-

tial of the rich editorial metadata in the Discogs music

database and create a large dataset of musical versions con-

taining about 1,900,000 versions across 348,000 cliques.

Utilizing a high-precision search algorithm, we map this

dataset to official music uploads on YouTube, resulting in

a dataset of approximately 493,000 versions across 98,000

cliques. This dataset offers over nine times the number of

cliques and over four times the number of versions than

existing datasets. We demonstrate the utility of our dataset

by training a baseline NN without extensive model com-

plexities or data augmentations, which achieves competi-

tive results on the SHS100K and Da-TACOS datasets. Our

dataset, along with the tools used for its creation, the ex-

tracted audio features, and a trained model, are all publicly

available online.

1. INTRODUCTION

Artists continue to cover, remix, and reinterpret musical

works, creating a rich tapestry of musical versions that

celebrate the originals. This proliferation presents a com-

plex challenge: how to accurately identify different ver-

sions of a musical work within vast digital catalogs. Ver-

sion identification (VI) addresses this problem using au-

dio processing methods to find versions of query tracks

in music catalogs [1–3]. VI has thus emerged as a cru-

cial solution with significant implications across multiple

applications including music discovery, musicological re-

search, and copyright enforcement. From both the artists’

and copyright holders’ perspectives, VI has substantial im-

portance as it offers a tool for financial compensation to

many music industry stakeholders.

Recently, multiple datasets, all derived from scraping
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the SecondHandSongs 1 website, were proposed for de-

veloping VI systems [4–7]. These datasets have facili-

tated the development of various systems based on con-

volutional neural networks (CNNs) [5–12]. However, their

limited sizes have restricted the feasibility of employing

larger architectures, such as transformers, which are in-

creasingly utilized in other music information retrieval

(MIR) tasks [13, 14]. Additionally, existing datasets such

as Da-TACOS [5] and SHS100K [4] lack comprehensive

metadata, such as genre, style, and release year, which can

be useful for detailed performance evaluation and sophis-

ticated training approaches. Furthermore, they fall short in

presenting sufficient challenges regarding the distribution

of clique sizes, genres, styles, and track durations.

This study introduces a significantly larger and more

challenging VI dataset. Rather than relying on Second-

HandSongs, we use public editorial metadata from the

Discogs 2 database, which has not been explored in the

field previously. Discogs is collaboratively maintained by

music enthusiasts and professionals who submit detailed

metadata about music releases, including artist details, re-

lease information, and extensive credit descriptions. These

descriptions not only list track artists and writers but also

provide aliases, name variations, and artist relationships,

offering a rich framework for identifying versions.

Using this metadata, we propose a methodology for

identifying a large dataset of versions and mapping this

dataset to various music audio collections. The resulting

dataset is the largest open-source VI dataset to date. Our

contributions can be summarized as follows:

1. A metadata-only dataset, Discogs-VI, containing

over 1,900,000 versions of around 348,000 works.

2. A subset of this dataset, Discogs-VI-YT, contain-

ing about 493,000 versions of around 98,000 works

matched to YouTube URLs of official music up-

loads. It contains over nine times as many works and

over four times as many versions as other datasets.

3. A larger and more challenging test set that contains

other publicly available test sets.

4. A pre-trained baseline model, Discogs-VINet.

The dataset 3 , together with the tools for its creation,

the extracted audio features, and the model trained on this

data 4 , are publicly available online.

1 https://secondhandsongs.com/
2 https://www.discogs.com/
3 https://mtg.github.io/discogs-vi-dataset/
4 https://github.com/raraz15/Discogs-VINet
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Dataset Source Cliques Versions MCS ACS mCS A-URL m-URL OV Content

covers80 [15] private 80 160 2 2 2 - - - Full audio, title, album, artist
YouTubeCovers [16] YouTube 50 350 7 7 7 - - ✗ Features (full track)
Da-TACOS [5] SHS 1,000 13,000 13 13 13 1.0 1.0 ✗ Features (full track), metadata
CoversDataset [6] SHS 26,905 110,794 24 4 3 1.0 1.0 ✗ Features (first 3 min)
SHS-100K [4] SHS 9,999 116,353 387 12 8 1.0 1.0 ✗ Title, artist

Discogs-VI-YT Discogs 98,785 493,049 658 5 2 1.5 1.0 ✓ Rich metadata, features (full track)
Discogs-VI Discogs 348,796 1,911,611 1,837 6 2 - - - Rich metadata

Table 1. Overview of publicly-available VI datasets. Da-TACOS refers to the benchmark subset, for which the 2,000 noise

works are not reported as they do not form cliques. SHS refers to the SecondHandSongs website. MCS: maximum clique

size; ACS: average clique size; mCS: median clique size; A-URL: average YouTube URLs per version; m-URL: median

YouTube URLs per version; OV: use of official YouTube videos only. “-” denotes that the property is not applicable.

2. IDENTIFYING VERSIONS ON DISCOGS

Discogs database metadata has been previously used in

other MIR tasks [17–19]. In this section, we describe the

proposed methodology to identify versions and cliques us-

ing its metadata. The complete Discogs data is shared as

monthly data dumps under a Public Domain license, mak-

ing it easy to access. In our study, we used the July 2024

data dump.

Numerous metadata fields are provided for releases,

tracks, and artists, some of which are relevant for VI. We

use the track title, track artists, featuring track artists, re-

lease artists, track writer artists, and release writer artists

metadata. The artist metadata contains unique artist IDs

and provides information regarding group memberships,

artist aliases, and artist name variations, which we use ex-

tensively. In addition, we include genre, style, record la-

bel, release format, release date, master release, and re-

lease country metadata that can be potentially useful.

2.1 Version finding from metadata

We use two critical pieces of information to establish the

version relationship between two tracks: the track title

and the track writer artists, indicated by the “Written-By”

metadata field. Specifically, we consider two tracks with

the same title and a shared writer artist as versions. This

is a sufficient but not necessary condition since two tracks

with different names can also be versions. Nonetheless,

this condition facilitates finding a significant amount of

cliques and versions from the database with high precision.

The search for cliques operates on a set of tracks from

the database whose track titles are normalized by apply-

ing string processing. This includes transliterating Latin

characters by removing diacritics, removing leading arti-

cles, replacing “&” with “and”, eliminating any text within

parentheses, and removing punctuation marks. These steps

aim to mitigate potential differences in metadata between

different releases and eliminate mix or edit indicators en-

closed in parentheses, e.g., “(Radio Edit)”, thus facilitating

the process of identifying cliques. Later, such differences

are considered for differentiating between versions.

Using the normalized track titles, we partition the set

of tracks into disjoint subsets using exact string matching.

Then, we further partition these subsets by the common

track writer relation to distinguish different cliques with

the same title. To do so, we compile a set of writer artist

IDs for every track. Given that an artist on Discogs may

represent a group with several members, we extend our

collection to contain all associated members and incorpo-

rate each artist’s known aliases and name variations. As

a result of the two-step partitioning, tracks that have the

same normalized title and share a track writer are joined in

the same cliques. We opted for the shared writer approach

because not all writers are consistently included in credits

on some releases.

Once the cliques are formed, we identify different ver-

sions by the track or release artists. In cases where track

artists metadata is available, it is used; otherwise, the re-

lease artists metadata is used. If there are featuring track

artists, they are also included. Therefore, a set of tracks

belonging to the same clique and performed by the same

set of artists is defined as a version. After identifying the

versions, we discard the cliques with only one version.

In previous VI datasets, versions are not treated as sets

of tracks as in our dataset. This difference arises be-

cause Discogs often lists multiple releases for essentially

the same version of a track, which may vary only by the

year or country of the release. Without direct access to

these releases, it is impossible to confirm their differences

in advance. Therefore, we treat such tracks as identical ver-

sions. Remarkably, our dataset comprehensively includes

a variety of version types as systematized in [20], including

live versions, remixes, and radio edits, which add valuable

diversity and potential utility.

The resulting dataset, Discogs-VI, contains numerous

cliques and versions. Statistics about the dataset in com-

parison to other datasets are provided in Table 1.

2.2 Limitations

Due to the complex processes of composing, performing,

and releasing music, along with issues related to incom-

plete or inaccurate metadata, there are potential issues re-

lated to our approach.

Title variability: Versions can have different names,

e.g. “Moon Over Naples” is the original version of both

“Spanish Eyes” and “Blue Spanish Eyes”. Due to hav-

ing different names, our algorithm falsely places these ver-

sions into different cliques. To address this issue, comple-
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mentary data from SecondHandSongs or a large language

model with music history knowledge can be used.

Rule-based text matching: Even for a single language,

capturing all syntactic variations with simple rules is diffi-

cult. Yet, the database contains many languages with dif-

ferent syntaxes. A music named-entity recognition model

may help to resolve this issue.

Metadata ambiguity: “You’re My Everything” is cred-

ited to “Miles Davis” in some releases while to “Miles

Davis and John Coltrane”, and to “The Miles Davis Quin-

tet” in others. These credential differences often arise from

practical or legal reasons associated with publishing mu-

sic. However, we can not know beforehand if they are dif-

ferent versions using only metadata. To reduce duplicate

versions, we treat them as the same version.

3. VERSION SEARCH IN YOUTUBE

Owing to its detailed metadata, Discogs-VI can be mapped

to music audio catalogs or other metadata sources. For our

research purposes, we use YouTube. To match the Discogs

metadata of a version to the YouTube metadata of a video,

we design a rule-based algorithm.

In the matching process, we only accept videos pro-

vided by an official distributor, which can be the artists

themselves or third parties such as record labels. This ap-

proach is adopted because we expect the official uploads to

have more accurate metadata and be more persistent on the

platform over time. Consequently, our dataset is the only

VI dataset containing official uploads exclusively. In ad-

dition, due to this selectivity, our algorithm demonstrates

high retrieval accuracy.

Discogs provides YouTube URL annotations for some

of the releases associated with versions. However, these

annotations are not on the track level and they are rarely

provided. For a unified approach, we instead query

YouTube for all versions. The queries are created using

the Discogs version metadata in the format “artist1, artist2

- track title”, and if featuring artist information is avail-

able, we concatenate “(featuring artist3)”. We then store

the top five results for each query and apply our metadata-

matching algorithm to all stored results, which allows al-

ternative URLs for certain versions.

As a result, we successfully matched 34% of the ver-

sions of Discogs-VI to a YouTube URL. Between these

matched versions, we were able to download 98% success-

fully, corresponding to 33% of the total versions. We then

discarded the versions that were not downloaded and the

cliques without at least two downloaded versions to create

the Discogs-VI-YT dataset. It contains 26% of the versions

and 28% of the cliques of Discogs-VI.

3.1 Metadata matching algorithm

From Discogs metadata, our algorithm utilizes the track

title, track artists, or, if unavailable, the release artists,

along with any featuring artists. From YouTube, it uses

the video’s category, uploader, artist, description, duration,

and title. We process the strings similarly to the method de-

scribed in Section 2.1, except that the punctuation marks

and possible texts within parentheses are not deleted to

identify different versions.

The algorithm initially checks if the video metadata

contains the “Music” category and if the video is an of-

ficial YouTube upload. We consider a video official un-

der the following conditions: an artist or a label provided

the video, which is indicated in the video description; the

video uploader is an artist topic channel auto-generated by

YouTube; or the Discogs artist name is the same as the

video uploader’s. Videos with a duration longer than 20

minutes are discarded to deal with the potential but un-

likely issue of tracks sharing their titles with their albums

or EPs, which could lead to full-release audio downloads.

If a video metadata passes these controls, we use the ti-

tle and artist information to decide a match. If two titles

are equal, we use the artist information. If the titles do not

match exactly, we apply some heuristics to strip the video

title from any additional information related to remaster-

ing, HD, lyrics, etc., and re-attempt the match. We then

compare all possible permutations to deal with video titles

in the “artist1, artist2 - track title (featuring artist3)” for-

mat, using exact string matching. This approach makes the

dataset less noisy at the cost of losing potential matches.

3.2 Limitations

Since search results and the availability of YouTube videos

can be affected by geolocation, re-creating the dataset may

yield differences. 5 Moreover, some URLs may become

unavailable in the future. 6 To mitigate this issue, we pro-

vide multiple YouTube URLs per version when possible.

Therefore, even if the main URL becomes inactive, numer-

ous versions can still be recovered from alternative URLs.

Furthermore, since we only include official uploads, the

probability of a video disappearing should be lower than

in other datasets. These features have not been considered

in previous datasets that share YouTube URLs [4, 21].

Another limitation of our methodology is that less than

8% of versions are matched to the same YouTube URLs.

Analysis showed that almost all of these versions are mem-

bers of the same cliques. For the cliques that exhibit this

issue, we manually kept one of the duplicate versions.

4. DATASET ANALYSIS

Following the methodologies described in Section 2 and

Section 3, we created the Discogs-VI and Discogs-VI-YT

datasets, respectively. Table 1 reports their sizes. The large

amount of detailed metadata in Discogs-VI shows great po-

tential: combined with an industrial-scale music audio cat-

alog, it can create new possibilities for VI system develop-

ment. Moreover, Discogs-VI-YT contains more clique and

version audio than all the others combined, promising to

boost model performance and generalization capability.

The range of clique sizes in our dataset is unparalleled

by others in the field. The presence of cliques with many

5 We conducted YouTube queries from Barcelona, Spain.
6 The URLs were accessed between March 2023 and July 2024.
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versions is beneficial for metric learning, as it provides nu-

merous examples within each clique [22]. The average,

median, and maximum clique sizes in the dataset indicate

that the distribution has a long tail, with the weight con-

centrated on small clique sizes. Unlike other datasets, this

distribution is highly representative of real use cases.

Figure 1 reports the genre distribution of Discogs-VI-

YT, demonstrating significant coverage over 13 genres.

The distribution of styles, which is included in the project

repository, covers 512 styles from Mambo to Tech House.

Importantly, such genre metadata opens new possibilities

for developing and evaluating VI systems. Previous stud-

ies have not delved into genre and style analyses, leaving

their effect on performance underexplored. Given that our

dataset contains relatively reliable genre and style annota-

tions 7 such analysis is now possible [17].
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Figure 1. Discogs-VI-YT version genre distribution.

Table 2 compares the total number of artists of several

VI datasets. Da-TACOS and SHS100K datasets provide

only one artist per version while Discogs-VI offers multi-

ple. For a consistent comparison, we count one artist per

Discogs-VI version and do not include the group mem-

bers. In addition, Da-TACOS noise works are not con-

sidered. The number of versions and artists comparisons

between SHS100K and Discogs-VI-YT implies that our

dataset contains more versions per artist on average.

Dataset Artists

Da-TACOS 6,375
SHS100K 34,170

Discogs-VI-YT 67,345
Discogs-VI 239,949

Table 2. Number of track artist comparison between se-

lected datasets. One artist per version is reported.

Figure 2 reports the audio duration distribution of

Discogs-VI-YT, reflecting a comprehensive music collec-

tion. We observed that the long-duration tracks are mostly

live versions and jazz or electronic music tracks, which can

be notoriously long. Having long tracks increases the diffi-

culty of training VI systems due to requiring effective time

aggregation techniques or small embedding dimensions.

4.1 Development and test splits

We split the Discogs-VI-YT dataset into training, valida-

tion, and test sets. To increase the compatibility with other

7 Discogs genre and style annotations are release-level, however, they
serve as a reasonable approximation for individual tracks.
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Figure 2. Discogs-VI-YT audio duration distribution.

datasets, the cliques in Discogs-VI that intersect with the

Da-TACOS benchmark and SHS100K-Test sets are en-

sured to be part of our test set. We excluded CoversDataset

from this consideration due to its lack of metadata.

To determine the intersection between our dataset and

the Da-TACOS benchmark set, we conducted a thorough

comparison of track titles and track writers using artist

names, aliases, and name variations. We successfully iden-

tified 935 out of the 1,000 (93%) Da-TACOS cliques and

1,412 out of the 2,000 (71%) “noise” tracks. Given the de-

tailed artist metadata we employed, it is unlikely that the

unidentified works are included in our training set. More-

over, since Da-TACOS selects its “noise” tracks from those

lacking alternate versions and our Discogs-VI consists ex-

clusively of tracks with at least two versions, these tracks

are also unlikely to be included in our training set. Regard-

ing the SHS100K-Test set, we identified 1,555 out of the

1,692 cliques (90%). The union of the identified cliques

from both datasets is reserved for our test set.

We aimed for a 90-10% development-test split; there-

fore, we sampled new cliques to add to the reserved

cliques. While sampling the additional cliques, we did not

exclude the SHS100K-Train set to use our dataset with-

out restrictions. The reserved cliques from the Da-TACOS

benchmark and SHS100K-Test sets had large enough sizes

in our dataset. Moreover, similar to [7], we believe that

having small-sized cliques in the test set simulates real use

cases better. Therefore, we randomly sampled the addi-

tional cliques from sizes two to six. The remaining cliques

were assigned to the development set and were further par-

titioned into training and validation sets following a 90-

10% split. Figure 3 shows the clique size distribution of

our splits, and Table 3 compares the split sizes of different

datasets.
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Figure 3. Discogs-VI-YT splits clique size distributions.
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Dataset Split Cliques Versions MCS ACS mCS

Da-TACOS
Benchmark 1,000 13,000 13 13 13
Noise 2,000 2,000 - - -

SHS100K
Test 1,692 10,547 162 6 5
Validation 1,842 10,884 17 6 6
Train 5,324 87,091 359 16 12

Discogs-VI-YT
Test 9,878 116,197 658 12 3
Validation 8,890 37,081 258 4 2
Train 80,017 339,771 455 4 2

Table 3. Dataset partition sizes. MCS: maximum clique

size; ACS: average clique size; mCS: median clique size

4.2 Audio representations

We computed the following audio representations com-

monly used in VI systems: chroma, HPCP [2], and

CQT [23]. They are available under request for non-

commercial scientific research purposes.

5. BASELINE MODEL

To demonstrate the utility of Discogs-VI-YT we search

for a baseline model that uses computationally inexpen-

sive input representations and is feasible for training on a

consumer-grade GPU.

TPP-Net [8] and its successor CQT-Net [10] rely on

the classification loss for training. Due to the large num-

ber of cliques in Discogs-VI-YT, these models are diffi-

cult to train on this dataset without modifications. Byte-

Cover [11], ByteCover2 [12], and LyraC-Net [24] are also

difficult to train as they employ the classification loss with

additional losses and feature complex architectures having

significantly more parameters. Additionally, the code and

pre-trained weights for these three models are not pub-

licly available. We do not consider ByteCover3 [25] and

CoverHunter [26] as they do not target full-track inputs.

MOVE [9] and Re-MOVE [3] are not considered due to

their reliance on computationally expensive input repre-

sentations. Ultimately, we selected CQT-Net, primarily

due to its adaptability for use with Discogs-VI-YT.

5.1 CQT-Net

The original model is trained with the classification task,

where clique IDs of the SHS100K dataset are used as class

labels. A multi-length training strategy that presents the

model with three different segments from each version is

used to reduce possible biases toward input duration. Ad-

ditionally, tempo change and spectral masking data aug-

mentation techniques are used. During retrieval, the clas-

sification head is discarded and the remaining network is

used for extracting version embeddings, whose similarity

is computed with cosine similarity.

5.2 Discogs-VINet

Training CQT-Net with classification loss is challenging

due to the large number of cliques in Discogs-VI-YT.

Therefore, we utilize the triplet loss, similar to previous

research [6, 9]. To this end, we remove the classification

head from the architecture and change the affine projec-

tion layer to a linear projection with 512-dimensional out-

puts. Additionally, we include an L2 normalization layer

to ensure that embeddings lie on the unit hypersphere. The

resulting model contains 5.2 million parameters.

At each training iteration, a mini-batch is created by

randomly sampling 48 distinct cliques and two random

versions per clique. With this configuration, each sam-

ple can only have one positive; hence, the positive min-

ing strategy is equivalent to offline random sampling. For

mining negatives, we use online hard-negative mining.

We extract the CQT input representations before train-

ing with CQT-Net’s setting. However, we store them with

16-bit precision due to the large storage requirement of our

dataset. Unlike CQT-Net’s multi-length training strategy,

we use fixed-length inputs where consecutive CQT frames

of about 185 seconds are taken randomly. Then the fea-

tures are mean downsampled with a factor of 20, following

the authors. To demonstrate the benefits of using our large

dataset, we do not use any data augmentation method dur-

ing training, such as tempo and key modifications, spectral

masking techniques, or audio degradation methods used in

previous VI research.

We train Discogs-VINet for 50 epochs, which takes

about 25 hours using a single Nvidia RTX2080. We use

the AdamW optimizer, setting the initial learning rate to

1e-3 and adjusting via exponential decay. The triplet loss

margin is set to 0.1.

During training, we use our validation set to monitor

performance. Every five epochs, we simulate the VI task

and save the best model in terms of mean average precision

(MAP). However, we evaluate the model at the end of the

training on Discogs-VI-YT, Da-TACOS, and SHS100K

datasets using MAP and the mean rank of the first relevant

item (MR1) metrics.

5.3 Evaluation on Discogs-VI-YT

Due to potential overlaps between the training sets of pub-

licly available VI models and the Discogs-VI-YT test set,

we could not benchmark the publicly available models. For

instance, as discussed in Section 4.1, there can be shared

tracks with the SHS100K-Train set. Similarly, the Da-

TACOS training set, which is not publicly available, may

share tracks with our test set, rendering comparisons with

models trained on this dataset unreliable. Additionally,

as discussed in Section 5, training numerous models on

Discogs-VI-YT were not possible. We acknowledge these

limitations and suggest that benchmarking models is a crit-

ical area for future research.

Despite these challenges, we present the scores ob-

tained by Discogs-VINet. Our model obtains a MAP score

of 0.443 and an MR1 score of 614.1 on the Discogs-VI-

YT test set, which establishes the baseline scores on this

dataset. The contrast between the MR1 and MAP val-

ues can be attributed to the realistic clique size distribu-

tion. As shown in Figure 3, the test set contains numerous

cliques with size two. When a query is made with a ver-
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Training data Model d
Da-TACOS SHS100K-Test SHS100K-Test**

MAP ↑ MR1 ↓ MAP ↑ MR1 ↓ MAP ↑ MR1 ↓

Da-TACOS
MOVE [9] 4,000 0.495 48†

✗ ✗ ✗ ✗

MOVE [9] 16,000 0.507 46†
✗ ✗ ✗ ✗

Re-MOVE [3] 256 0.524 43†
✗ ✗ ✗ ✗

SHS100K-Train

TTP-Net [8] 300 ✗ ✗ 0.465 72 ✗ ✗

CQT-Net [10] 300 ✗ ✗ 0.655 55 ✗ ✗

ByteCover [11] 2,048 ✗ ✗ 0.836 47 ✗ ✗

ByteCover2 [12] 128 ✗ ✗ 0.839 46 ✗ ✗

ByteCover2 [12] 1,536 ✗ ✗ 0.863 39 ✗ ✗

SHS100K-Train*
ByteCover [11] 2,048 0.714 23 ✗ ✗ ✗ ✗

ByteCover2 [12] 128 0.718 23 ✗ ✗ ✗ ✗

ByteCover2 [12] 1,536 0.791 19 ✗ ✗ ✗ ✗

SHS100K-Train** LyraC-Net [24] 1,024 ✗ ✗ ✗ ✗ 0.765 48

Private LyraC-Net [24] 1,024 0.813 15 ✗ ✗ 0.884 33

Discogs-VI-YT Discogs-VINet 512 0.607 24 ✗ ✗ 0.660 61

Table 4. Performance comparison on the Da-TACOS benchmark and SHS100K-Test sets. * denotes that the Da-TACOS

benchmark set tracks were removed, ** denotes that the corresponding authors of that model downloaded the available URLs

(therefore LyraC-Net [24] and Discogs-VINet are not evaluated on the same data), d denotes the embedding dimension, ✗

denotes that the result was not available, and † denotes the corrected calculations described in Section 5.4.

sion from these cliques, retrieving the only other version in

high rankings contributes significantly to the MAP metric.

5.4 Evaluation on Da-TACOS and SHS100K

We tested Discogs-VINet on the Da-TACOS benchmark

and SHS100K-Test sets. From the SHS100K-Test set, we

could download 8,489 versions (80% of the total). As dis-

cussed in Section 4.1, we perform an extensive analysis to

ensure that our training set has a minimal intersection with

the evaluated sets.

The results are presented in Table 4, relying on results

reported in the literature except for MOVE and Re-MOVE,

for which we recomputed the results due to a metric calcu-

lation problem we discovered. In the public Da-TACOS

evaluation script, "noise" works are wrongly boosting the

MR1 score instead of being excluded. We corrected this is-

sue, tested the official MOVE and Re-MOVE models, and

listed the updated MR1 values.

In Table 4, Discogs-VINet outperforms both MOVE

and Re-MOVE on the Da-TACOS benchmark set, which

is a significant improvement given the simplicity of our

input representation and lack of data augmentations. Un-

like such, Discogs-VINet does not depend on pre-trained

models for input representation. As a result, it exhibits

significantly faster embedding extraction, similar to those

reported in [12].

On the SHS100K-Test set, even though we used a

slightly smaller subset due to some URLs becoming un-

available, we could not improve over other considered

models, except for the TTP-Net and CQT-Net. In partic-

ular, CQT-Net, which we modified for our baseline, per-

formed similarly. We posit that these differences may stem

from the absence of data augmentation techniques in our

methodology or from the classification loss possibly struc-

turing the latent space more effectively than the triplet loss

we implemented. Nonetheless, further experiments are re-

quired.

ByteCover, ByteCover2, and LyraC-Net outperform

Discogs-VINet by a significant margin. This performance

difference can be attributed to several factors: the com-

bined use of classification and triplet losses, as reported

in the literature [27], the advantages obtained by training

larger architectures, or the absence of data augmentations

in our model. However, it is important to note that indepen-

dent studies have raised concerns about the reproducibility

of the published results associated with the ByteCover ap-

proach [24, 28].

6. CONCLUSION

We presented a new methodology to create a VI dataset

from a previously unused metadata source, Discogs. Using

this metadata, we identified a large number of cliques and

versions to create the Discogs-VI dataset and matched a

large portion of the versions with official YouTube URLs

to create its Discogs-VI-YT subset. Our datasets surpass

existing datasets by far in size and provide unprecedented

metadata detailing genre, style, and artist relationships.

To demonstrate the utility of Discogs-VI-YT, we

trained a baseline model, Discogs-VINet, on the training

set and evaluated the model performance on the test set,

establishing baseline results. Additionally, we assessed

Discogs-VINet’s performance on the Da-TACOS bench-

mark and SHS100K-Test sets, where it demonstrated com-

petitive performance. Notably, our model achieved these

results without relying on any data augmentation tech-

niques, multiple training losses, or complex architectural

designs.

We leave training large models, using the metadata rela-

tions for training and evaluation, and investigating the role

of data augmentations as future work.
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