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ABSTRACT

We introduce Composer’s Assistant 2, a system for inter-

active human-computer composition in the REAPER digi-

tal audio workstation. Our work upgrades the Composer’s

Assistant system (which performs multi-track infilling of

symbolic music at the track-measure level) with a wide

range of new controls to give users fine-grained control

over the system’s outputs. Controls introduced in this work

include two types of rhythmic conditioning controls, hor-

izontal and vertical note onset density controls, several

types of pitch controls, and a rhythmic interest control. We

train a T5-like transformer model to implement these con-

trols and to serve as the backbone of our system. With

these controls, we achieve a dramatic improvement in ob-

jective metrics over the original system. We also study

how well our model understands the meaning of our con-

trols, and we conduct a listening study that does not find a

significant difference between real music and music com-

posed in a co-creative fashion with our system. We release

our complete system, consisting of source code, pretrained

models, and REAPER scripts.

1. INTRODUCTION

Composers using generative systems to help them create

music desire the ability to steer the systems towards out-

puts reflective of their style and intent [1]. A study of

the challenges that composers faced in the 2020 AI Song

Writing Contest found that the systems used in that con-

test were not easily steerable, and called for new systems

and interfaces that are more decomposable, steerable, and

adaptive [2]. A 2023 user study of the MMM [3, 4] multi-

track MIDI infilling model, integrated into a digital au-

dio workstation (DAW) with an interface containing only a

temperature parameter, found that users desired additional

steering control over the outputs of the model [5]. An-

other multi-track MIDI infilling model, Composer’s As-

sistant [6], was adopted by a team of composers to help

recreate the lost music of the opera Andromeda [7]. Those

composers expressed difficulty using the model to create

melodies that fit the lyrics they already had, since lyrics
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Figure 1. A 4-measure prompt in REAPER, followed by a

model output. Users place empty MIDI items in REAPER

to tell the model in which measures to write notes, and

track names to tell the model what instrument is on each

track. A track-measure in the prompt is boxed.

tend to have a natural rhythm to them and that model does

not offer rhythmic control over its outputs [8].

Composer’s Assistant (hereafter, “CA”) is a DAW-

integrated multi-track MIDI infilling model. The multi-

track infilling problem is the following: Given a slice of

measures from a multi-track song, where the notes have

been deleted from some of the track-measures (a track-

measure is a measure within a track), fill in the notes for the

deleted track-measures using the notes that remain as the

context—see Figure 1. A model trained to complete this

task without any further instruction might write parts that

are musically coherent but different from what the user had

in mind. For instance, a composer who generates a guitar

track to accompany a drum track and bass track might re-

ceive a busy, high-pitched solo, a medium-speed, medium-

pitched solo, a strummed rhythmic part, or any number of

other types of outputs that may not match the composer’s

intent for the track. It would be useful for the user to have
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the ability to condition the output on parameters such as

rhythm (or, if a specific rhythm is not provided, horizontal

note density instead), vertical note density, and pitch range.

In this work, we build upon CA to train a new model

that offers a wide range of user controls. This work was

guided by conversations with several composers who have

used CA for co-creative composition, and represents an ef-

fort to remedy perceived shortcomings of that system. New

controls introduced to the CA system in this work include

two types of rhythmic conditioning, horizontal and vertical

density controls, pitch step and leap propensity controls,

several types of pitch range controls, and a rhythmic in-

terest control. We also include a control that instructs the

model not to generate octave-shifted copies of music that

exists in the prompt. All of our controls are designed with

a DAW-integrated interface in mind. We study the power

of our controls via objective metrics, we study the extent to

which the model has learned the meaning of our controls,

and we conduct a listening study to evaluate music created

in a co-creative fashion with our model. We release our

complete, DAW-integrated system and our source code. 1

2. PREVIOUS WORK

A wide range of generative music models predate this

work, including MusicVAE [9], Piano Transformer [10],

Coconet [11], and many others [12–19]. FIGARO [20] ex-

plored symbolic music generation with fine-grained user

control, and Music SketchNet [21] explored single-track

monophonic infilling with pitch and rhythm controls.

Previous DAW-integrated models include DeepBach

[22], the Piano Inpainting Application [23], and Magenta

Studio [24]. Cococo [25] is a DAW-like interface to Co-

conet, supporting 4 tracks and arbitrary user-driven infill-

ing/part rewriting, similar to DeepBach. NONOTO [26] is

a model-agnostic interface for symbolic music infilling.

Prior multi-track infilling models include MMM [3, 4],

MusIAC [27], and CA [6], all of which are transformer

models. The 8-bar web demo of MMM can handle up to

6 tracks, and is limited to a 4/4 time signature. MMM

has two DAW-integrated versions; however, at the time

of this writing they are not publicly available. MusIAC

limits inputs to 3 tracks (melody, bass, and accompani-

ment), 16 bars, and a collection of four time signatures.

CA can handle an arbitrary collection of tracks and time

signatures, provided that the time signatures contain no

more than 8 quarter notes per bar. CA is integrated into

the REAPER DAW, and the underlying model runs locally

on the user’s machine. Each of these models offers its own

set of user controls for infilling: CA offers polyphony con-

trols, MMM offers note density and polyphony controls,

and MusIAC offers five controls including note density.

In most previous works, note density is computed sim-

ply by dividing the number of notes by the number of time

steps. This means that a slow part with many thick chords

can have the same density as a fast monophonic part, mak-

ing it difficult for a user to steer the model towards the de-

1 https://github.com/m-malandro/composers-assistant-REAPER

Figure 2. A prompt with 1D rhythmic conditioning in

REAPER, followed by a model output. Users draw the

rhythms they want in the selected MIDI items, and the

model chooses pitches for these rhythms that fit with the

rest of the prompt. Unselected MIDI items are included in

the prompt to the encoder, and remain unchanged.

sired rhythmic speed with a density control. Additionally,

most prior works have density control sliders (with values

ranging from, e.g., 1–10) whose quantiles were defined by

the training data. While this approach is attractive from a

training perspective, it is difficult to navigate from a user

perspective—e.g., what does a density of 7/10 mean?

In this work, we take a different approach to note

density, first by factoring note density into horizontal

(rhythmic) and vertical densities, and second by adopting

musically meaningful quantiles for these measurements.

We note that MuseMorphose [28] also decomposed note

density into horizontal and vertical densities, albeit with

a different definition of vertical density (in their work,

“polyphony score”) than ours. We also develop a wide

range of additional steering controls, including a user op-

tion for explicit rhythmic control. With this option, the user

can supply rhythms in their model prompts, and the model

chooses only the pitches—see Figure 2. To our knowledge,

the controls we implement in this paper comprise the most

comprehensive and user-friendly set of steering controls

for multi-track MIDI infilling to date.

3. MEASUREMENTS FOR USER CONTROLS

In this section we describe the measurements underlying

the user controls implemented in this work. Recall that

music in MIDI format is time-quantized to a uniform grid

of some number of ticks per quarter note.
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Figure 3. Six examples of rhythmic interest levels. Points

mark note onsets in a 4/4 measure.

3.1 Horizontal Measurements

Horizontal note onset density. We define the horizontal

note onset density of a collection of measures from a track

to be the number of ticks with a note onset divided by the

total number of ticks. In interval notation, we quantize hor-

izontal note onset densities to the following six bins: Less

than half notes; [Half notes, Quarter notes); [Quarter notes,

Eighth notes); [Eighth notes, 16th notes); [16th notes, 4.5

onsets per quarter note); ≥ 4.5 onsets per quarter note.

Rhythmic interest. Given a slice of measures from a

track, let v denote the binary rhythm vector of those mea-

sures. Let v̂ = v − v̄ denote v, re-centered at 0. We com-

pute dot products of v̂ with its nontrivial shifts and record

the highest of their absolute values as a measure of rhyth-

mic uniformity. Rhythmic uniformity is scaled by 1/||v̂||2

and subtracted from 1 to yield rhythmic interest, which we

divide into Low (< 0.14), Medium (≥ 0.14 and < 0.4),

and High (≥ 0.4) bins. These quantiles were hand-selected

by looking at many examples. See Figure 3 for examples.

3.2 Vertical Measurements

Vertical note onset density. We define the vertical note

onset density of a collection of track-measures from a track

to be the number of notes divided by the number of ticks

containing an onset. In interval notation, we quantize verti-

cal note onset densities into the following five bins: 1 note

per onset; (1 note per onset; 2 notes per onset]; (2 notes

per onset, 3 notes per onset]; (3 notes per onset, 4 notes

per onset]; > 4 notes per onset.

Average number of pitch classes per note onset. This

measure is the same as vertical note onset density,

but with pitches replaced with pitch classes. It is

(
∑

t
#pitch classes at t)/#ticks containing an onset. We

use the same bins as vertical note onset density: 1 pitch

class per onset; (1 pitch class per onset, 2 pitch classes per

onset]; (2 pitch classes per onset, 3 pitch classes per onset];

(3 pitch classes per onset, 4 pitch classes per onset]; > 4

pitch classes per onset.

3.3 Pitch Measurements

Pitch step and leap propensity. Given two consecutive

notes, a step is a difference in pitch of 1–2 semitones, while

a leap is a difference of more than 2 semitones. Pitch repe-

titions are neither steps nor leaps. We generalize to chords

as follows: Given a chord C1 followed by a chord C2, de-

fine the chord distance d(C1, C2) to be the average of the

minimum pitch movements needed to get from the notes in

C1 to the notes in C2:

d(C1, C2) =
1

|C1|

∑

n1∈C1

min
n2∈C2

|pitch(n1)− pitch(n2)|.

Going from a chord C1 to a chord C2, we have a repetition

when d(C1, C2) = 0, a step when 0 < d(C1, C2) ≤ 2,

and a leap when d(C1, C2) > 2. Given a slice of measures

from a track containing n chords, we count the number of

steps and leaps and divide by n − 1 to obtain the pitch

step propensity and pitch leap propensity for the slice. We

quantize pitch step and leap propensities into the follow-

ing seven bins: [0, 0.01), [0.01, 0.2), [0.2, 0.4), [0.4, 0.6),
[0.6, 0.8), [0.8, 0.99), [0.99, 1.0].

Note onset chromagrams. When prompted to generate

new tracks to accompany an arrangement already contain-

ing several tracks, we observed that the CA model would

often generate a copy (possibly shifted by some number of

octaves) of one of the tracks in the prompt. While this is

often “correct,” it is not particularly useful for co-creative

composition—if that is what the composer wanted, they

could easily create this themselves. To create a control that

tells the model to write genuinely new parts, for each track-

measure in a song, we record whether that track-measure

has the same note onset chromagram as another track-

measure in its measure. (Given a track-measure T , the

set of ordered pairs {(pitch(n)(mod 12), onset tick(n)) :
n is a note whose onset is in T} is the note onset chroma-

gram of T .)

3.4 Other Measurements

Pitch range. The pitch range of a collection of track mea-

sures is simply a record of their lowest and highest pitch.

Rhythmic information. We define the 1D rhythmic in-

formation of a collection of measures from a track to be

the set of note onset ticks and corresponding note dura-

tions after flattening all notes to the same pitch. If multiple

notes share an onset, we record only the longest of their

durations. The 2D rhythmic information of a collection of

measures from a track is the same, but with the number of

note onsets and number of pitch classes at each onset also

recorded.

4. CONTROLS AND MODEL

We use the MIDI-like token-based language from [6] to

tokenize music. This language supports masking of ar-

bitrary subsets of track-measures from any slice of mea-

sures from a song. We add additional tokens to the lan-

guage to serve as control tokens for the measurements in-

troduced in Section 3. For each of the measurements that

are quantized into bins in Sections 3.1–3.3, for each bin,

we create a separate control token. We also create a con-

trol token to indicate when a track-measure has a different

note onset chromagram from all other track-measures in

its measure—we call this token the different-note-onset-

chromagram (DNOC) token. We also create pitch range

Proceedings of the 25th ISMIR Conference, San Francisco, USA and Online, Nov 10-14, 2024

440



controls and explicit rhythmic controls. For pitch range

control, we create four control tokens: high (strict), low

(strict), high (loose), and low (loose), and we follow such a

token by a pitch token to indicate the value of the measure-

ment. With strict pitch range controls, which can be sup-

plied on a per-track or per-track-measure basis, the model

is expected to generate at least one pitch at each extreme.

With loose pitch range conditioning, the model is expected

to generate at least one note within 7 semitones of each ex-

treme and not extend beyond the extremes. The idea is that

a user could supply a loose pitch range for, e.g., a vocal

melody, whose bounds are given by the range of the vocal-

ist. For rhythmic conditioning, we create masked pitch to-

kens, which are included with rhythmic tokens (describing

note onset position and note duration) in prompts. For 1D

rhythmic conditioning, we include a single masked pitch

token at each tick containing any number of note onsets.

For 2D rhythmic conditioning, we include masked pitch

tokens describing both the number of note onsets and the

number of pitch classes at each onset.

As in [6], we train a T5-like [29] encoder-decoder trans-

former [30] model. Our main model (which we refer to

as our large model) is 512-dimensional, with 16 encoder

layers and 16 decoder layers. This model has about 3.5×
the number of parameters of the CA model, which is 384-

dimensional, with 10 encoder layers and 10 decoder layers.

To examine the effect of model scaling on performance, we

also train a small model having the same dimension and

number of layers as the CA model. For inference, we use

nucleus sampling [31] with a threshold of p = 0.85.

During training, we mask a random subset of track-

measures from a slice of measures within a song, and we

ask our model to generate the tokens for the masked track-

measures. All unmasked track-measures within the slice

are included in the prompt provided to the encoder. In each

example, we include a random subset of our control tokens

in our prompts. Control tokens operating on the track level

are appended to the prompt, while control tokens operating

on the track-measure level are inserted into the prompt in

place of the masked tokens that the model is asked to gen-

erate. For training, values for control tokens are computed

using only the masked track-measures. For inference, this

allows a user to specify attributes for track-measures to be

filled that differ arbitrarily from the attributes of the un-

masked track-measures in the prompt. During inference in

the DAW, we apply only the control tokens supplied by the

user.

We quantize music to a mixed grid that accommodates

32nd notes and 16th note triplets. This grid has 24 ticks per

quarter note, of which 12 are valid locations for note on-

sets. To train our models, we use the CA training dataset (a

dataset of public-domain and permissively-licensed MIDI

files). As in [32], we take the “e” folder of the Lakh MIDI

dataset (LMD) [33, 34] to be our validation set.

5. EVALUATION

In [6], CA generally outperformed MMM [3, 4] on ob-

jective and subjective measures. However, whether this

Model \ Task Random Track Last-bar

infill infill fill

Note F1 results ↑

CA2 large 77.01a 70.74a 78.34a

CA2 small 76.27b 69.67b 77.24b

CA 52.59c 31.65c 53.74c

Precision ↑

CA2 large 77.15a 70.85a 78.45a

CA2 small 76.39b 69.78b 77.35b

CA 53.02c 33.76c 54.72c

Recall ↑

CA2 large 76.90a 70.64a 78.24a

CA2 small 76.15b 69.58b 77.15b

CA 52.67c 32.22c 53.75c

Pitch class histogram entropy difference ↓

CA2 large 10.78a 14.69a 8.90a

CA2 small 11.28b 15.49b 9.75b

CA 31.65c 50.53c 31.60c

Groove similarity ↑

CA2 large 99.97b 99.97a 99.97a

CA2 small 99.98a 99.97a 99.98a

CA 97.84c 96.01b 97.87b

Table 1. Objective infilling summary statistics. All cells

are percentages of the form means, where s is a letter. Dif-

ferent letters within a metric and column indicate signif-

icant location differences (p < 0.01) in the samples for

those table entries according to a Wilcoxon signed rank

test with Holm-Bonferroni correction.

was due to training approach, training dataset, model size,

and/or other factors is unclear. To make a direct compari-

son between our work and previous work, we adopt CA as

our baseline for comparison on objective metrics.

5.1 Objective Evaluation

We take the “f” folder of the LMD to be our test set. From

each file, we select random 8-measure slices and attempt

to prepare three test examples:

• Random infilling: Each track-measure in the slice is

masked with probability 0.5.

• Track infilling: One track from the slice, containing

note onsets in at least 7 measures, is masked com-

pletely.

• Last-bar infilling: Every track-measure in the last

measure of the slice is masked.

We take 5000 examples of each type of infilling to be

our test set. For each example, we take the masked notes to

be the ground truth, and after evaluating the example with

our models we compute precision and recall as in [6]. The

F1 score for an example is the harmonic mean of its preci-

sion and recall: F1 = (2 · precision · recall)/(precision +
recall). We also compute the pitch class histogram entropy

difference and the groove similarity (as defined in [35]) be-

tween the ground truth and the output for each example.
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We evaluate our test examples with our models, provid-

ing user controls describing the information in the masked

track-measures to the maximum extent possible. In par-

ticular, we provide 2D rhythmic conditioning, pitch step

and leap propensity, pitch range per track-measure, and the

DNOC token (wherever applicable) to our models. Re-

sults are averaged and presented in Table 1. For exam-

ples evaluated by CA, we provide all of the control infor-

mation available to that model—in particular, mono/poly

switches at the track-measure level. We note that supply-

ing rhythmic conditioning and pitch range information for

track-measures containing only one pitch is equivalent to

unmasking those track-measures. Therefore, to make a

fair comparison between our models and CA, we unmask

those track-measures in our prompts to CA and we give

that model “credit” for those track-measures as if it had

generated them itself. (14.46% of the track-measures from

our test set fall into this category.) We see a dramatic in-

crease in performance of our models relative to CA. As

expected, our large model outperforms our small model

(except for groove similarity for the random infilling task),

but the differences in performance between our models are

small. Note that the groove similarity score for our models

is not 100%, indicating that our models sometimes (albeit

rarely) fail to follow exactly the rhythms in their prompts.

Next, we examine the effect of each control introduced

in this paper by repeating our test examples, but with

only limited control information supplied to the model.

For each control introduced in this paper, we examine the

F1 scores obtained by supplying only that control to the

model. We also examine what happens when we supply

a growing collection of controls, roughly in order of how

much effort is required for a user to supply such controls

in practice—specifically, we supply, in order: vertical con-

trols, horizontal controls, our DNOC control, pitch/step

leap controls, pitch range (per track), 1D rhythmic condi-

tioning, 2D rhythmic conditioning, and finally pitch range

(per track-measure). The resulting large table of F1 scores

is omitted, but the primary observation is that pitch range

and rhythmic conditioning controls have the largest pos-

itive effect on the F1 scores of model outputs. Model

size has only a minor effect. Horizontal, vertical, pitch

step/leap propensity, and DNOC controls also have only

minor effects on F1 scores. This raises the questions of

whether the model understands the meaning of these con-

trols and whether these controls are useful for co-creative

composition, which we address in the next two sections.

5.2 Model Understanding of Control Tokens

Our model can generate music from scratch by prompt-

ing it with prompts containing no notes. To examine the

understanding our model has of our control tokens, we

use an empty prompting strategy: We prompt the model

to generate some number of bars of single-track music

from scratch, with no control tokens, and then we repeat

the empty prompt with a single control token added. We

use this approach to examine our horizontal, vertical, pitch

step, pitch leap, and DNOC control tokens. For each con-

Figure 4. Horizontal density distributions.

Figure 5. The observed probability of success for each

control token in our empty prompting test.

trol token we generate 5000 examples, and we examine the

resulting distributions. (For the DNOC control, we use a

1-bar example where a viola and cello play an ostinato one

octave apart, and prompt the model to write a violin part to

accompany them.)

A plot of our horizontal note onset density distributions

is given in Figure 4. Plots of other distributions are similar.

For each control token, we also compare the observed

probability of obtaining an output described by that to-

ken when the token is supplied versus when it is not sup-

plied, finding that all 34 tokens mentioned above indeed

push our model towards outputs having the characteris-

tics they are intended to encode. Probabilities of success

vary, however—see Figure 5. Our DNOC token performs

well, with a success rate of 90.5%, as compared to uncon-

ditioned outputs having a different note onset chromagram

14.2% of the time. Our model has also done a good job

of learning the concepts of horizontal density, high and
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low rhythmic interest, high and low vertical density, mono-

phonic versus polyphonic generation, and high and low

step and leap propensity. However, when supplied with

the appropriate control token, our model has trouble gen-

erating parts with medium rhythmic interest (with a 42%

chance of success, versus 35.2% for unconditioned out-

puts), and with more than 4 pitch classes per onset (with a

8.92% chance of success, versus 0.04% for unconditioned

outputs).

Additionally, our model has not learned the precise

boundaries for our bins. For instance, when asking the

model to generate a part with a horizontal density in the

interval [Quarter notes, Eighth notes), we observed that

our model would often generate a straight eighth note pat-

tern. When allowing for a tolerance of up to one bin away,

though, all of our control tokens have a success rate of over

50%, and 26/34 of them have a success rate of over 80%.

Our model learned the meaning of each of these control

tokens solely via natural training data. In future work, it

may be possible to achieve better control token understand-

ing performance by training on synthetic examples and/or

by changing the boundaries of the bins.

5.3 Subjective Evaluation

We used our model in an iterative, co-creative fashion to

create 12 snippets of music, each about 16 bars long. To

create these snippets, we started with 6 pieces of real music

and deleted one or more tracks in the music. We then used

our model interactively to fill these deleted tracks. Specif-

ically, each time the model generated music, we kept the

generated track-measures we liked, and continued using

the model to fill the remaining track-measures until done.

We carried out this process under two sets of rules:

• CA-: We did not use rhythmic conditioning, and did

not hand-edit the notes in any outputs.

• CA+: We were allowed to use every control avail-

able, including rhythmic conditioning, and we were

allowed to make small hand edits to outputs. This

is the approach closest to how the model would be

used in practice.

In both cases we were allowed as many generations as

we wanted. We recorded the creation of these examples,

which took about 2 hours in total. 2 Volunteers were

asked to score as many of these 18 snippets of music as

they wished, according to perceived Rhythmic correctness,

Pitch correctness, Memorability, and Overall, each on a

scale of 0 to 4. Volunteers were not told which pieces of

music were real and which were composed with our sys-

tem. 28 individuals volunteered and ranked an average of

10.4 snippets along each of our 4 axes. Aggregated results

are presented in Figure 6. Each bar in this figure represents

94–99 data points.

We compare real music to music composed with our

two approaches CA- and CA+ with paired t-tests, using

data from whenever a volunteer ranked both. Each of these

2 https://www.youtube.com/watch?v=WUQTlOEv3WM

Figure 6. Subjective evaluation of our model.

Metric Real

R
CA- 0.693
CA+ 0.887

P
CA- 0.791
CA+ 0.211

Metric Real

M
CA- 0.052
CA+ 0.422

O
CA- 0.039
CA+ 0.099

Table 2. Uncorrected p-values from paired t-tests in our

subjective comparisons.

8 tests involved 93–96 pairs of values. See Table 2. After

Holm-Bonferroni correction, we do not find a significant

(p < 0.05) difference between real music and music com-

posed with either approach in any of these 8 tests. We

know that our model is competent at avoiding rhythmic

and pitch errors, so we are not surprised by our R and P

results. However, we had some difficulty creating a proper

drum part in one example with the CA- approach, and we

expected to find at least one significant M or O difference.

We suspect that there are subjective quality differences, at

least between real music and the music we created with the

CA- approach, that are not large enough for this study to

detect reliably. Nevertheless, we believe that this indicates

that music co-created with our model has the potential to

be on par with human-composed music. We also believe

that results of similar studies would vary greatly depend-

ing on the skill of the composer using the system. We invite

the reader to listen to our samples 3 and to try our system.

6. CONCLUSION

We have introduced a wide range of steering controls for

multi-track MIDI infilling, and we have trained a trans-

former model to implement these controls. We have cre-

ated an interface for our controls, and we have integrated

our model and controls into the REAPER digital audio

workstation for co-creative symbolic music composition.

Our work in this paper comprises Composer’s Assistant

2, and we have released our complete system and source

code. 4

3 https://www.youtube.com/watch?v=4xt9fBqluQg
4 https://github.com/m-malandro/composers-assistant-REAPER
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7. ETHICS STATEMENT

There are currently unresolved ethical and legal questions

regarding the inclusion of copyrighted data in training sets

for generative models. While we suspect it would be pos-

sible to obtain better objective (and possibly subjective)

results by training a model on a larger and more varied

dataset (e.g., the Lakh MIDI dataset [33, 34]), we chose to

train our models only on copyright-free and permissively

licensed files, primarily for the following two reasons:

First, we want our model outputs to be usable by com-

posers. While there is a possibility that our models may

output copyrighted musical information (even if such in-

formation was not present in the training dataset), we be-

lieve that training only on copyright-free and permissively-

licensed musical data minimizes this possibility.

Second, for many composers, we view the models that

we have released not as the models that the composers

would actually use in their work, but rather as starting

points for customization and personalization. Many com-

posers we have spoken to have said that models that write

“generic” music are not useful to them. Instead, they

want generative systems that can suggest ideas in their own

style. Due to our training set, the models we have released

are most proficient at infilling classical, choral, and folk

music. However, informal experiments suggest that our

models can be finetuned on a relatively small number of

MIDI files to write in the style of those files, and hence

the style limitations of our released models may not mat-

ter. The code we have released supports finetuning by end

users. While this can benefit composers who wish to use

our system, there is also the risk that our models may be

finetuned by users to impersonate the styles of others.
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