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ABSTRACT

Efficient audio representations in a compressed continu-
ous latent space are critical for generative audio modeling
and Music Information Retrieval (MIR) tasks. However,
some existing audio autoencoders have limitations, such
as multi-stage training procedures, slow iterative sampling,
or low reconstruction quality. We introduce Music2Latent,
an audio autoencoder that overcomes these limitations by
leveraging consistency models. Music2Latent encodes
samples into a compressed continuous latent space in a
single end-to-end training process while enabling high-
fidelity single-step reconstruction. Key innovations in-
clude conditioning the consistency model on upsampled
encoder outputs at all levels through cross connections,
using frequency-wise self-attention to capture long-range
frequency dependencies, and employing frequency-wise
learned scaling to handle varying value distributions across
frequencies at different noise levels. We demonstrate that
Music2Latent outperforms existing continuous audio au-
toencoders in sound quality and reconstruction accuracy
while achieving competitive performance on downstream
MIR tasks using its latent representations. To our knowl-
edge, this represents the first successful attempt at training
an end-to-end consistency autoencoder model. Pretrained
weights are available under [this link]. 1

1. INTRODUCTION

The ability to faithfully and efficiently represent high-
dimensional audio data in a compressed latent space is cru-
cial for a variety of applications, including generative mod-
eling, music information retrieval (MIR), and audio com-
pression. Generative models trained on latent representa-
tions of audio can be significantly more efficient than mod-
els trained directly on the data space, especially consider-
ing the high dimensionality of high-sample rate waveform
samples. Additionally, a well-designed latent space can fa-
cilitate downstream MIR tasks by including musically rel-
evant features in low-dimensional embeddings. However,

1 https://github.com/SonyCSLParis/music2latent
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existing state-of-the-art audio autoencoders often present
limitations, such as a multi-stage training process, the use
of an unstable adversarial objective that requires multiple
discriminators, and slow iterative sampling to reconstruct
audio waveforms.

In this work, we introduce Music2Latent, a novel con-
sistency autoencoder that encodes audio samples into a
continuous latent space with a high compression ratio. Mu-
sic2Latent is trained fully end-to-end using a single con-
sistency loss function, making it easier to train than many
existing audio autoencoders that require a careful balance
between multiple competing loss terms [1–4]. Addition-
ally, considering the underlying consistency model [5, 6],
Music2Latent can reconstruct samples with high fidelity
in a single step, enabling fast and efficient decoding. We
evaluate Music2Latent on audio compression metrics, that
measure the discrepancy between input and reconstructed
samples, and on audio quality metrics, that establish the
general audio quality of the reconstructions. Despite not
being the primary focus of our model, we also investi-
gate the downstream performance of encoded represen-
tations on standard Music Information Retrieval (MIR)
tasks. Our experiments demonstrate that Music2Latent re-
constructs samples more accurately and with higher audio
quality compared to existing continuous autoencoder base-
lines while providing comparable or better performance on
downstream tasks. Our contributions are as follows:

• We introduce Music2Latent, a consistency autoen-
coder that encodes waveforms into a continuous la-
tent space with a 4096x time compression ratio.

• We show how it is possible to achieve high-quality
reconstructions with a fully end-to-end training pro-
cess relying on a single loss function.

• We introduce a frequency-wise self-attention and a
frequency learned scaling mechanism, and demon-
strate how they improve audio quality.

• We demonstrate that Music2Latent surpasses ex-
isting continuous autoencoder models in terms of
reconstruction accuracy and audio quality while
achieving competitive performance on downstream
MIR tasks.

To the best of our knowledge, we are the first to suc-
cessfully use consistency training in the music and audio
field, and we are the first across all fields to successfully
train an end-to-end consistency autoencoder model.
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2. RELATED WORK

2.1 Autoencoders for Latent Generative Modeling

Several autoencoder approaches have been explored in
both the image and audio domains.

Image Domain: Vector Quantized Variational Autoen-
coders (VQ-VAE) [7] introduced the concept of learning
discrete latent representations of images through vector
quantization. VQ-VAE-2 [8] extended this approach to hi-
erarchical codebooks, enabling the generation of realistic
images using autoregressive models trained on the learned
discrete latent codes. Vector Quantized Generative Ad-
versarial Networks (VQGAN) [9] combine the VQ-VAE
framework with adversarial training, incorporating a dis-
criminator network to improve the perceptual quality of
generated images. Latent Diffusion Models (LDMs) [10]
leverage diffusion models trained on the latent space of a
pre-trained autoencoder. By operating on a compressed
representation of the data, LDMs achieve high-quality im-
age synthesis with reduced computational requirements
compared to pixel-based diffusion models. Diffusion au-
toencoders [11] combine a learnable encoder with a diffu-
sion model as the decoder, aiming to learn a meaningful
and decodable representation of images in a fully end-to-
end manner. However, they still require a slow iterative
sampling process to reconstruct samples.

Audio Domain: The audio autoencoder proposed in the
Musika music generation system [1] encodes audio into a
continuous latent space by reconstructing the magnitude
and phase components of a spectrogram. While Musika
achieves fast inference, it requires a two-stage training
process combined with an unstable adversarial objective.
Moûsai introduces a diffusion autoencoder [12] to learn a
compressed invertible audio representation. However, it
requires multiple sampling steps for reconstruction. Sev-
eral audio autoencoders employ Residual Vector Quanti-
zation (RVQ) to learn discrete latent representations. Ex-
amples include SoundStream [2], EnCodec [3], and De-
script Audio Codec (DAC) [4]. These models are well-
suited for training autoregressive models on the latent rep-
resentations but are less suitable for other generative mod-
els such as diffusion, consistency, or GAN-based methods.
They also generally produce (discrete) representations at a
significantly lower time compression ratio than continuous
models, and are thus not directly comparable to our work.

2.2 Consistency Models

Consistency models [5, 6] offer a novel approach for ef-
ficient generative modeling by learning a mapping from
any point on a diffusion trajectory to the trajectory’s start-
ing point. They have been successfully applied to image
generation tasks [13], achieving high-quality results with
single-step sampling. The application of consistency mod-
els to audio generation is still relatively unexplored. Co-
MoSpeech [14] explores consistency distillation for speech
synthesis, but it requires a pre-trained diffusion model to be
trained.

3. BACKGROUND

3.1 Consistency Models

Consistency models represent a novel family of generative
models capable of producing high-quality samples in a sin-
gle step, without the need for adversarial training or itera-
tive sampling. They are grounded in the probability flow
ordinary differential equation (ODE) introduced by [15]:

dx

dσ
= −σ∇x log pσ(x), σ ∈ [σmin, σmax] (1)

Here, pσ(x) represents the perturbed data distribution ob-
tained by adding Gaussian noise with zero mean and stan-
dard deviation σ to the original data distribution pdata(x).
The term ∇x log pσ(x) is known as the score function,
which plays a crucial role in score-based generative mod-
els [16–18]. The probability flow ODE establishes a bijec-
tive mapping between a noisy data sample xσ ∼ pσ(x) and
xσmin ∼ pσmin(x) ≈ x ∼ pdata(x). This mapping, denoted
as f(xσ, σ) 7→ xσmin , is termed the consistency function,
which satisfies the boundary condition f(xσmin , σmin) =
xσmin . A consistency model fθ(xσ, σ) is a neural network
trained to approximate the consistency function f(xσ, σ).
To meet the boundary condition, consistency models are
parameterised as:

fθ(xσ, σ) = cskip(σ)xσ + cout(σ)Fθ(xσ, σ) (2)

where Fθ(xσ, σ) is a free-form neural network, and
cskip(σ) and cout(σ) are differentiable functions such that
cskip(σmin) = 1 and cout(σmin) = 0.

Consistency models can be trained using either consis-
tency distillation (CD) or consistency training (CT). CD re-
quires pre-training a diffusion model to estimate the score
function∇x log pσ(x) via score matching [19]. CT, on the
other hand, allows training consistency models in isolation
and is the method that is considered in this work.

3.2 Consistency Training

In consistency training, the probability flow ODE is discre-
tised using a sequence of noise levels σmin = σ1 < σ2 <

· · · < σN = σmax. The consistency model fθ(xσ, σ) is
then trained by minimising the following consistency train-
ing loss over θ:

LCT = E
[

λ(σi, σi+1)d
(

fθ(xσi+1
, σi+1), fθ−(xσi

, σi)
)]

(3)
where d(x, y) is a metric function such as mean squared
error and λ(σi, σi+1) is a noise level-dependent loss scal-
ing. In the above equations, fθ and fθ− are referred to as
the student network and the teacher network respectively.
The teacher’s parameters θ− are obtained by applying a
stop-gradient operation to the student’s parameters θ dur-
ing training:

θ− ← stopgrad(θ) (4)

After training, the consistency model fθ(x, σ) can directly
generate a sample x by starting with z ∼ N (0, I) and com-
puting x = fθ(σmaxz, σmax). This enables efficient one-
step sampling, a key advantage of consistency models over
diffusion models.
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Figure 1. Training process of Music2Latent. The input sample is first encoded into a sequence of latent vectors. The latents
are then upsampled with a decoder model. The consistency model is trained via consistency training, with an additional
information leakage coming from the cross connections.

4. MUSIC2LATENT

In the following sections, we provide a detailed explana-
tion of the audio representation, architecture, and training
framework underlying Music2Latent.

4.1 Audio Representation

Music2Latent utilises complex-valued STFT spectrograms
as the representation of waveform audio. This choice is
motivated by several factors. First, previous works [20,21]
have demonstrated the effectiveness of complex spectro-
grams in capturing the intricate structure of audio signals
and enabling the generation of high-fidelity audio. Second,
2-dimensional spectrograms allow for the direct applica-
tion of UNet architectures [22] that have been successfully
used in the image domain with diffusion and consistency
models. However, the distribution of values across differ-
ent frequencies in a STFT spectrogram can vary signif-
icantly, with substantially higher magnitudes in low fre-
quencies compared to high frequencies. This can hinder
the ability of the model to accurately reconstruct all fre-
quency components, as the learning signal for high fre-
quencies may be overshadowed by the stronger signal from
lower frequencies. To address this issue, we apply the
amplitude transformation proposed in [23] and later used
in [24] which scales up lower energy components in the
spectrogram:

c̃ = β|c|αei∠(c) (5)

where c is the original complex STFT coefficient, c̃ is the
transformed coefficient, α ∈ (0, 1] is a compression expo-
nent that emphasizes lower-energy frequency components,
∠(c) represents the phase angle of c, and β ∈ R

+ is a scal-
ing factor to normalize amplitudes within a desired range
(e.g., [0, 1]). This transformation ensures that the model
receives a more balanced representation of the audio sig-
nal, facilitating accurate reconstruction across all frequen-
cies. We consider the complex STFT spectrogram as a
2-channel representation, with each channel representing
real and imaginary components respectively.

4.2 Architecture

The architecture of Music2Latent consists of an encoder, a
decoder, and a consistency model.

Encoder: The encoder receives as input the audio sample
in the form of an STFT spectrogram with real and imagi-
nary components in each channel. It then gradually down-
samples the feature maps along the time axis and outputs
a sequence of latent vectors with dimensionality dlat. In-
stead of being trained with a VAE objective [10,25] to keep
the distribution of latent values under control, the latent en-
codings of the model are kept in the (−1, 1) range using a
tanh activation function, which was proven to be a suc-
cessful approach in previous works for downstream latent
generative modeling tasks [1, 12].

Decoder: The decoder mirrors the encoder architecture but
performs upsampling instead of downsampling. The de-
coder takes as input a sequence of latent vectors from the
encoder and progressively upsamples them to match the di-
mensionality of the feature maps of the consistency model.
The only purpose of the decoder is to ensure that the condi-
tioning information from the latent encodings is available
to the consistency model at all levels of its architecture (the
reason for this architectural choice is provided in the next
section).

Consistency Model: The consistency model uses a UNet
architecture with a downsampling branch and an upsam-
pling branch connected via additive skip connections. The
output of the decoder at each upsampling layer is also
added to the corresponding layer of the consistency model.
This provides cross connections that allow the consis-
tency model to directly access the conditioning informa-
tion about the sample it is attempting to reconstruct at all
levels of its architecture. This design choice is crucial for
single-step reconstruction, as it ensures that the model has
access to the necessary information to accurately recon-
struct the target sample from the very beginning of the
UNet architecture.

Adaptive Frequency Scaling: The distribution of values
along the frequency axis in the input spectrograms changes
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significantly with respect to the noise level σ. Specifically,
when σ is close to σmin, the magnitudes at low frequencies
are on average much higher than the ones at high frequen-
cies, while with σ approaching σmax, there is an equal dis-
tribution of values across all frequencies since the sample
is pure noise. To address this, we introduce a frequency-
wise scaling mechanism that adaptively scales the input
and output of the consistency model based on the current
noise level. Specifically, we employ a Multi-Layer Percep-
tron (MLP) that takes as input the noise level σ in the form
of a sinusoidal embedding [26] and outputs a scaling factor
for each frequency bin:

sf (σ) = MLP(σ), (6)

where sf (σ) ∈ R
F is a vector of scaling factors, one for

each of the F frequency bins of the noisy spectrogram. We
calculate different scaling factors to scale both the input xσ

and the output of the consistency model Fθ(xσ) as follows:

x̃σ = xσ ⊙ sf,in(σ) F̃θ(xσ) = Fθ(xσ)⊙ sf,out(σ) (7)

where ⊙ denotes element-wise multiplication.

Frequency-wise self-attention: To capture long-range de-
pendencies within the frequency domain while keeping a
memory footprint that scales linearly with the time axis,
Music2Latent employs frequency-wise self-attention. This
mechanism allows the model to attend to information from
all frequency bins at a given time step, enabling it to learn
complex relationships between different frequency compo-
nents. Considering that only the time dimension of the in-
put can vary at inference time, using frequency-wise at-
tention compared to full self-attention does not incur in a
memory requirement that scales quadratically with time.
After computing the query Q, key K, and value V via lin-
ear projections of the input features, we calculate the atten-
tion matrix A by performing an outer product on individual
timesteps t:

At = softmax

(

QtK
T
t√
d

)

(8)

where d is the channel dimension, and after concatenat-
ing the attention weights from all timesteps together we
have A ∈ R

T×F×F . The softmax operation is then applied
across the frequency dimension, ensuring that the attention
weights for each frequency bin sum to one.

4.3 Training Process

Music2Latent is trained using the consistency training
(CT) objective [5, 6]. As described in Sec. 3.2, the ob-
jective minimizes the discrepancy between the outputs of
the consistency model at adjacent noise levels σi and σi+1.
As for the distance metric in the consistency training loss
function (Eq. 3), we use the Pseudo-Huber loss function
[27] which smoothly transitions from the ℓ1 to the squared
ℓ2 metrics:

d(x, y) =
√

|x− y|2 + c2 − c, (9)

where c is a hyperparameter that controls the transition.
In [6], it was shown that for image generation with consis-
tency models, this loss provides smoother gradients during
training and performs substantially better compared to the
more common squared ℓ2 loss. The consistency model is
parameterised as described in Eq. 2, with the exception
that in addition to providing as input the noisy sample xσ ,
we allow for information leakage of the clean sample x

through the features yx provided by the decoder via cross
connections:

latx = Encθ(x) yx = Decθ(latx)

fθ(xσ, σ,yx) = cskip(σ)xσ + cout(σ)Fθ(xσ, σ,yx)
(10)

which results in the following consistency loss that is
used to train the system fully end-to-end:

L = E
[

λ(σi, σi+1)d
(

fθ(xσi+1
, σi+1,yx), fθ−(xσi

, σi,yx)
)]

(11)
With respect to the noise level-dependent loss scaling
λ(σi, σi+1), we follow [6] and use:

λ(σi, σi+1) =
1

σi+1 − σi

(12)

which assigns a higher weight to the loss when there is
a small gap between consecutive noise levels. We also
adopt the lognormal sampling of σ introduced by [28] and
adopted for consistency training by [6] to focus training on
a more relevant range of noise levels.

Continuous Noise Levels: Unlike the formulation pre-
sented in previous consistency model literature [5, 6],
which use a discrete set of noise levels for training, Mu-
sic2Latent employs a continuous noise schedule. This
change is inspired by recent state-of-the-art diffusion mod-
els which notably sample noise levels from a continuous
distribution [28]. Parallel work on improving the perfor-
mance of consistency models also demonstrates how em-
ploying a continuous noise schedule improves results com-
pared to the original discrete schedule [29]. Specifically,
we use an exponential schedule during training to deter-
mine the step size between consecutive noise levels used
for the consistency loss:

∆tk = ∆t
k
K

(eK−1)+1
0 (13)

where ∆tk is the step size at training iteration k, ∆t0 is the
initial step size at iteration 0, and eK is the exponent at fi-
nal iteration K. This schedule ensures that the step size de-
creases exponentially as training progresses, allowing the
model to gradually learn finer details of the data distribu-
tion. In order to calculate σi and σi+1, we first sample
a timestep ti+1 ∈ [0, 1] with the sampling weights given
by the lognormal distribution, and calculate the adjacent
timestep ti = max(ti+1−∆tk, 0). Finally we calculate σi

using the time step-to-noise level mapping from [28]:

σi =

(

σ
1
ρ

min + ti

(

σ
1
ρ

max − σ
1
ρ

min

))ρ

(14)

where ρ = 7. We use the same mapping to calculate σi+1.
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MagnaTagATune Beatport TinySOL-pitchclass TinySOL-instrument
AUC-ROC AUC-PR Micro Acc. Macro Acc. Micro F1 Macro F1 Micro F1 Macro F1

Musika 84.8 32.9 45.2 41.0 93.5 93.4 93.3 84.5
LatMusic 85.9 34.9 37.4 30.2 88.9 88.8 92.6 80.7
Moûsai_v2 86.2 35.4 48.2 42.0 95.1 95.1 82.8 68.6
Moûsai_v3 85.8 34.5 39.8 31.9 95.5 95.6 93.1 82.3
Music2Latent 88.6 40.0 65.5 60.1 99.8 99.8 92.6 81.0

MusiCNN-MSD 87.6 37.5 13.5 7.3 17.2 15.7 68.2 60.8
CLMR 89.9 42.6 13.9 7.8 16.8 16.2 93.5 89.7
MERT-v1-95M 90.8 44.9 50.7 44.3 98.3 98.3 97.1 95.8

Table 1. Downstream task performance on MagnaTagATune (autotagging), Beatport (key estimation), TinySOL (pitch and
instrument classification). Best results among autoencoder baselines are underlined.

4.4 Implementation Details

With respect to the UNet architecture of the consistency
model, we use the NCSN++ architecture introduced in
[17], which consists of convolutional residual blocks with
3x3 kernels, Swish activation function [30] and Group
Normalisation layers. The same residual blocks are used
in both the encoder and decoder. We use sinusoidal em-
beddings to encode the noise level, using log(σ)

4 as the in-
put. The skip connections between the downsampling and
the upsampling branches of the UNet are added instead
of being concatenated, as recent works on diffusion mod-
els [31] show that addition provides better performance.
Consequently, the cross connections from the decoder are
also added to the corresponding UNet features, following
a linear projection layer. In the encoder, before the final
bottleneck layer with a tanh activation function, used to
constrain the latent encodings to the (-1,1) range, the 2D
features are reshaped into 1D features by flattening the fre-
quency dimension into the channel dimension, and a se-
ries of 4 residual blocks with 1D convolutions with ker-
nel size of 3 are used. We choose dlat = 64, which re-
sults in a 4096x time compression ratio and a 64x total
compression ratio. The decoder perfectly mirrors the ar-
chitecture of the encoder, while not receiving any incom-
ing skip connections, since all the information necessary
to reconstruct the clean input sample must be contained
in the latent encodings. For the consistency model and
encoder/decoder models we use 5 levels corresponding to
4 upsampling/downsampling operations, and in each level
we use 2 residual blocks for the consistency model, and
1 residual block for the encoder and decoder. The base
channels for all models are set to 64 and the channel mul-
tiplier for each of the 5 levels is set to [1, 2, 4, 4, 4] for all
models. We use 512 channels for the 1D convolutional
blocks in the encoder and decoder. We use frequency-wise
self-attention layers with 4 heads in the 3 last levels for
all models, in order not to use it with higher frequency di-
mensions. The channels used for sinusoidal embeddings
and the MLPs used for both noise level embeddings and
frequency scalings are set to 256. The model has ∼ 58
million parameters. The consistency training framework
follows the same implementation of [6] with respect to
the scaling factors cin, cskip, cout, the parameter c for the
pseudo-Huber loss function, the minimum and maximum
noise parameters σmin, σmax, the standard deviation of the
data samples σdata, and the lognormal distribution values

of Pmean, Pstd. Regarding the input STFT spectrograms,
we extract them using hop = 512,window = 4 · hop and
we transform them using the formula presented in Sec. 4.1,
with α = 0.65, β = 0.35. Regarding the step size schedule
for the continuous noise levels, we choose ∆t0 = 0.1 and
eK = 3. We train the model on waveforms of 34, 304 sam-
ples, which correspond to ∼ 0.78 s of 44.1 kHz audio. The
model thus produces latent representations of 44.1 kHz au-
dio at a sampling rate of∼ 11Hz. We use a batch size of 16
and train for K = 800k iterations using the RAdam opti-
mizer [32] with lr0 = 1e−4, β1 = 0.9, β2 = 0.999. We use
a cosine learning rate decay with lrK = 1e−6 and we keep
an Exponential Moving Average (EMA) of the parameters
of all models with a momentum of 0.9999. Training takes
∼ 5 days on a single RTX 3090 GPU.

Figure 2. Audio quality of reconstructed samples with re-
spect to the number of denoising steps of the consistency
model.

5. EXPERIMENTS AND RESULTS

5.1 Datasets

We train the model on MTG Jamendo [33] and on the
clean speech segments from DNS Challenge 4 [34], sam-
pling from each dataset with equal probability. We keep
the original sample rates of 44.1 kHz and 48 kHz. We in-
clude speech in the training data to both improve the recon-
struction of vocal content in music samples, and to make
Music2Latent useful also for speech-related tasks. We use
MusicCaps [35] as our evaluation dataset.

5.2 Baselines

We compare Music2Latent to different audio autoencoders
that encode audio samples into a continuous latent space
to enable downstream latent generative modeling. We in-
clude the autoencoder introduced in Musika [1] and the
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autoencoder introduced by [36] to train a latent diffusion
model for music accompaniment generation (we name this
model LatMusic in our comparison). Both models encode
audio samples with the same compression ratio of 64x as
Music2Latent. We also include the diffusion autoencoder
introduced in Moûsai [12], which has a compression ratio
of 32x (Moûsai_v3), and a different autoencoder model
that is made available by the authors of Moûsai 2 with a
comparable compression ratio of 64x (Moûsai_v2).

5.3 Audio Compression and Quality

SI-SDR ↑ ViSQOL ↑ FADclap ↓ FAD ↓

Musika -25.81 3.80 0.103 2.308
LatMusic -27.32 3.95 0.050 1.630
Moûsai_v2 -21.44 2.36 0.731 4.687
Moûsai_v3 -17.47 2.28 0.647 4.473
Music2Latent -3.85 3.84 0.036 1.176

DAC 9.48 4.21 0.041 0.966

Table 2. Audio compression and quality results.

We adopt the same objective evaluation metrics as in [3]
and use Scale-Invariant Signal-to-Noise Ratio (SI-SDR)
[37] and ViSQOL [38–40]. SI-SDR is a distance calcu-
lated between input and reconstructed waveforms, while
ViSQOL estimates a MOS-like score on perceptual quality
from the difference between the two signals. Consider-
ing that Music2Latent is trained as a generative model, we
also use Frechét Audio Distance (FAD [41]) to evaluate
the general audio quality of reconstructed samples with-
out relying on paired samples. In addition to the original
FAD implementation, we also evaluate on FADclap using
CLAP [42] features, which was shown to correlate signif-
icantly better with perceived audio quality [43]. In Tab.
2 we show that Music2Latent is competitive with respect
to ViSQOL to Musika and LatMusic, while vastly outper-
forming all baselines on the remaining metrics. Note that
all four baselines discard phase information from the input
of the autoencoder, which may explain the poor SI-SDR
performance. DAC, while not being directly comparable,
scores favourably in reconstruction metrics, while matches
Music2Latent in terms of audio quality. In Fig. 2 we also
show that the audio quality of reconstructions remains al-
most constant when using more than a single denoising
step. We provide audio samples and additional supplemen-
tary material on the accompanying website 3 .

5.4 Ablation Study

FADclap ↓ FAD ↓

Base Model 0.0563 1.808
+ Freq-wise Attention 0.0547 1.710
+ Adaptive Freq Scaling 0.0537 1.665

Table 3. Ablation study. Base Model is trained without
frequency-wise attention and adaptive frequency scaling.

2 https://github.com/archinetai/archisound
3 https://sonycslparis.github.io/music2latent-companion/

To demonstrate the effectiveness of both frequency-
wise attention and learned frequency scaling, we perform
an ablation study and report the FAD and FADclap results
in Table 3. With respect to the model with no attention
and no scaling, we use channel multipliers [1, 2, 4, 4, 5] to
roughly match the number of parameters that are lost. All
ablated models are trained for 200k iterations. The remain-
ing training details are the ones described in Sec. 4.4.

5.5 Downstream Performance

Since training representation learning models on com-
pressed audio representations instead of raw data was
shown to be a promising approach [44–47], our goal is to
investigate whether there are well disentangled audio fea-
tures in the feature space of audio autoencoders. We eval-
uate downstream performance on MagnaTagATune [48]
for auto-tagging, Beatport [49] for key estimation, and
TinySOL [50] for instrument and pitch class classifica-
tion. For each dataset, we extract the encoder features
from the layer with the highest number of output channels
from each of the models (after flattening the 2D features
for Music2Latent and before the last linear layer for the
remaining models), average them along the time axis, and
train a 2-layer MLP with [256, 128] units. We also show
the results obtained by performing the same evaluation
on features from the classification model MusiCNN-MSD
[51] and well-established representation learning models
CLMR [52] and MERT-v1-95M [47] (with averaged fea-
tures from layers 9 to 12). We extract features from these
models following [53] and perform all evaluations using
the mir_ref library 4 [54]. In Tab. 1 we show how Mu-
sic2Latent outperforms autoencoder baselines in almost
all tasks, and in the case of key and pitch classification
it even outperforms state-of-the-art representation learning
models. We hypothesize that the loss is more sensitive to
pitch information than timbre content (explaining the weak
comparison on TinySOL-instrument to the representation
learning models).

6. CONCLUSION

In this work we introduced Music2Latent, a consistency
autoencoder that efficiently compresses high-dimensional
audio waveforms into a continuous latent space. By lever-
aging consistency training, Music2Latent achieves high-
fidelity single-step reconstruction, and enables efficient
downstream latent generative modeling. We propose a
learned frequency scaling mechanism to handle varying
frequency distributions across diffusion noise levels. Ex-
periments show Music2Latent matches or outperforms
baselines in reconstruction accuracy and audio quality,
while having comparable or better performance on down-
stream tasks. To our knowledge, Music2Latent represents
the first successful end-to-end consistency autoencoder.
Future work could explore extensions to other modalities
and higher compression ratios. Overall, we believe Mu-
sic2Latent is a significant contribution to audio generative
modeling and representation learning.

4 https://github.com/chrispla/mir_ref
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