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ABSTRACT

Carnatic music is a style of South Indian art music

whose analysis using computational methods is an active

area of research in Music Information Research (MIR). A

core, open dataset for such analysis is the Saraga dataset,

which includes multi-stem audio, expert annotations, and

accompanying metadata. However, it has been noted that

there are several limitations to the Saraga collections, and

that additional relevant aspects of the tradition still need

to be covered to facilitate musicologically important re-

search lines. In this work, we present Saraga Audiovi-

sual, a dataset that includes new and more diverse rendi-

tions of Carnatic vocal performances, totalling 42 concerts

and more than 60 hours of music. A major contribution of

this dataset is the inclusion of video recordings for all con-

certs, allowing for a wide range of multimodal analyses.

We also provide high-quality human pose estimation data

of the musicians extracted from the video footage, and per-

form benchmarking experiments for the different modali-

ties to validate the utility of the novel collection. Saraga

Audiovisual, along with access tools and results of our ex-

periments, is made available for research purposes.

1. INTRODUCTION

In recent years, there has been an increasing empha-

sis on representing non-Western classical music styles

within computational musicology [1, 2], an interdisci-

plinary research area involving musicology and computer

science. To facilitate this research, many repertoire-

specific datasets have been proposed that take into account

the melodic, rhythmic and structural complexities of these

traditions. Several of them are consolidated within the

scope of Dunya, a collection of large music corpora ded-

icated to fuelling research of five major non-Western mu-

sic traditions: Carnatic music, Hindustani music, Turkish

Makam, Beijing Opera and Arab-Andalusian music [1].
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One style of particular interest is Carnatic music, for

which there has been numerous computational musicolog-

ical studies carried out using the Saraga dataset, a subset

of the Dunya corpora dedicated to the Indian Art Music

(IAM) traditions of Hindustani and Carnatic music [3–6].

The Carnatic portion of this dataset comprises performance

audio, expert/automatically extracted annotations, and as-

sociated relevant metadata [7].

The audio data includes the mixture and, for a number

of recordings, multi-track signals for all instrument sources

except the tānpūrā. Since Carnatic music is primarily per-

formed and enjoyed in a live performance setting, the audio

recordings gathered for the Saraga dataset are all recorded

in this context, and hence contain some leakage interfer-

ence in the individual stem signals.

Alongside these audio recordings, Saraga provides au-

tomatically extracted annotations, such as the predominant

pitch track of the vocalist’s melody and rhythmic beats,

and manual annotations, such as melodic patterns and mu-

sical sections. Finally, the dataset includes editorial meta-

data such as performer names, concert/composition titles,

and musical tags such as melodic (rāga) and rhythmic (tāla)

modes, which are crucial for this repertoire.

Whilst Saraga has proven to be a valuable resource for

the analysis of IAM, there are nonetheless many challenges

and important research questions for Carnatic music for

which Saraga is insufficient. Some of these deficiencies –

such as representativeness (e.g., instrument diversity, num-

ber of rāgas, demographics), completeness of annotations,

and data access – have been pointed out in its open peer-

review [8]. However, no new version of the dataset ad-

dressing said problems has been made available, and hence

such deficiencies persist. Furthermore, Saraga contains au-

tomatically extracted features, which although may have

been state-of-the-art at the time, could well be improved

using more modern algorithms [9] and models [10].

In this work, we introduce Saraga Audiovisual, a new

dataset built according to the principles of the original

Saraga, that encompasses 42 new concerts totalling more

than 60 hours of Carnatic music recordings. By including

new artists, compositions, rāgas, and tālas, we improve the

diversity and representativeness of the data. The new col-

lection comprises multi-track audio, video recordings, and

human pose estimation data, the latter two of which are en-

tirely new modalities which are currently not considered in

the first Saraga dataset. We hope that this multimodal data
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will power further research of musically relevant problems

in Carnatic music and encourage the development of un-

derexplored research strands, particularly in music’s visual

and kinetic aspects [11–13]. We also improve documenta-

tion, access, and tools, considering the issues raised for

Saraga [8], and provide a detailed description of the new

dataset regarding musical metadata and coverage.

To showcase the value of the new dataset we present

two benchmarking experiments to (a) demonstrate that the

features extracted from the new audio-visual data are use-

ful for the analysis of codependencies between performer

body movement and vocalisations, an active research area

in IAM analysis [14–21]; and (b) show that the novel

multi-track audio is valuable for Music Source Separation

(MSS) in Carnatic music, a low-level feature extraction

task for which distributed pre-trained models in the liter-

ature do not generalize [22].

2. BACKGROUND AND RELATED WORK

Digital technology has brought new research methods to

musicology [23, 24]. With digital archives and computer

science techniques, researchers can study music corpora

more systematically and quantitatively [25, 26]. Hence,

creating appropriate datasets and research corpora for dif-

ferent music traditions is a fundamental concern in music

information research (MIR) [27–32]. Computational musi-

cological studies have used various data sources: scanned

sheet music, symbolic scores, audio/video recordings, and

motion capture data [11–13, 21, 33–36].

With few exceptions [36, 37], 1 almost all openly avail-

able datasets in the literature for Carnatic and Hindustani

music are compiled from the IAM corpora in CompMu-

sic [28], and more recently, from the Saraga dataset, for

which multi-track audio recordings and manual and auto-

matically extracted annotations are available [7].

Dataset distribution is a major concern in the music in-

formation research community [38], in which data plays

a key role, especially given the advent of DL models.

Saraga is currently accessed through Python notebooks,

but the process is complex, not standardized, and hindered

by bugs and dependency incompatibilities. Such a distri-

bution method requires regular maintenance, which is ex-

pensive and time-consuming. A unified and functioning

access point for the canonical version of the dataset, and a

documented toolkit to browse through the recordings and

annotations are not available.

One other important limitation of Saraga is that it con-

tains only audio recordings. However, music is not only

an auditory experience; multiple lines of research have

demonstrated that the visual and kinetic aspects are all part

of what music fundamentally is [39–41]. Thus, a com-

prehensive study of music performance requires auditory,

visual and kinetic components [11].

In the case of Carnatic music, visual cues like hand/head

gestures and performer gaze can provide the artists con-

1 Using the IEMP North Indian Rāga: https://osf.io/ks325/,
and Karnatak ālāpana multimodal dataset: https://osf.io/

6huvd/ respectively

textual information for an improved dynamic on stage,

whilst also playing a more individualistic expressive role.

This has been investigated in various IAM studies using

motion capture data and pose estimation extracted from

video [14–21]. For this reason, a dataset of Carnatic mu-

sic should ideally include as much of this multimodality as

possible, which we are enabling through the contribution

of the video recordings in the proposed dataset.

3. DATASET DESCRIPTION

Saraga Audiovisual aims to address some of the aforemen-

tioned issues attributed to the first version of Saraga. In this

section, we present the proposed improvements, which are

mainly based on fixes, new recordings, and the novel vi-

sual modality. Although the new dataset falls entirely in

the Carnatic repertoire, the proposed pipeline could be ex-

tended to Hindustani Music in the future.

3.1 New concerts

A total of 42 new concerts are released as part of Saraga

Audiovisual, including multi-track audio and video for all

concerts. The multi-track audio covers three main stems:

vocals, violin, and mr.daṅgam for all renditions, with the

addition of ghat.am and tānpūrā for 9 other concerts. The

audios are all stereophonic and encoded at 44.1 kHz. Since

the audio is recorded during live performances, the individ-

ual stems contain interference from the other sources.

These 42 concerts consist of a total of 235 individual

performances of 223 unique compositions from 131 lead

and accompanying artists. All performances include man-

ually annotated section annotations. 10 distinct tālas and

113 distinct rāgas are represented, an increase of 55 on

the existing Saraga dataset. Figure 1 shows the combined

statistics for the case of the frequency of occurrence of the

same rāga performances over Saraga and Saraga Audiovi-

sual. Our aim is to increase the representation of existing

rāgas whilst including unrepresented rāgas.

Figure 1. Number of occurrences of individual rāgas com-

bining the two datasets. X-axis represents number of oc-

currences, whilst Y-axis indicates how many rāgas there

are with 1, 2, ..., 8 occurrences.
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Figure 2. A video frame fragment from Saraga Audiovi-

sual. The lead singer is VR Raghava Krishna, the violinist

is VV Ravi and the mridangist is Guru Raghavendra.

Content Saraga Saraga AV

Total number of recordings 249 235

Total number of artists 64 131

Number of compositions 202 223

Total number of rāgas 110 235

Unique rāgas in collection 96 113

Total number of tālas 10 10

Total duration of the dataset 52.7 64.8

Table 1. Content comparison of the Carnatic subset of

Saraga and the Saraga Audiovisual dataset (Saraga AV).

The most popular performance format today is vocal-

led, either by a single or multiple vocalists. Despite the fair

criticism of the shortage of instrumental recordings [8], we

decide to consider only concerts led by a singer in Saraga

Audiovisual. Moreover, the singing voice is extensively

explored in the MIR literature, with numerous models de-

signed to address various problems and research questions,

offering opportunities for leveraging, training, and fine-

tuning functional systems. We refine the statement around

representativeness of Saraga to clarify that our dataset is

intentionally vocal-centered.

3.2 Video recordings and human pose estimation

The videos corresponding to the concerts are rendered at

1080p and have a frame rate of 25 fps. They are recorded

with a fixed wide-view position to frame all performing

artists throughout the concert.

Figure 2 depicts the recording setting. The videos are

recorded in a traditional concert set up with microphones

occluding the view of the artists at most times. For ex-

ample, if we observe a singer in this setting, they are in

a seated position with the microphone directed towards

their mouth. Consequently, the microphone head occludes

the mouth, and the stand hampers the view of the singer’s

hands in several instances. In general, occlusions can hin-

der human pose estimation by a very large margin. Af-

ter careful examination of several human pose estimation

models, we choose MMPose [42], a DL model which per-

forms extremely well, given the tricky setting. We extract

human skeletons with 17 key points through its 2-D model.

See Figure 3 for an example of the gesture estimation on a

Saraga Audiovisual example video recording.

Figure 3. Gesture extraction with MMPose. The artist

depicted in the figure is VR Raghava Krishna

3.3 Improving dataset access

Hassle-free and canonical access to the Saraga audio, an-

notations, and also metadata is an issue raised by the com-

munity [8]. We implement a mirdata 2 loader for Saraga

Audiovisual to download, load, and browse through the

canonical dataset and easily filter the data by musically im-

portant aspects such as rāga, tāla, artist, and tonic. These

functions are also available through compIAM 3 , where

models and algorithms for the computational analysis of

Carnatic music are also available.

3.4 Further improvements

Note that some of the features in Saraga are automatically

extracted. Despite not being manually collected, these al-

low for faster, consistent, and reproducible research as we

bypass the need to compute them multiple times. Since

Saraga was first published, much research has been carried

out by the MIR community, and new models to more reli-

ably extract such features are available. Within the context

of this work we compute the melody curves of the novel

recordings using the Carnatic-optimized FTA-Net [10].

4. EXPERIMENTS

In this section we present two experiments using the audio

and visual components of Saraga Audiovisual.

4.1 Multimodal study

There exists various studies that demonstrate the relation-

ship between gesture and musical motifs in an IAM context

[14–21]. Whilst most focus on the North Indian, Hindus-

tani style, a recent study by Pearson et al. presents a quan-

titative attempt at characterising codependencies between

the body movement and vocalisations of Carnatic perform-

ers using a combination of predominant pitch tracks ex-

tracted from audio, and motion tracking data captured us-

ing an inertial measurement system on the body during per-

formance [37]. In an effort to demonstrate the value of

2 https://github.com/mir-dataset-loaders/mirdata
3 https://github.com/MTG/compIAM
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Performer Rāga Dur.

Ashwin Srikant Siṁhēndramadhyamam 09:17

Raghava Krishna Siṁhēndramadhyamam 05:36

Aditi Prahlad Pūrvīkalyāni. 08:15

Prithvi Harish Pūrvīkalyāni. 08:01

Table 2. Saraga Audiovisual performances used for multi-

modal experiment in Section 4.1. Duration’s (mm:ss) cor-

respond to the rāga ālāpana section of the performance, the

rest of the performance is not used for analysis.

Saraga Audiovisual in supporting such studies, we repro-

duce a part of Pearson et al’s analysis here using data ex-

tracted from the proposed multimodal dataset. In the origi-

nal study, performer gesture data is extracted using motion

capture equipment, since here we rely on inferring this in-

formation from video, we make some changes to that part

of the process, outlined in the following section. All other

steps remain identical to the original study and we refer the

reader to the paper for more details.

4.1.1 Experimental setup

We reproduce Pearson et al’s Analysis 1: Do sonic mo-

tif DTW distances covary with spatiotemporal patterns of

gesture? Our sonic data for such analysis is extracted from

4 performances (Table 2) in Saraga Audiovisual, from

which we extract 4 time series corresponding to the rāga

ālāpana section of the performance audio; (1) f0 – the

predominant vocal melodic line, measured in cents above

the performer tonic, extracted using a Carnatic-specific

methodology [10], (2) ∆f0 – the first derivative of f0, (3)

loudness, L, computed as L = 10·log10
S

ref
, where S is the

power spectrum of the raw audio signal and ref is its max-

imum value, and (4) the spectral centroid of the raw audio

signal. Our gestural data is extracted using MMPose and

limited to the performer’s left and right hands (see Section

3.1, and Figure 3), from which we compute the first and

second derivatives to obtain two subsequent time series of

velocity and acceleration, respectively, resulting in 6 ges-

tural time series. The 6 time series are resampled so as to

have identical sampling rates of 24 Hz, and all 10 time se-

ries are smoothed using a 2nd-order Savitzky-Golay filter

with a window length of 125 ms.

In each of the 4 performances, we identify regions of re-

peated melodic motifs using a Carnatic-specific methodol-

ogy [4]. For each motif, we isolate the corresponding seg-

ment in our 4 sonic and 6 gestural time series, and discard

the gestural time series corresponding to the non-dominant

hand. The dominant hand of the performer for each pat-

tern is determined as that which has the highest kinetic en-

ergy, K.E, computed from the velocity tracks, v, where

K.E =
mv2

2 and m is the mass of the moving body part,

assumed equal for both sides. We note that for over 98%

of the identified motifs, the ratio in K.E between the dom-

inant and non-dominant hand is greater than 1.2, i.e. there

is almost always a clear dominant hand. 70% of motifs

are identified as left-handed and 30% as right-handed. The

gesture space for each motif is transformed such that left

and right-hand gestures occur in the same space by mirror-

ing all right-handed gestures in the y-axis, and such that

the gestural space origin corresponds to the centroid of the

body of the performer. This centroid is determined for each

motif as the centroid of the trapezoid corresponding to the

performer’s body, provided by MMPose and visible in Fig-

ure 3.2. The result is a selection of 269 non-overlapping

motifs across the 4 performances, each represented by 4

sonic time series (f0, ∆f0, loudness and spectral centroid)

and 3 gestural time series (position, velocity and accelera-

tion of the dominant hand).

For each pairwise combination of our 269 motifs, we

compute the dynamic time warping (DTW) distance be-

tween each of their 6 sonic time series and 4 gestural time

series, i.e. f0 compared to f0, hand position compared

to hand position etc... Motifs are not compared to them-

selves and as such this constitutes 36,046 motif pairs. This

analysis is concerned with whether there exists a relation-

ship between the DTW distances of sonic and gestural fea-

tures (sonic features: f0, ∆f0, loudness and spectral cen-

troid; gestural features: hand position, velocity and accel-

eration). For each combination of sonic to gestural fea-

tures, we compute Spearman’s rank correlation coefficient

to quantify this relationship, both on a performer level and

across all performers.

4.1.2 Results

The correlation analysis results are presented in Figure

4. Tests for which the p-value is greater than our signif-

icance level of 0.0001 are excluded and replaced with a

grey square in the heatmap. It is not within the scope of

this paper to discuss the results of this analysis in detail,

nor do we consider the size of the data analysed sufficient

to make any meaningful conclusions (0.5 hours of perfor-

mance compared to 3.8 in the original study). We do, how-

ever, emphasize that even with this limited scope, we are

able to identify significant relationships between sonic mo-

tif distances and spatiotemporal patterns of gesture using

the Saraga Audiovisual dataset, corroborating the results of

Pearson et al.’s study. As in that study, we show loudness

as having the strongest correlation with gestural features

across the performers and demonstrate how distinct the in-

dividual performer gesturing styles are, with great varia-

tion in the extent to which performers’ gestures correlate

with f0 and spectral centroid.

4.2 Fine-tuning MSS models with data with bleeding

The current state-of-the-art MSS models are based on

DL architectures which are trained using multi-track

recordings. Some models that are widely used, namely

Spleeter [43] or Demucs [44], are trained with multi-track

stems available through datasets like MUSDB18HQ [45]

or MoisesDB [46], mainly including Western pop styles or

related genres. Although many research works on the anal-

ysis of IAM use the available Spleeter model for source

separation [13,47,48], these models do not generalize well

for Carnatic music due to its varied instrumentation and
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Figure 4. Spearman’s rank correlation coefficient for all performers and on an individual level. Insignificant test results are

represented by a grey square.

Figure 5. Spearman’s rank correlation coefficient for all

performers in the dataset. Insignificant test results are rep-

resented by a grey square.

idiosyncratic singing technique. In Carnatic music, the vi-

olin usually replicates or closely follows the melody of

the singing voice. The tānpūrā provides an ambient can-

vas, and the mr.daṅgam, a pitched percussion instrument,

is strongly present. Existing MSS models are unfamiliar

with such music styles and struggle to give a clean, sepa-

rated singing voice stem.

There have been some efforts by the community to im-

prove MSS for the use case of Carnatic music [22], since

much research is done on top of vocals. Therefore the

availability of isolated vocal recordings is highly valuable

for the computational research of Carnatic music. Datasets

like Saraga offer multi-track audio data, but given the fact

that these recordings are from live concerts, there is leak-

age between sources that are part of the ensemble. The

lack of clean multi-tracks for these music styles has been

reported consistently, but Carnatic music is normally per-

formed and recorded in a live setting. Therefore, recording

musicians separately is not representative of how the tradi-

tion is generally performed. However, there has been some

research on training MSS models with data with bleeding

and some methods have been proposed to show the utility

of data with bleeding [22].

Spleeter is a model based on a U-Net architecture

that operates on the time-frequency domain. It is com-

posed of a 6-layer encoder-decoder structure with skip-

connections. Similar to most spectrogram-based separa-

tion models, Spleeter estimates n separation masks that are

multiplied by the input mixture spectrogram to separate the

sources. The official implementation of Spleeter provides

a framework to fine-tune the available pre-trained models

in order to adapt the system to a specific domain [43].

In an ideal case, clean Carnatic multi-track stems would

be essential to fine-tune Spleeter. However, we utilize

the data with leakage that is part of the Saraga Audiovi-

sual dataset in an attempt to set up a baseline for bespoke

Carnatic vocal separation. We use the provided 2-stem

Spleeter model, trained on a private dataset of 25k sam-

ples of 30s. We fine-tune Spleeter using Saraga and Saraga

Audiovisual, aiming also to study the effect of the newly

collected multi-track data. The models are fine-tuned for
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600k steps with a constant learning rate of 1e-5. The fine-

tuning process takes about a week in a TITAN XP GPU.

4.2.1 Experimental setup

Perceptual tests for MSS have gained interest in the re-

search community, as objective metrics in [49] have been

reported to not always correlate with the perceptual qual-

ity of MSS estimations [50]. Moreover, there is not a stan-

dardized and completely clean testing set for Carnatic sep-

aration. For that reason, we run a listening test with hu-

man subjects, including separations from recordings that

we randomly collect from the Dunya dataset.

The listening test is based on the MUSHRA frame-

work [51]. Subjects are asked to evaluate the vocal quality

and the intrusiveness of other sources in separate stages.

The scores are given on a scale from 1 to 5, with 5 be-

ing the maximum score. In each example, the subject is

shown the original mixture as the reference stimuli, and

the separations are shown unnamed and in a randomized

order. The proposed subjective evaluation follows closely

the ITU-T P.835 recommendation. We select and sepa-

rate 6 Carnatic music concerts, ensuring diversity in au-

dio quality and singer gender. Then, we randomly select a

rendition from each concert, from which we collect a 30s

chunk starting at a random point in time [22].

4.2.2 Results

We collect the results of the perceptual experiments and re-

port the Mean Opinion Scores (MOS) per each model. We

also report the Confidence Intervals (CIs) with α = 0.05.

A total of 20 subjects participated in the survey. Results

are given in Table 3. While Spleeter samples are rated as

having better vocal quality, Spleeter-FT-Sar improves over

interference removal, while Spleeter-FT-SarAV is the most

balanced solution among the three.

From the perceptual experiment, we conclude that

Spleeter can better preserve the quality of the singing voice

over the fine-tuned models. Using noisy data to fine-tune

may be causing the model to lose some ability to properly

discriminate the singing voice components. On the other

hand, as the fine-tuned models improve on interference re-

moval, we argue that it is possible for the pre-trained model

to learn the instrumentation and vocal concepts of Carnatic

music while preserving the knowledge to estimate separa-

tion masks for clean sources. In this particular experiment,

Spleeter-FT-SarAV provides a balanced trade-off between

artifacts and interferences. However, the overall perfor-

mance is comparable to the other systems, suggesting that

the multi-stem recordings have been obtained following

the same peer-reviewed process in Saraga [7]. While estab-

lishing the baseline for Carnatic vocal separation, we also

observe that leakage-aware systems such as [22] are still to

be explored to take complete advantage of the multi-track

data with leakage in both Saraga and Saraga Audiovisual,

and outperform out of domain pre-trained models.

Artifacts Interferences

Spleeter [43] 3.89[3.75,4.04] 2.17[2.04,2.30]

Spleeter-FT-Sar 2.76[2.60,2.93] 3.80[3.68,3.93]

Spleeter-FT-SarAV 3.41[3.27,3.57] 2.88[2.74,3.02]

Table 3. MOS rating comparison between the default

Spleeter [43] and a fine-tuned Spleeter using Saraga (FT-

Sar) and Saraga Audiovisual (FT-SarAV). The higher, the

better; 5 is the maximum rating. 95% CIs are also reported.

5. CONCLUSIONS

In this paper, we introduce Saraga Audiovisual, a multi-

modal dataset for the analysis of Indian Art Music, specifi-

cally of the Carnatic style. The dataset includes multi-track

audio, fundamental frequency extractions from that audio,

performance videos, and human pose estimation extracted

from the video footage. The dataset also includes metadata

like rāga, tāla, composition, and structural annotations like

the ālāpana, kalpanā svara, niraval, and thani āvartana. The

dataset is made available as a mirdata dataloader for easy

and standardized access.

We perform two benchmarking experiments using the

extracted audio and video features: (1) a multimodal anal-

ysis investigating the relationship between performer ges-

ture and vocalisation, and (2) a fine-tuning experiment for

Carnatic vocal source separation with audio data induced

with leakage. Both experiments demonstrate the value of

this data for music analysis in spite of imperfections in the

automatically extracted feature data, such as audio leak-

age in the isolated instrument stems, or instability in the

extracted pose estimations.

We expect Saraga Audiovisual to be a valuable resource

for future work on tasks such as both vocal and instru-

ment based leakage-aware source separation or predom-

inant pitch extraction; and further multimodal studies of

Carnatic music.

6. ETHICS STATEMENT

The Saraga Audiovisual dataset was recorded at the Arkay

Convention Centre in Chennai. All of the artists appearing

in the dataset gave informed consent for the dissemination

of the data for research purposes through a consent form,

and the Arkay Convention Centre was paid for their work

in gathering the recordings.

With the release of this dataset, we wish to honour the

cultural heritage of Carnatic music and safeguard its tra-

ditions. We recognize that to understand the distinctive

intricacies of this culture and tradition, it is essential to go

beyond computational methods alone. This understanding

should not be oversimplified or broadly generalized.
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