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Learning to read involves setting up associations between meaningless visual inputs (V) and their phonological
representations (P). Here, we recorded the brain signals (ERPs and fMRI) associated with phonological recoding
(i.e., V-P conversion processes) in an artificial learning situation in which participants had to learn the associa-
tions between 24 unknown visual symbols (Japanese Katakana characters) and 24 arbitrary monosyllabic
names. During the learning phase on Day 1, the strength of V-P associationswasmanipulated by varying the pro-
portion of correct and erroneous associations displayed during a two-alternative forced choice task. Recording
event related potentials (ERPs) during the learning phase allowed us to track changes in the processing of
these visual symbols as a function of the strength of V-P associations. We found that, at the end of the learning
phase, ERPs were linearly affected by the strength of V-P associations in a time-window starting around
200 ms post-stimulus onset on right occipital sites and ending around 345 ms on left occipital sites. On Day 2,
participants had to perform a matching task during an fMRI session and the strength of these V-P associations
was again used as a probe for identifying brain regions related to phonological recoding. Crucially, we found
that the left fusiform gyrus was gradually affected by the strength of V-P associations suggesting that this region
is involved in the brain network supporting phonological recoding processes.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Several studies have explored the physiological basis of reading by
using functional magnetic resonance imaging (fMRI) and have empha-
sized the contribution of a brain region located on the left ventral
occipitotemporal cortex (left vOT), sometimes designated as the “visual
word form area” (VWFA, see Cohen et al., 2000;McCandliss et al., 2003).
These studies have reported invariance of this region's activity to case
and letter fonts (Dehaene et al., 2001, 2002), invariance to the spatial lo-
cation of the stimuli (Cohen et al., 2002), differential activities for letters
and their mirror images (Pegado et al., 2011), and similar functional
properties for this region across various cultures and writing systems
(Bolger et al., 2005; Liu et al., 2008). On the basis of these results, it
has been suggested that the VWFA would code for abstract representa-
tions involved in orthographic processing (Polk and Farah, 2002; for a
review, see Dehaene and Cohen, 2011).

This proposition is consistent with general properties of the ventral
visual system. It has indeed been proposed that the anterior part of
left VOT would code for visual information that is invariant to low-

level visual factors and that, from posterior to anterior regions, it would
be organized hierarchically with neural detectors coding for increasingly
larger receptive fields and tuned to increasingly complex and abstract
representations (for reviews, see Logothetis and Sheinberg, 1996;
Grill-Spector and Malach, 2004; Rolls, 2000). Within a neurobiological
model assuming a central role of theVWFA (i.e., the local combination de-
tectormodel, Dehaene et al., 2005) it has been suggested thatword recog-
nition would be organized in sequential computational steps that would
be activated in a purely feed-forward fashion and that would depend on
neural detectors hierarchically organized along the visual stream. In this
framework, non-orthographic representations (i.e., phonological or se-
mantic) would not be triggered as long as orthographic processing
would not be completed. Therefore, none of these higher-level represen-
tations would contribute to orthographic processing (Simos et al., 2002;
for a discussion, see Carreiras et al., 2014).

However, the functional role of left vOT (or VWFA) is still actively de-
bated (e.g., Dehaene and Cohen, 2011; Price and Devlin, 2011). First,
specificity of left vOT to orthographic processing is contested by studies
showing that left vOT is equally activated by pictures of objects and by
words (Sevostianov et al., 2002; Wright et al., 2008; Vogel et al., 2012;
Kherif et al., 2011). Second, meta-analyses have shown that several
other language-related brain regions localized in the left hemisphere
are also activated during reading (Turkeltaub et al., 2002; Jobard et al.,
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2003; Vigneau et al., 2006). These regions include the temporo-parietal
cortex, including inferior parietal and superior temporal regions, as
well as the inferior frontal cortex. Concerning the inferior parietal re-
gions, the supramarginal gyrus (SMG) has been associated with phono-
logical processing (Church et al., 2011; Stoeckel et al., 2009; Price et al.,
1997;Wilson et al., 2011) while the angular gyrus (AG) has been associ-
ated with semantic processing (Price et al., 1997). Concerning the supe-
rior temporal regions, the superior temporal gyrus (STG) has also been
associated with phonological processing (Price et al., 1996; Rumsey
et al., 1997; Simos et al., 2002). The inferior frontal gyrus (IFG), and spe-
cifically its opercular part, has been considered as being implicated in ar-
ticulatory representations (Gitelman et al., 2005; Klein et al., 2015;
Mainy et al., 2008; Pugh et al., 1996; Sandak et al., 2004). Contributions
of these brain regions are consistent with early neurological models of
reading (e.g., Ben-Shachar et al., 2007) proposing that visual processing
in the occipital cortex is relayed to the AG before converging to the left
posterior superior temporal cortex (for a contrasting view concerning
AG, see Price, 2000; Price and Mechelli, 2005).

The non-specificity of left vOT to orthographic processing and,
moreover, its locationwithin a network embedding visual and language
related regions indicate that the activation of left vOT could bemodulat-
ed by brain regions coding for higher-level representations, especially
phonological representations (Prince and Devlin, 2003, 2011). Indeed,
several studies suggest a sensitivity of left vOT to manipulations of
task context and higher-order stimulus properties (Cai et al., 2010;
Twomey et al., 2011; Woodhead et al., 2011; Mano et al., 2013;
Seghier and Price, 2011; Song et al., 2012), and that priming effects on
left vOT are equally induced by orthographic and non orthographic
stimuli (Kherif et al., 2011). These top-down effects could rely on
white matter pathways connecting left vOT to other regions such as
the left temporal lobe through the inferior longitudinal fasciculus, the
left prefrontal cortex through the inferior fronto-occipital fasciculus,
and the left vertical occipital fasciculus that projects to the lateral occip-
ital parietal junction, including AG and the left lateral superior occipital
lobe (Yeatman et al., 2013, 2014; for a review on diffusion tensor and
reading, see Vandermosten et al., 2012). Consistent with these results,
an alternative neural model of reading has been proposed, (i.e., the in-
teractive account, Price and Devlin, 2011; see also Carreiras et al.,
2014) inwhich the activity within left vOTwould reflect the integration
of feedforward information coming from visual inputs and feedback in-
formation coming from areas involved in higher-level processing
(e.g., phonological, semantic).

The literature on visual letters presented in isolation partially mir-
rors the literature and debates on written word processing. Several
studies compared the processing of letters to the processing of different
kinds of visual shapes like faces (Tarkiainen et al., 2002; Wong et al.,
2009), digits (Polk and Farah, 1998), single geometric shapes (Garrett
et al., 2000; Flowers et al., 2004), objects (Joseph et al., 2003), or unfa-
miliar characters (Wong et al., 2009). Overall, these results suggest sen-
sitivity to letters of an area within the left vOT that is slightly more
anterior and medial than the VWFA. More recently, Rothlein and Rapp
(2014) found that this area was insensitive to letter case and to letter
names, while being sensitive to letter identity. The left vOT could there-
fore be the host of an abstract level of representation for single letters,
while being immune to higher-level representations.

However, a series of studies challenged the selective account of this
area to letters by applying more rigorous definitions of selectivity.
Pernet et al. (2005) showed that the left and right vOT were activated
in a similarmanner by Roman, non-Roman letters and symbols in a dis-
crimination task. The categorization task in the same experiment
showed significantly less activation for the Roman letter category with-
in left vOT, as compared with non-Roman letters and symbols. Flowers
et al. (2004) showed that a portion of left vOTwas only significantly en-
hanced by attending to the alphabetic properties of letters, and not by
attending to low level visual components (i.e., such as the color).
Joseph et al. (2006) partially replicated the results of Pernet et al.

(2005) by showing a differential activitywithin left vOT between letters
and other objects, solely appearing in a silent reading task. Taken to-
gether, these results suggest that there would be a form of top-down
modulation of left vOT by higher-level representations while attending
to single letters.

Another set of studies investigated in adults the effect of learning the
associations between unknown visual symbols and phonological repre-
sentations. Callan et al. (2005) trained participants to learn phonologi-
cal representations associated to a non-native alphabet. In a two-back
identification task on native and non-native alphabets (pre- and post-
learning), they failed to find a modulation of the activity of left vOT
after training but showed an enhancement of AG activity and an in-
crease in psychophysiological interactions between AG and STG. In an-
other study, Hashimoto and Sakai (2004) showed that the activity of
left vOT and the parieto-occipital cortex is enhanced after learning asso-
ciations between unfamiliar characters and speech sounds. They also
observed an enhancement of the functional connectivity between
these areas after learning. However, task-dependent factors might ex-
plain the discrepancies between these two learning studies due to var-
iations in the involvement of phonological recoding. Finally, Xue et al.
(2006) used an artificial language training paradigm in which partici-
pants were successively familiarized with the visual shape, phonology
and semantic of new visual symbols. Results showed a decrease in left
vOT activation after visual training, and an increase in left vOT and IFG
activations after phonological and semantic training. These studies
therefore provide additional evidence on the role of left vOT and related
regions in the phonological recoding of visual symbols.

In the present study, we also used an artificial learning paradigm in
order to further investigate the role of left vOT and related areas in the
development of associations between visual symbols and phonological
representations. The originality of our approach is to manipulate para-
metrically the strength of visuo-phonological (V-P) associations. During
the learning phase, four lists of V-P associations were created and the
strength of these associations was varied across the four lists by manip-
ulating the proportion of correct and incorrect associations. Our hypoth-
esis was straightforward: by varying the strength of V-P associations,
the activation of brain areas involved in phonological recoding should
also vary as a function of the strength of the associations.

In addition to studying the brain regions involved in the develop-
ment of V-P associations, we were also interested in investigating the
time-course of phonological recoding during the acquisition of these as-
sociations. Studies usingmethodologieswithfine-grained temporal res-
olution (e.g., MEG or EEG) and single letters as visual symbols have
provided converging evidence about the dynamics and time-course of
letter perception processes. MEG and event-related potential (ERP)
studies have reported results indicating that low-level visual processing
occurs around 100ms after stimulus onset and that an item-specific ac-
tivity starts after 150 ms (e.g., Carreiras et al., 2013; Rey et al., 2009;
Tarkiainen et al., 1999, 2002; Wong et al., 2005). Using a masked prim-
ing paradigm, Petit et al. (2006) found that a later component, designat-
ed as P260 (220–300 ms), was sensitive to the name of letters,
suggesting that phonological recoding would take place during that
time-window (see alsoMadec et al., 2012). A second goal of the present
study is therefore to further document the time-window during which
phonological representations are accessed and activated by recording
ERPs during the learning phase of V-P associations. Finding an early ef-
fect of these associations on ERPswould provide additional evidence for
top-down influences of phonology on the processing of visual symbols.

In the present study, participants had to learn the associations be-
tween 24 unknown visual symbols (Japanese Katakana characters) and
24 arbitrary names. During the learning phase, four groups of 6 V-P asso-
ciations were created by varying the strength of these associations. This
was done by a parametric manipulation of the proportion of correct and
erroneous associations displayed in a two-alternative forced choice task
that was used during the learning phase. ERPs associated to visual sym-
bols were recorded during that period. The parametric modulation of
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the strength of these associations was then used as a probe for assessing
an effect of phonological recoding on ERPs. One day after the training
phase, participants had to perform a final training on V-P associations
followed by an fMRI session in which the strength of these associations
was again used as a probe for identifying brain regions related to phono-
logical recoding.

2. Experiment

2.1. Participants

Twenty-four participants (14 females), with age ranging from 21 to
36, (mean age= 26.6, σ=3.6) participated in the experiment. All par-
ticipants were right-handed native speakers of French with normal or
corrected-to-normal vision. None of the participants were familiar
with Katakana characters and none of them reported history of psychi-
atric or neurological disorders. All participants received a financial com-
pensation for their participation. This study received a prior approval
from the Ethics Committee of Aix-Marseille University and the CNRS
(N° RCB 2010-A00155-34) and all participants signed a written in-
formed consent before starting the experiment.

2.1.1. Overview of the experiment (Fig. 1a)
The entire experiment was planned on 2 consecutive days. During

the first day, in the afternoon, participants learned the associations be-
tween 24 Katakana symbols and their corresponding names. After
being exposed initially to these 24 V-P associations, participants per-
formed a two-alternatives forced choice (2AFC) task in which, on each
trial, a visual symbol was displayed and followed by one of the 24 pos-
sible names. Participants simply had to produce a yes-response if the
displayed V-P association was correct and a no-response otherwise.

During this learning phase, Katakana symbols were divided into 4
groups corresponding to the 4 learning conditions that were obtained
by varying gradually the exposure to correct associations during the

2AFC task. Out of 6 presentations of each visual symbol, the correct as-
sociation was presented 5 times in the easiest learning condition, and
4, 2, and 1 times in the other learning conditions, respectively. There-
fore, in the most difficult learning condition, participants saw the cor-
rect association only once out of 6 presentations of the same visual
symbol.

During the 2 AFC task, Event-Related Potentials (ERPs) were record-
ed and epoched to the visual presentation of Katakana symbols in order
to track ERP modifications related to the development of these gradual
V-P associations. This learning phase was organized in 12 sessions of 92
trials and every two learning sessions, participants had to perform a
naming task on the 24 Katakana symbols in order to directly test their
acquisition of theseV-P associations. Therewas noERP recording during
the naming task.

During the second day, in themorning, participants startedwith two
learning sessions (identical to the ones done on Day 1) with no ERP re-
cording. They also had to perform one naming task. This initial testing
guaranteed that participants correctly learned the V-P associations. Par-
ticipants were then tested within the MRI and had to perform a
matching task.

2.2. Material

Stimuli consisted in 24 Katakana symbols (Fig. 1b). An arbitrary
name corresponding to a Consonant–Vowel syllable was given to each
of the 24 symbols. This arbitrary name prevented participants from
learning these associations at home between Day 1 and Day 2 (by
searching on the web, for example). Two sets of phonemes, 6 conso-
nants and 4 vowels, were used to create each name by combining all
the consonants to all the vowels. These phonemes were chosen to gen-
erate names that could be easily perceived and produced by native
French speakers. These 24Katakana symbolswere divided into 4 groups
of 6 symbols corresponding to the 4 learning conditions (i.e., Group 1: /
ka/, /la/, /ti/, /bi/, /me/, /re/; Group 2: /ki/, li/, /te/, /be/, /mo/, /ro/; Group

Fig. 1. a) Overview of the experiment over Day 1 and Day 2. b) Katakana symbols used in the experiment, with their associated sound composed of a consonant (in row) and a vowel (in
column). Shades of gray differentiate the four groups of Katakana symbols.
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3: /ke/, /le/, /to/, /bo/, /ma/, /ra/; Group 4: /ko/, /lo/, /ta/, /ba/, /mi/, /ri/).
We controlled for the influence of low-level visual factors, possibly dif-
fering between the 4 groups of Katakana symbols, by associating each of
the 24 (4!) permutations of the four groups to the 4 learning conditions
(L1, L2, L3 and L4). Therefore, each participant had a unique association
between each group of Katakana symbols and each learning condition,
and every group of Katakana symbols was associated with every learn-
ing condition 6 times on the whole group of participants.

A set of 26 uppercase Roman letters, displayed in the Inconsolata
font,was used as a behavioral baseline condition in order to compare re-
sponse times and accuracies for the four learning conditions to the per-
formance on overlearned V-P associations (i.e., letters with their
names). Six Roman letters were used in this baseline condition (D, F,
L, P, R and V) and the remaining letters were used as fillers.

Sound files corresponding to the names of all stimuli (24 Katakana
and 26 alphabetical letters) were recorded by one of the experimenters
(AR) and digitized at 44,100 Hz in a single channel. Mean durations of
the names were 449 ms and 442 ms, for Katakana and letter names re-
spectively (range and standard deviation for Katakana: [357 429] ms
and 47 ms; for letters: [322 606] ms and 78 ms).

During the 2AFC and naming tasks, all stimuli were presented on a
17″ cathode ray tube (CRT) monitor, with a refresh rate of 60 Hz, as
white signs on an 800× 600 pixels black background (32× 24 cm). Par-
ticipants were seated at 80 cm from the screen. These tasks were con-
trolled by a personal computer using E-Prime (Psychology Software
Tools, Pittsburgh, PA). During the learning phase and the 2AFC task, all
names were presented through in-ears headphones. During the
matching task (onDay 2,within theMRI), stimulus presentation and re-
sponse recording were monitored by a specific software using the Na-
tional Instruments LabVIEWVR environment and a digital hardware.

2.2.1. Learning phase: 2AFC task, ERP recording and preprocessing
On Day 1, after completing informed consent, participants seated

comfortably in a sound-attenuated and dimly lit room. At the beginning
of the learning phase, participants were first presented all the 24V-P as-
sociations. During this initial exposure phase, a trial started with a fixa-
tion cross (‘+’) for 200 ms, followed by an empty screen for 500 ms. A
Katakana symbol was then presented in the middle of the screen for
700 ms together with its associated name. It was followed by an
empty screen of 500 ms. All Katakana symbols were presented at this
stage in a random order.

After this initial exposure to the 24 V-P associations, participants had
to learn these associations while performing a 2AFC task during which
the EEG signal was recorded. In this task, each trial started with a fixa-
tion cross (‘+’) for 200 ms, followed by an empty screen during a ran-
domized duration ranging from 400 to 600 ms (see Fig. 2a). The visual
stimulus (Katakana symbol or alphabetic letter) was then presented in
the middle of the screen. After a randomized duration ranging from
500 to 700 ms, an auditory name was orally presented and the visual
stimulus remained on the screen until the participant's response. Re-
sponse times were recorded from the onset of the auditory name. Feed-
back was finally provided during 300 ms (green checklist symbol for
correct responses and red cross for errors). Each trial ended with an
inter-trial interval that consisted in an empty screen for a randomized
duration ranging from 400 to 600 ms. Participants were requested to
be as accurate and as fast as possible. They were also asked to remain
as relaxed as possible in order to avoid movements that could generate
artifacts on the EEG recording (e.g., eye blinks during the visual presen-
tation of the stimuli or frowning movements).

By manipulating the amount of exposure to the correct associations
during the 2AFC task, 4 learning conditions were created. The 4 groups
of Katakana symbols were assigned to each of these conditions. Out of 6
presentations of each Katakana symbol, the correct V-P association was
presented 1, 2, 4 or 5 times in the L1, L2, L3 and L4 learning conditions,
respectively. Due to this experimental manipulation, participants had
therefore more opportunities to learn the correct association in the L4

condition (by seeing 5 times the correct association out of 6 trials) and
gradually, fewer opportunities in the L3 to L1 conditions (with only
one exposure to the correct association, out of 6 trials, in the L1 condi-
tion). Alphabetical letters were presented with their correct names on
half of the letter trials.

Every symbol from L1, L2, L3, L4 were visually presented 36 times
during the learning phase. Therefore, there were 36 ∗ 6 = 216 trials
for each of the four learning conditions and a total of 4 ∗ 216=864 trials
involving Katakana symbols. Note that the experiment was constructed
so that the name of each of the 24 visual symbols from conditions L1, L2,
L3 and L4 also appeared 36 times (i.e., they were used to construct neg-
ative response trials).

The learning phase was divided in 12 learning sessions, each com-
posed of 92 trials. Among the 92 trials, there were 18 trials from each
learning condition (i.e., 18 ∗ 4 = 72 trials involving Katakana symbols)
and 20 trials involving Roman letters (3 presentations of the 6 letters
taken from thebaseline condition, and onepresentation of two random-
ly selectedfiller letters). The first two trials of a session consisted in filler
trials (i.e., Roman letters) andwere discarded. Trialswere presented in a
quasi-random order with two constraints: two identical visual stimuli
could not be presented successively, and the same constraint applied
to the presentation of two identical names. Participants could take a
break between each session. During the 2AFC task onDay 2, participants
performed two sessions similar to the session on Day 1, but without ERP
recording.

In order to track changes in performance during the learning phase in
Day 1, we divided this phase in 3 parts. Part 1 corresponded to learning
Sessions 1 to 4, Part 2 to learning Sessions 5 to 8, and Part 3 to learning
Sessions 9 to 12. For each of these parts, we tested the parametric modu-
lation of performance following a linear contrast defined by the strength
of the V-P associations for each learning group (see Appendix A).

During the 2AFC task on Day 1, the EEG was recorded from 64 Ag/
AgCl Active-2 pre-amplified electrodes (BIOSEMI, Amsterdam; 10–20
system positions). The vertical electro-oculogram (EOG) was recorded
by mean of one electrode (Ag/AgCl) just below the right eye. The hori-
zontal EOG was recorded with two electrodes (Ag/AgCl) positioned
over the two outer canthi. Analog signal was digitized at 1024 Hz. Elec-
trode offsets were kept below±25 μV. Offline, data were referenced on
the mean of mastoid electrodes. Continuous signals were band-pass fil-
tered by using a butterworth filter of order 4 between 0.02 Hz and 40Hz.
The resulting signals were then epoched between −300 and 1000 ms
before and after the presentation of the visual symbol. We relied on
an independent components analysis (Makeig et al., 1996), as imple-
mented in the runica EEGLAB function (Delorme and Makeig, 2004;
Delorme et al., 2007), to identify artefactual ocular components related
to blink activities. They were identified and removed by visual inspec-
tion of their scalp topographies, time-courses and activity spectra. Sub-
sequently, we re-epoched signals between −100 and 500 ms before
and after the presentation of the visual symbol, and subtracted the aver-
age baseline between−100 and 0 ms from each time-point, electrode-
by-electrode. We excluded all trials with abnormal activities after a
trial-by-trial visual inspection. Finally, a Laplacian transformation
(Perrin et al., 1989; as implemented by Cohen, 2014) was applied to
the epoched signal (maximum degree of Legendre polynomial: 10,
order of splines: 4, smoothing parameter = 10−5). Thereby we obtain-
ed ERPs evoked by the presentation of visual symbols for each of the
learning conditions L1, L2, L3 and L4.

As for the behavioral results, ERPs at the individual level were ana-
lyzed by estimating the linear contrast with weights [−2–1 1 2] associ-
ated to L1, L2, L3 and L4 (see Appendix A). At the group level, we
computed a one-sample t-test through a bootstrap t-approach, by rely-
ing on the LIMO toolbox (Pernet et al., 2011), for every pair (e, t) defined
in the spatial (e) and temporal (t) dimensions. We corrected for multi-
ple comparisons by relying on spatio-temporal clustering (2D cluster-
ing; for additional information see Pernet et al., 2011; Maris and
Oostenveld, 2007).
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2.2.2. Naming task
After having completed two learning sessions (i.e., 2AFC tasks), par-

ticipants had to perform a naming task involving the 24 Katakana sym-
bols presented in a random order. Participants were instructed to name
the symbol as accurately and rapidly as possible. If they could not re-
member the symbol's name, they were asked to remain silent until
the next trial. A trial started with a fixation cross (‘+’) for 200 ms,
followed by an empty screen for 500 ms (see Fig. 2b). A visual symbol
was then presented in the middle of the screen and remained until re-
sponse or 1000 ms. An empty screen was then presented for 500 ms.
Participant's vocal response was completely digitized at 22,040 Hz on
a single channel in order to check for response accuracies and to deter-
mine RTs offline. Given that there were 12 learning sessions, partici-
pants had to perform the naming task 6 times. No feedback was
provided during the naming task.

In order to estimate RTs for vocal responses in the naming task, we
employed a semi-automatic procedure by applying an algorithm
based on Teager–Kaiser operator on digitized responses, which detect
sudden variations of energy in the acoustic signal (Li et al., 2007). We
then visually checked the detected onsets and manually corrected
them when needed. Response accuracy was determined by listening
to every vocal response. Trials with no answer were considered as

errors. No trials were rejected from this analysis. As for the 2 AFC task,
in order to track changes in performance during the learning phase in
Day 1,we divided it in 3 parts. Part 1 corresponded to naming blocks oc-
curring after learning Sessions 2 and 4, Part 2 to naming blocks occur-
ring after learning Sessions 6 and 8, and Part 3 to naming blocks
occurring after learning Sessions 10 and 12. Statistical analyses (RTs
and ACCs) relied on the same procedure as the one used for the 2AFC
task.

2.2.3. Matching task, fMRI acquisitions and preprocessing
During the fMRI recording, participants had to perform a matching

task. A block designwas used for the fMRI recording that was composed
of 4 experimental runs during which functional images were collected.
Each run was composed of 30 blocks, with 6 blocks for each condition
(L1, L2, L3, L4 and Roman letters). The duration of a run was around
8 min.

During a block, a sequence of 5 visual symbols all belonging to a
given condition (L1, L2, L3, L4 or letters) were successively displayed
during 200 ms (see Fig. 2c) with an empty screen presented for
2000 ms between items. At the end of this sequence, an empty screen
was displayed for a duration ranging from 2000 to 2450 ms, followed
by a visual symbol surrounded by a white square (i.e., the target).

Fig. 2. a) Trial description for the 2AFC task. ERP recording involved 12 learning sessions of 92 trials (for a duration of approximately 5 to 6min), inwhich participants learned the names of
visual symbols through this 2AFC task. Over the 12 learning sessions, every visual symbol from L1, L2, L3 and L4was presented in 36 trials. b) Trial description for the naming task. Naming
task occurred after learning sessions 2, 4, 6, 8, 10 and 12. Every visual symbol was presented once during this task. c) Block description for thematching task during the fMRI experiment.
The fMRI procedure involved 4 functional runs. Each functional run embedded 6 blocks, half of them corresponding to a target present block. Duration of each functional run was
approximately 8 min.
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Participants were instructed to press a button located under their right
forefinger if the target was present among the previous 5 visual sym-
bols; they were instructed to press a button located under their right
middle finger otherwise. The target always belonged to the same condi-
tion as the 5 previously displayed symbols. During an experimental run
and for each learning condition (i.e., L1, L2, L3, and L4), 3 blocks
corresponded to a yes-response (target present), and 3 blocks
corresponded to a no-response (target absent). Since there were only
3 blocks corresponding to a “yes” response (target present) and 6 sym-
bols per condition, we controlled that each symbol was used the same
number of times as a target over the 4 runs. Therefore, each symbol
was used 2 times as a target during the whole procedure. Since there
were only 5 slots for the position of the target within the sequence of
5 symbols, and 12 target-present blocks, we quasi randomized its posi-
tion over the entire experiment. Therefore, in each condition, the target
occupied each of the 5 slots at least two times (10 blocks). For the 2 re-
maining blocks, the slot of the target was randomized between slots 2, 3
and 4. No feedback was provided during the matching task.

Before entering the MRI scanner, participants were trained to the
matching task using only letter stimuli and for 4 experimental blocks.
After training, participants entered the MRI body scanner and per-
formed the 4 functional runs. At the end of the session, awhole brain an-
atomical MRI data was acquired.

Functional and anatomical data were collected on a 3-Telsa MRI
body scanner (Bruker, Medspec, Germany) using a 2-channel head
coil. Participants laid in supine position on the scanner bed, with foam
padding applied between the participant's head and the coil, to help
constrain head movement. Stimuli were projected centrally at the
back of the magnet bore, and participants viewed the projected stimuli
through a head-coil mounted mirror placed in front of their eyes.

For functional neuroimaging, functional slices acquisition was axial
oblique, angled −20° relative to AC-PC plane in order to cover the
whole brain. Functional T2*-weighted images were acquired using a
gradient echo-planar imaging sequence, with 36 sequential slices of
3 mm-thick/0 mm-gap (repetition time = 2400 ms, echo time =
30 ms, flip angle =81.6 °, field of view =192 mm, 64 × 64 matrix of
3 × 3 × 3 mm voxels). Whole brain anatomical MRI data was acquired
using high-resolution structural T1-weighted image (MPRAGE se-
quence, resolution 1× 1× 1mm) in the sagittal plane after the function-
al runs. Prior to the functional runs, a fieldmap acquisition (3D FLASH
sequence inter-echo time 4.552 ms) was collected in order to estimate
the B0 inhomogeneity and correct the spatial distortions of functional
volumes.

Concerning fMRI pre-processing, four dummy scans in each run
were discarded in order to ensure that the longitudinal relaxation
time equilibration was achieved. Data was pre-processed and analyzed
using SPM8 (Wellcome Department of Cognitive Neurology, London,
UK). First, processing consisted in including the voxel displacement
map computed using the fieldmap toolbox during the realign and
unwarp procedure for distortion and motion correction. Second, the
high-resolution structural T1-weighted image was coregistered to the
mean EPI image. Third, all MRI volumes were processed with SPM8's
New Segment option to generate gray matter (GM) and white matter
(WM) images of the participants. Fourth, a DARTEL templatewas gener-
ated and (affine-only) spatial normalized to MNI space. Fifth, that
DARTEL template was used to normalize functional data for each partic-
ipant. Last, each participant's normalized functional data was spatially
smoothed using a 6 mm full-width at half isotropic Gaussian kernel.

At the individual level, 12 regressors (one for each experimental
condition: L1, L2, L3, L4, letters and target; one for each parameter of
head movement: translations in x, y and z and rotations about x
(pitch), y (roll) and z (yaw)) were modeled. The experimental blocks
were modeled using boxcar functions convolved with the canonical he-
modynamic response function (HRF). As for the behavioral and ERP re-
sults, regressors associated to L1, L2, L3 and L4 were analyzed by
estimating the linear parametric contrast with weights [−2–1 1 2].

These linear combinations were then integrated at the group levels
through inferential analyseswhich employed non-parametric permuta-
tion methods through FSL's randomize function (Nichols and Holmes,
2002). A one-sample t-testwas performed on the individual linear com-
binations by using the threshold-free cluster enhancement (TFCE)
method, which detects clusters of contiguous voxels without setting
an arbitrary statistical cut-off and which controls for the family-wise
error (FWE) rate at p b .05 (Smith and Nichols, 2009). In order to con-
structs TFCE distribution under H0, 50,000 permutations were comput-
ed. We then used the FWE corrected 1-p maps from the randomize
function to mask raw t-score maps (a similar statistical method was re-
cently employed in Orr and Banich, 2014). Statistical analyses of behav-
ioral results (RTs and ACCs) of the matching task relied on the same
procedure than the one used for the 2AFC and naming tasks.

3. Results

3.1. Behavioral results

3.1.1. Learning task: 2AFC
Results are given in Table 1. Reported p-values indicate the probabil-

ity that a t-value obtained by bootstrap under H0 is above or below the
observed t-value. As shown in Table 1, all statistical tests were signifi-
cant at p b .05. These results indicate that RTs and accuracies in the
2AFC task were gradually and linearly affected by our learningmanipu-
lation involving a gradual strengthening of the V-P associations. These
effects appeared rapidly (i.e., they are already present in Part 1 of the
learning phase), and are still present on Day 2. Fig. 3 reports mean reac-
tion times and accuracies at the group level for each experimental con-
dition and also for letters (taken as a behavioral baseline).

3.1.2. Naming task
Table 2 provides the statistical results and Fig. 3 displays mean RTs

and accuracy for each condition at the group level.
As shown in Table 2, all statistical tests were significant at p b .05.

Again, both RTs and response accuracy were gradually and linearly af-
fected by our learning manipulation involving the gradual strengthen-
ing of V-P associations. This effect also appeared rapidly (as reflected
by the results in Part 1), and was still present on Day 2.

3.1.3. ERPs results
Three participants were excluded from the ERP analysis for exces-

sive artifact on the recorded signals. The average number of trials for
the remaining participants was 826 (range [575–986]). Additional de-
tails on the number of trials per condition and part of the procedure
can be found in Appendix B. Fig. 4a shows the results of this analysis
for every electrode and time point (from −100 ms to 500 ms), and
every part of the learning procedure (first two rows). None of the elec-
trode and time points showed an effect of the learning condition before
Part 3 of the learning phase. The first electrode to display a significant
linear effect was P8 at 200 ms, followed by a cluster of electrodes (P8,

Table 1
Results of the 2AFC task. DV= Dependent Variable; T = observed t-values calculated on
the original sample; p = probability that a t-value obtained by bootstrap under H0 is
above or below the observed t-value; L = mean of the observed linear contrasts; CI =
Confidence Intervals.

Day Part DV T p L CI (95%)

1 1 RT −5.68 b .001 −360 [−495; −226]
ACC 6.51 b .001 0.46 [0.31; 0.61]

2 RT −9.57 b .001 −754 [−924; −584]
ACC 11.38 b .001 0.53 [0.43; 0.62]

3 RT −7.02 b .001 −510 [−672; −347]
ACC 5.62 b .001 0.26 [0.16; 0.36]

2 – RT −8.44 b .001 −453 [−564; −341]
ACC 4.68 0.002 0.18 [0.09; 0.26]
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P10, PO4, PO8) located on right occipital sites between 200 and 345ms.
Another cluster of electrodes showing significant linear effects appeared
on left occipital sites between 300 and 345 ms. As an illustration of the
emergence of these linear effects (bottom of Fig. 4b), we plotted the
mean EEG signal evoked by each condition at the P8 electrode (L1, L2,
L3 and L4). Significant linear effect can be seen in shaded area in Part
3. Moreover, Fig. 4c shows the mean of the linear contrast (LERP) at the
group level and its associated confidence intervals (95%).

3.1.4. fMRI results
After acquisition, three participants (different from the ones exclud-

ed from the ERP analysis) were excluded from further analysis: two

Fig. 3. Descriptive behavioral results for the 2AFC and naming tasks. L1, L2, L3 and L4 correspond to the various learning conditions as defined by the strengths of V-P associations (see
Method for additional information). C corresponds to the letter condition. Part (1, 2, and 3) and Day (1 and 2) of the experiment are indicated in column. Mean RTs and mean ACCs for
the 2AFC are provided in Rows 1 and 2, and mean RTs and mean ACCs for the naming task are provided in Rows 3 and 4. All CI are given at the alpha level 95%.

Table 2
Results of the naming task.

Day Part DV T p L CI (95%)

1 1 RT −4.32 0.002 −2061 [−3182; −939]
ACC 10.39 b .001 0.9 [0.72; 1.08]

2 RT −6.03 b .001 −1459 [−1991; −928]
ACC 11.21 b .001 1.06 [0.86; 1.26]

3 RT −3.85 0.003 −931 [−1456; −406]
ACC 5.42 b .001 0.59 [0.36; 0.81]

2 – RT −3.08 0.004 −463 [−772; −154]
ACC 4.24 0.002 0.5 [0.24; 0.76]
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were excluded on the basis of their low accuracy in the fMRI task
(i.e., 0.61 and 0.46, respectively, while the group mean was 0.89, σ =
0.12; chance level at 0.5) and a third participant was excluded due to
technical problems during the fMRI recording.

There was no linear effect on RTs, t(20)= 0.54, p= 0.6 (CI at 95%=
[−131; 229]), and no linear effect on ACCs, t(20) =−1.26, p = 0.2 (CI
at 95% = [−0.15; 0.03]). We also checked for differences on RTs and
ACCs between the 4 learning conditions using one-way analyses of var-
iance and we found no effect of learning conditions on RTs (F(3,80) =
0.3, p=0.81) or on ACCs (F(3, 80)= 1.61, p=0.2), indicating that par-
ticipants did perform thematching task at similar levels for every learn-
ing condition.

Maximum intensity projection of significant t-values is given in
Fig. 5, and was created using the scikit-learn package (Pedregosa et al.,
2011). Detailed quantitative descriptions of the significant clusters are
given in Table 3. Five clusters emerged from the TFCE procedure. Cluster
#1 was located on the left fusiform gyrus (peak location: [−33, −42,
18], t(20)=5.21; 31 voxels). Cluster #2was located in the left temporal
lobe in a location corresponding to STG (peak location [−54,−30, 18],
t(20) = 5.01; 69 voxels). Cluster #3 was located in the left supplemen-
tarymotor area (left SMA; peak location [−6,−9, 54]; t(20)=6.01; 33
voxels). Cluster #4was located on the leftmedial frontal gyrus (peak lo-
cation: [−6, 63,−18]; t(20)= 4.71; 55 voxels). Cluster #5was located
in the left and right posterior cingulate cortices (peak location: [6,−63,
15]; t(20)=4.40; 54 voxels). Fig. 6 provides slice views of the three first
clusters, arranged spatially and centered on the location of their maxi-
mal t-values, together with a descriptive representation of the mean

magnetic resonance (MR) signals extracted from these clusters (by
learning condition, mean linear contrasts and associated 95% CIs).

4. Discussion

In this study, we gradually manipulated the strength of visuo-
phonological (V-P) associations that participants had to learn and we
used this gradual V-P knowledge as a probe to assess the parametric
modulation of cerebral activities through ERP and fMRI recordings.
Three main results were obtained. First, at a behavioral level, we
found that our experimental manipulation was successful since

Fig. 4. ERP results. a) Uncorrected and corrected results testing for a linear effect of the learning conditions on ERPs, on the entire spatial and temporal dimensions. Time 0 corresponds to
the visual presentation of Katakana symbols. b) Illustration of the linear effect on electrode P8. c) Mean linear effect at the group level and its associated CI at 95% for electrode P8.

Fig. 5. fMRI results for a linear effect of the learning conditions, with maximum intensity
projection of significant t-values. Circled numbers correspond to clusters showing
significant linear effects.
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response times and accuracies were monotonically affected by the
strength of V-P associations, both in the 2-AFC and in the naming
tasks. Second, during the acquisition of V-P associations in the 2-AFC
task, we found that ERPs were also affected by the strength of these as-
sociations in the last part of the experiment, with significant effects
emerging on right occipital sites between 200 and 345 ms post-
stimulus onset and on left occipital sites between 300 and345ms. Final-
ly, during thematching task in the fMRI experiment, we found that five
brain regions were affected by the strength of V-P associations: the left
fusiform gyrus (left vOT), the left temporal lobe (including STG), the left
supplementarymotor area (left SMA), the left medial frontal gyrus, and
the left and right posterior cingulate cortices.

4.1. Behavioral results

The results from the 2-AFC and the naming tasks showed that our
experimental manipulation indeed allowed us to create four levels of
V-P associations. By controlling thenumber of times correct associations

were presented to participants during the 2-AFC task, we were able to
create arbitrary V-P associations varying gradually in their strength. In
the 2-AFC and naming tasks, this graded effect appeared both on RTs
and accuracies, and it was present from the first part of the experiment
until the last experimental session, on Day 2. Overall, performance in
the four experimental conditions increased progressively during the ex-
periment but never reached the performance obtained on Roman let-
ters. Although accuracy on Day 2 was almost as good in the L4
condition (i.e., the strongest V-P associations) as for Roman letters,
RTs in the naming task were still much slower for the learned associa-
tions and were still on average greater than 1 s. This indicates that par-
ticipants would likely need more training in order to reach the same
level of performance as obtained for over-learned associations like fa-
miliar letters. Crucially, however, the fact that graded performance
was obtained as a function of V-P association strength indicates that
our manipulation was successful and can therefore be used as a probe
for tracking the time-course of phonological recoding in ERPs and the
underlying neural generators revealed in the MRI signal.

Table 3
Significant clusters for the linear contrast [−2–1 1 2] associated to L1, L2, L3 and L4 conditions. Reported values are for the peak of activation, local maxima and for each cluster. Due to the
size of cluster 3 (59 voxels), local maxima within this cluster are indicated. Coordinates are in MNI space.

Cluster # Anatomical
label

Number of voxels t-Values at peak
coordinates

t-Values at global
maxima

Coordinates (MNI)

x y z

1 Left fusiform gyrus 31 5.21 – −33 −42 −18
2 Left superior temporal gyrus 69 5.01 5.01 −54 −30 18

4.37 −36 −36 21
3.96 −48 −42 12

3 Left supplementary motor area 33 6.01 – −6 −9 54
4 Left frontal superior medial 55 4.71 4.71 −6 63 18

4.64 0 57 15
4.29 −9 57 12

5 Posterior cingulate 54 4.40 4.40 6 −63 15
4.02 −15 −57 9
3.91 −6 −54 15

Fig. 6. fMRIs results. Slice viewof the peak activations for the threemain significant clusters (from Fig. 5 and Table 3), displayed on the T1 underlay from the Conte69 Atlas (Van Essen et al.,
2012; implemented on the Connectomeworkbench software version 1.0). Cluster 1 corresponds to left fusiform gyrus, Cluster 2 corresponds to left superior temporal gyrus, and Cluster 3
corresponds to left supplementary motor area. For descriptive purposes, we also represented the mean MR signals extracted from whole clusters by condition. Additionally, mean linear
contrasts values computed over clusters are given. All CI are given at the alpha level 95%.
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4.2. ERPs results

ERPs were recorded during the 2-AFC task and we found a significant
linear relationshipbetweenERPs and the strength ofV-P associations dur-
ing the last part of the experiment. This linear effect emerged on right oc-
cipital sites around 200 ms post-stimulus onset and on left occipital sites
around 300 ms. This finding is consistent with previous studies on letter
perception indicating that phonological recoding starts on average
around 220 ms post-stimulus onset and lasts until response selection at
around 300 ms (Petit et al., 2006; Madec et al., 2012, 2016).

One can note, however, that the onset of the linear effect appears on
right occipital sites at around 200 ms (occurring slightly later than the
N170 component, see Fig. 3b). Since we applied a Laplacian filter on
the data, which improved spatial resolution for the collected ERPs
(e.g., Nunez and Srinivasan, 2006; Cohen, 2014), the generators of this
linear effect are likely localized in the right hemisphere. This right later-
alization does not seem consistentwith a straightforward interpretation
related to phonological recoding, given that structures supporting pho-
nological processing have been previously localized in the left hemi-
sphere (e.g., Vigneau et al., 2006).

Interestingly, this result can be related to ERPs studies reporting lat-
eralization of theN170 component depending on reading expertise (i.e.,
Maurer et al., 2005; Yum et al., 2011). For example, Maurer et al. (2005)
found a right occipito-temporal N170 component differing between
words and symbol strings, but only for children with a high knowledge
about letters. On the contrary, Yum et al. (2011) reported that the same
contrast on adult participants revealed a N170 effect localized on left
occipito-temporal sites. The right lateralized effect in children was
interpreted as a precursor of literacy linked to visual familiarity with
print. This right lateralization of the N170 effect would then be present
at the early stages of the acquisition of V-P associations and would re-
flect a predominance of visual processing. The left lateralization would
come later during learning and would be associated with the matura-
tion and stabilization of phonological recoding. Moreover, in pre-
literate children, the N170 has been proposed as a potential biomarker
that could predict later reading ability, with a positive correlation be-
tween the N170 amplitude over the right hemisphere at preschool age
and the number of words read two years later (Brem et al., 2013).

In a later study, Maurer et al. (2010) trained adult participants to as-
sociate symbol-word pairs (i.e., ortho-phonological associations) and
compared ERPs pre- and post-training in the context of a one-back
task. They observed a pre-/post-training difference on the N170 emerg-
ing solely on right occipital sites that was interpreted in terms of visual
familiarity with the novel learned symbols. The combination of the one-
back task, which does not necessarily require phonological recoding,
along with the short training duration could indeed limit the access to
phonological representations and enhance visual processing.

In two other studies (Yoncheva et al., 2010; Yoncheva, Wise, &
McCandliss, 2015), adults had to learn new visual symbols and their
names in the context of a reading verification task (bymatching these vi-
sual symbols to their auditory representations, which requires greater
phonological recoding than a one-back task). These studies reported
that the laterality of the N170 effect depended on learning instructions.
Participants who had to associate holistically these symbols to phonolog-
ical representations (as in a logographic language, see Mei et al., 2013)
displayed a larger N170 component on right occipital sites, while partici-
pants who had to associate parts of these symbols to phonemes (like
grapheme-to-phoneme associations in alphabetic languages, see also
Mei et al., 2013) displayed a larger N170 component on left occipital
sites. These results suggest greater recruitment of left-lateralized
networks would occur when processing is directed toward grapheme-
to-phoneme mapping.

Similarly, Stevens, McIlraith, Rusk, Niermeyer, and Waller (2013)
tested participants in a one-back task with letters and pseudo-letters.
They found a larger N170 in the left hemisphere for letters (relative to
pseudo-letters) when participants tended to retrieve letter names and

a larger N170 in the right hemisphere when participants tended to per-
form the one-back task on a visual basis. This result suggests that later-
alization of the N170 for single letters varied according to the degree of
phonological retrieval.

Taken together, these variations in the lateralization of the N170
could account for the right hemisphere localization of the present linear
effect of V-P associations. Indeed, instead of considering that the effect
starting around 200 ms is directly due to the strengths of V-P associa-
tions, the right lateralization of this effect could be interpreted as a
side effect of phonological recoding. Because phonological recoding is
still weak for some of these associations, participants would have to al-
locate more resources to visual processing in order to compensate for
the weaker V-P associations. The fact that mean naming times were
twice as long for Katakana symbols relative to Roman letters also indi-
cates that phonological recoding was not yet automatized.

Our results thereby complement the findings of Maurer et al. (2010)
and Yoncheva et al. (2010, 2015). Consistent with Maurer et al. (2010),
we found differential activities on right occipital sites after learning to as-
sociate visual symbols to their names. In line with Yoncheva et al. (2010,
2015), this right hemisphere activity could be interpreted as a by-product
of weak V-P associations that would lead to greater visual processing. The
later linear effect obtained around 300–330 ms on left occipital sites
would more likely reflect phonological recoding processes that would
be delayed in time relative to overlearned symbols such as Roman letters.

4.3. fMRI results

In the fMRI experiment, the main result concerns the activation of
the left fusiform region that varied linearly with the strength of V-P as-
sociations (see Fig. 5). Its location, in left vOT at MNI coordinates (−33,
−42, −18) is slightly more medial than the reported locations of the
VWFA (e.g., Cohen et al., 2002) but is consistent with the results of sev-
eral fMRI studies on isolated letters (e.g., James and Gauthier, 2006;
Rothlein and Rapp, 2014).1 This observed sensitivity to the strength of
V-P associations suggests that this area is not only affected by purely vi-
sual factors but also by higher-level representations involving phonolo-
gy (Price and Devlin, 2011; see also Carreiras et al., 2014). This result is
also consistent with several other studies reporting an effect of phono-
logical processing on activity in the left fusiform gyrus (e.g., Pugh et al.,
1996; Hagoort et al., 1999; Paulesu et al., 2000; Levy et al., 2008). It in-
dicates that activity within the left fusiform gyrus could benefit from
top-down influences coming from regions involving phonological rep-
resentations (Price and Devlin, 2011).

Note that this particular pattern of BOLD responses that increase
with the strength of V-P associations might be enhanced by the
matching task used in the present experiment. Indeed, Mano et al.
(2013) recently showed that left vOT responses associated to words
and pseudowords, as compared to consonants strings, were enhanced,
but only in the context of an overt naming task and not in a nonlinguis-
tic visual task (for a similar account on single letters, see also Flowers
et al., 2004). These task dependent variationsmight explain previous in-
consistent findings obtained in studies using a similar experimental
learning paradigm (i.e., Callan et al., 2005; Hashimoto and Sakai,
2004). Indeed, while Callan et al. (2005) did not find any difference on
left vOT when employing a 2-back task, Hashimoto and Sakai (2004),
by asking participants to perform an audiovisual matching task, found

1 One can note that the coordinates of the region in left vOT varyingwith the strength of
V-P association are more medial than coordinates of the location reported in Hashimoto
and Sakai (2004), who showed that learning affected the left posterior inferior temporal
gyrus (left PITG) at coordinates (−54, −51, −18) that was dissociated from an area in-
sensitive to learning at coordinates (−36,−42,−24). The authors interpreted this disso-
ciation as reflecting differential functional roles between these regions, with activity in left
PITG reflecting the integration of newly learned visual and phonological associations,
while activity in the other region reflecting the processing of already acquired associa-
tions. The discrepancy with our results could be inherent to ourmanipulation of V-P asso-
ciations that could recruit regions involved both in new and already acquired associations.
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an effect on left vOT. Therefore, tasks involving greater phonological
processing could induce stronger modulations of left vOT activity.

Computation of phonological information is also considered to rely
on temporal regions that were significantly activated in the present
study (e.g., Simos et al., 2002), with a linear effect observed in a cluster
of large size (69 voxels) encompassing STG at MNI coordinates (−54,
−30, 18). The STG, located in the left posterior superior temporal area
(mainlyWernicke area), has been associatedwith an increase of activity
when a task requires phonological processing, in the presence (Moore
and Price, 1999) and absence of orthographic stimuli (Demonet et al.,
1992, 1994). It has been shown that STG is more responsive to ortho-
graphic stimuli than objects, with an enhanced activity when the ortho-
graphic stimuli had to be read aloud (Moore andPrice, 1999).Moreover,
Graves et al. (2008) suggested that STGwas implicated in accessing lex-
ical phonology. Therefore, the linear effect observed in this cluster likely
reflects a form of phonological recoding of visual stimuli.

However, we did not find any evidence for a linear effect on SMG,
despite the fact that this structure has been reported as showing an in-
creasing activity during the acquisition of new languages (Cornelissen
et al., 2004; Breitenstein et al., 2005) and an increase of its white matter
when learning novel speech sounds (Golestani et al., 2002). This ab-
sence of activity related to SMG is probably due to the difference in
time-scale between these studies and the present one. In the present
work, the acquisition of V-P associations was achieved in a short time-
window (i.e., less than a day) while language acquisition usually takes
place over much longer periods of time.

Activation of Cluster 3, peaking within SMA at coordinate (−6,−9,
54) was unexpected, mainly because the present fMRI task did not re-
quire overt production of the displayed visual symbols. However,
meta-analyses (Indefrey and Levelt, 2004; see also Indefrey, 2011) indi-
cate that SMA is active both in covert and overt word-reading tasks. Al-
though its specific role in covert reading is not totally clear, Carreiras
et al. (2006) showed that low-frequency words induced more activity
in left SMA than high frequency words in a lexical decision task, and
interpreted this effect as reflecting greater demands on phonological
processing. Therefore, because participants in the present study had to
actively maintain visual symbols in short-term memory until the pre-
sentation of the target, it is very likely that participants relied on phono-
logical recoding and on some form of covert articulation. Results from
theworkingmemory literature also suggest that inner phonological/ar-
ticulatory rehearsal increases activity of left SMA (Jonides et al., 1997).
Therefore, the observed activity of left SMA in the present study likely
reflects a form of inner speech (or the involvement of the phonological
loop) allowing participants to actively maintain in working memory
previously encountered visual symbols during a trial.

It is also interesting to note that we did not find any differential activ-
ity in the pars orpercularis of IFG,which has been reportedmultiple times
in studies involving phonological recoding (e.g., Woodhead et al., 2014;
Cai et al., 2010) and which seems to be also involved in encoding articu-
latory information (Klein et al., 2015). However, because participants
only had to read aloud every visual symbol 7 times, this might not be suf-
ficient enough to develop distinct articulatory representations corre-
sponding to our four levels of phonological recoding. This could explain
why we did not find a linear effect in the pars orpercularis of IFG.

Two unexpected brain regions were also active in the present experi-
ment: the left medial frontal gyrus and the left and right posterior cingu-
late cortices. Previous studies have not particularly linked these regions to
phonological processing or to variations in V-P associations. Their activa-
tion is therefore more likely related to the paradigm used in the fMRI ex-
periment. Indeed, this task can be considered as a typical working
memory task that requires maintaining and processing a sequence of
stimuli. Variations in the strength of V-P associationsmay therefore be re-
lated to variations in workingmemory load affecting the left medial fron-
tal gyrus (e.g., O'Hare et al., 2008). Similarly, it has been suggested that the
posterior cingulate cortex and a medial frontal region incorporating por-
tions of the medial frontal gyrus and ventral anterior cingulate cortex

are components in a default mode network that is engaged during rest
and disengaged during cognitive tasks (e.g., Hampson et al., 2006). In
the present situation, engagement of these regions could be associated
with variations in processing V-P associations.

Finally, we found an effect of the strength of V-P associationsmainly
located in the left hemisphere in the fMRI study, while this effect ap-
peared in the ERP study on right occipital sites between 200 and
345 ms, and on left occipital sites between 300 and 345 ms. Two lines
of arguments may account for this apparent inconsistency. First, dis-
crepancies between ERP and fMRI results are frequently reported and
attributed to the specific sensitivity of each brain imagingmethodology.
Due to the different nature and time-scales of the recorded signals in
fMRI and ERPs, the two methods do not necessarily converge (Vitacco,
Brandeis, Pascual-Marqui, & Martin, 2002).While the ERPmethod is ef-
ficient in detecting rapid, transient and synchronous activities requiring
small metabolic demands (Furey et al., 2006), fMRI is efficient in detect-
ing sustained activities (Vitacco et al., 2002). Therefore, it has been sug-
gested that fMRI might not be sensitive enough to detect transient
activities (e.g., the N170 component, see Brem et al., 2013). Second,
there are important differences in the experimental procedures used
in the ERP and fMRI studies. For example, the fMRI experiment was a
working memory task requiring participants to memorize series of
five Katakana symbols that were presented for short durations
(i.e., 200 ms per item; see Fig. 2c) and that were separated by a blank
screen for 2000ms. These experimental parameters were chosen inten-
tionally to force participants to recode phonologically the Katakana
symbols. This might explainwhywe observed a clearer pattern of activ-
ity mainly located in the left hemisphere in the fMRI experiment.

To conclude, the present set of results is consistent with Price and
Devlin's (2011) interactive account, according to which left vOT is a
brain region in which visual representations and higher-level represen-
tations (i.e., phonological representations in the present study) are inte-
grated in the processing of visual symbols. Because STG has been
previously linked to phonological recoding and is also sensitive to our
present manipulation of V-P associations, it is likely that phonological
recoding occurs within this region and subsequently affects activity in
left vOT through top-down influences.
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Appendix A. Testing the parametric modulation of performance
using a linear contrast

At the individual level, we first calculated median reaction times
(RTs) and mean accuracies (ACCs) of responses, for each of the three
parts of the learning phase and for each of the four learning conditions.
Note that no trials were rejected.

We then integrated these central tendency measures in linear con-
trasts as defined by:

LsRT ¼ −2MdsL1−MdsL2 þMdsL3 þ 2MdsL4

and

LsACC ¼ −2xsL1−xsL2 þ xsL3 þ 2xsL4

with MdsL1, MdsL2, MdsL3, and MdsL4 corresponding respectively to
the median RT of L1, L2, L3, and L4 for participant s, and xsL1, xsL2, xsL3,
xsL4 corresponding respectively to mean accuracies of L1, L2, L3, L4 for
participant s. Weights associated to each condition [−2–1 1 2] were
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defined according to distances between the strength of the V-P associa-
tions for L1, L2, L3, and L4 obtained by the experimental manipulation.

At the group level, we assessed the significance of linear contrasts by
using a one sample t-test, with the null hypotheses defined byLRT ¼ 0
and LAcc ¼ 0. We employed a bootstrap-t approach (Wilcox, 2011), in
which subjects are drawn randomly with replacement. Dependent
variables (RTs or ACCs) were first centered around the means, and for
each bootstrap (B = 1000) a one sample t-test was performed. Results
from this t-test under the null hypothesis were stored for each bootstrap.
As a result, a distribution of T values under H0 was estimated, therefore
allowing the estimation of the 0.025 and 0.975 quantiles (corresponding
to a bilateral test with p b .05). We then tested if the observed t-values
on the original data belonged to the extremes of these quantiles.

Appendix B. Number of trials included in each condition for the ERP
analysis

Part 1 Part 2 Part 3

L1 L2 L3 L4 L1 L2 L3 L4 L1 L2 L3 L4

1 68 68 66 64 69 70 64 63 60 66 69 61
2 52 56 50 56 52 52 57 54 52 45 50 47
3 52 54 60 55 52 52 52 51 47 52 54 58
4 66 69 70 69 68 66 66 69 62 62 59 65
5 57 62 63 62 55 53 53 56 64 58 62 62
6 57 52 50 55 54 60 56 53 59 58 57 58
7 65 65 67 67 55 46 50 41 52 49 50 48
8 60 62 60 61 58 64 59 63 66 62 61 66
9 56 51 52 51 51 48 58 45 61 54 59 55
10 51 54 57 52 52 48 47 45 61 63 59 65
11 57 56 56 54 62 62 65 69 37 52 36 45
12 46 37 40 44 53 45 47 41 49 53 46 47
13 64 64 65 62 62 63 62 56 55 44 48 58
14 55 56 61 49 56 57 52 56 57 60 54 61
15 – – – – – – – – – – – –
16 56 54 55 58 51 54 53 58 56 66 58 63
17 43 36 41 41 39 39 41 50 39 43 48 44
18 – – – – – – – – – – – –
19 37 44 38 43 40 41 37 41 35 30 41 36
20 51 53 53 52 59 65 61 55 59 62 60 60
21 63 67 62 61 70 58 61 66 50 56 54 57
22 43 48 42 54 56 59 59 57 53 55 51 50
23 – – – – – – – – – – – –
24 61 54 58 67 62 59 62 50 56 63 55 59

M 55.6 55.4 55.3 55 56 56 55 55 54 55 54 55
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