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A Local Separation Principle via Dynamic
Approximate Feedback and Observer

Linearization for a Class of Nonlinear Systems
M. Sassano and A. Astolfi, Fellow, IEEE

Abstract—A separation principle for a class of nonlinear
systems inspired by the techniques of feedback lineariza-
tion and observer design with linear error dynamics is dis-
cussed. The output feedback construction combines strate-
gies for approximate feedback linearization and observer
design, which are of interest per se, yielding a dynamic
control law that ensures a linear, spectrally assignable,
behavior from the certainty equivalence input mismatch to
the extended state of the system and the observer. The
first ingredient, namely the approximate feedback lineariza-
tion strategy, can be applied, under mild conditions, also
to nonlinear systems that are linearly uncontrollable - or
that do not possess a well-defined relative degree in the
case of a given output function - yet providing a chain of
integrators of length equal to the dimension of the state in
the transformed coordinates. Interestingly, a systematically
designed nonlinear inner loop enables use of linear design
techniques, e.g. pole placement. The observer design, on
the other hand, employs an additional dynamic extension
that allows to assign the local dynamic behavior of the error
dynamics independently from its zeros, differently from the
classic high-gain observer design. The paper is concluded
by presenting several numerical simulations, including an
output tracking control problem for the Ball and Beam
model that does not possess a well-defined relative degree.

Index Terms— Feedback linearization, Nonlinear sys-
tems, Observers design, Stability of NL systems

I. INTRODUCTION

The problem of exact feedback linearization consists in
determining a state feedback control law and a change of co-
ordinates in the state-space with the objective of transforming
a given nonlinear control system into a linear and controllable
one [13]. It has been shown that the solution to the above
problem hinges upon the existence of an output function such
that the system possesses a well-defined relative degree equal
to the dimension of the state of the original nonlinear system
[13]. The construction of such a function can be recast into the
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- typically daunting - task of solving a system of first-order
linear partial differential equation.

As a consequence, in the last decades significant research
effort has been devoted to the construction of approximate so-
lutions to the problem of exact feedback linearization [3], [4],
[23]. In the comprehensive survey [9] the different approaches
are discussed and categorized depending on the specific no-
tion of approximation considered, namely partial linearization
techniques, initiated in the seminal paper [23], linearization-
oriented modeling [8], [10], nonlinearity measures [7], [30]
and linear model-matching. In [12], [15], [16], [25] state
feedbacks are designed in such a way that the nonlinear
system, though not feedback linearized, exhibits a linear input-
output behavior. In particular, the structure of the closed-loop
systems obtained in [15] is reminiscent of the one derived here.
However, two main differences must be stressed. First, the
dimension of the linear subsystem matches that of the original
nonlinear system and, second, the construction is not based on
the definition of specific controlled-invariant distributions but
relies on a systematic design technique.

Similarly to the above state feedback stabilization problem,
also for the observer design task several solutions have been
proposed in the literature. Most of such implementations
are intrinsically related to the well-known high-gain observer
design [21], [22], [33] or to Luenberger-like observers [1],
[19], [24]. A somewhat different direction of research has
been created with the definition of the Observer Linearization
Problem [13], in which the objective consists in constructing
observers that yield a linear and spectrally assignable error
dynamics, possibly modulo a change of coordinates. The
construction, however, is based on rather strong assumptions
and involves the solution of a partial differential equation.

It is then not surprising that, in its most desirable con-
figuration the solution of the output feedback stabilization
problem - which is of paramount importance from theoretical
and practical perspectives, as testified by the extremely large
literature on the topic - typically hinges upon the combination
of the two separate ingredients above: the construction of
a stabilizing state feedback and the design of an observer
to reconstruct the state of the system, [6], [14], [17], [20],
[26]–[28], [31], [32]. It is well-known, as entailed by the
celebrated Separation Principle, that for linear systems these
two components may be designed independently from each
other and then combined to create an output feedback stabilizer
[18], whereas a similar implementation in the nonlinear setting
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has represented a long-standing challenge.
The main contribution of this paper is threefold. First, we

discuss a control design methodology that allows to immerse
any nonlinear system with state of dimension n into an
extended system that comprises a chain of n integrators,
hence defining an approximate feedback linearization strat-
egy. The result is achieved under mild assumptions on the
nonlinear system, which is not required for instance to be
linearly controllable, a necessary condition (also sufficient for
planar nonlinear systems) for exact feedback linearization.
The construction does not involve the solution of any pde,
while exploiting the evolution of a dynamic extension driven
by the state of the system. The overall architecture consists
of a nonlinear inner loop that enables use of linear design
techniques, e.g. pole placement, even for linearly uncon-
trollable systems. The technique is also employed to solve
two classical design problems for nonlinear control systems:
local asymptotic stabilization of a desired equilibrium point
and (local) asymptotic tracking of reference signals, even for
systems not possessing a well-defined relative degree. Then,
inspired by the spirit of the observer linearization problem
and mimicking (in a dualized manner) the rationale behind
the construction of the feedback linearizing control law, we
propose an observer design technique that allows to arbitrarily
assign the poles of the local behavior of the error dynamics
without affecting (part of) its zeros. Finally, the two above
techniques are combined together to yield an output feedback
design architecture such that the behavior from the certainty
equivalence input mismatch to the extended state of the system
and the observer is linear and spectrally assignable.

The rest of the paper is organized as follows. In Sec-
tion II-A the main results concerning approximate feedback
linearization are discussed in the case of planar systems.
Such results consist essentially in illustrating the design of
dynamic control laws that allow, firstly, to obtain an extended
system comprising a double integrator, namely characterized
by a linear input/output behavior, in which the trajectories
of the original system are immersed, then to enforce (local)
asymptotic stability of a desired equilibrium point and finally
to achieve asymptotic tracking of a reference signal. Similar
statements are then extended to general nonlinear systems in
Section II-B. The main topic of Section III is the design of
observers inspired by the approach of observer linearization
for autonomous nonlinear systems, hence providing a dual
implementation with respect to the topics of Sections II-A and
II-B. The two above techniques are then combined to define
an output feedback design strategy that enjoys the interesting
features of each of the approaches as extensively discussed in
Section IV. Finally, the performances of the proposed control
design techniques are assessed, in Section V, by means of
several numerical examples, encompassing a locally uncontrol-
lable planar system with a non-hyperbolic equilibrium point
and the Ball and Beam model, while conclusions are drawn in
Section VI. A preliminary version of this paper has appeared
in [29]. With respect to [29], herein we present novel results
on observer design and a nonlinear separation principle, in
addition to the proofs of the main results for approximate
feedback linearization as well as more detailed discussions.

II. APPROXIMATE FEEDBACK LINEARIZATION FOR

NONLINEAR SYSTEMS

The aim of this section is to present a systematic technique
that allows, under mild assumptions, to immerse a nonlinear
system of dimension n into an extended system that comprises
a chain of n integrators - namely providing a linear in-
put/output behavior - which contain all the components of the
original nonlinear system. The result is achieved by means of
a coordinate transformation and a dynamic feedback, and does
not rely on feedback linearizability. The approach is initially
discussed in the case of planar nonlinear systems to highlight
the rationale of the construction without the additional burden
of notation yielded by higher-dimensional systems, which are
dealt with in Section II-B. Note that a similar exposition
approach is adopted also in Sections III and IV.

A. Planar Systems

Consider planar nonlinear systems described by

ẋ = f(x) + g(x)u , (1)

with x(t) = [x1(t), x2(t)]
⊤ ∈ R

2 denoting the state of the
system and u(t) ∈ R denoting the control input. The mappings
f : R2 → R2 and g : R2 → R2 are assumed to be
sufficiently smooth. Moreover, suppose that xe ∈ R2 is an
equilibrium point of system (1) with u = 0, namely f(xe) = 0.
Throughout the rest of the paper we suppose that xe = 0. The
objective of the following statement consists in extending the
machinery associated to feedback linearization also to systems
that are not feedback linearizable in the classical sense. In
fact, note that the planar system (1) is locally feedback
linearizable if and only if its linear approximation around xe is
controllable, which is not assumed here. To provide a concise
statement, let A , ∇xf(x)|x=0 and B , g(0) denote the
matrices defining the linear approximation of (1) around the
origin. Moreover, the Lie derivative of the function h along
the vector field f , namely (∂h/∂x)f(x), is denoted by Lfh.
To avoid cumbersome notation, recall the standard notation
for repeated Lie derivatives, namely

Lf1h(x) =
∂h(x)

∂x
f1(x) ,

Lf2Lf1h(x) =
∂Lf1h(x)

∂x
f2(x) ,

(2)

with function h : Rn → R and mappings fi : Rn → Rn for
i = 1, 2, or, if f1 = f2 = f , L2

fh(x) = (∂Lfh(x)/∂x)f(x).
Proposition 1: Consider the planar nonlinear system (1)

and define the mapping ψ : R3 → R3 as

[

z
ξ

]

=

[

ψz(x, ξ)
ξ

]

=





Hx+ ξ
Lf(Hx) − κξ

ξ



 , ψ(x, ξ) .

(3)
Suppose that there exist a matrix H ∈ R1×2 and a constant
κ ∈ R such that (C1)

1) the matrix
O =

[

H⊤ (HA)⊤
]⊤

(4)

has rank 2;
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2) HAB + κHB 6= 0.

Consider the system (1) in closed loop with







u =
1

r(x)
(s(x, ξ) + v)

ξ̇ = −κξ − Lg(Hx)u ,
(5)

with r(x) = LgLf (Hx) + κLg(Hx) and s(x, ξ) =
−L2

f(Hx) − κ2ξ. Then, the behavior from the input v to the
output ŷ , z1 of system (1)-(5) in the (z, ξ)-coordinates is
locally described by a double integrator, namely ŷ(2) = v.
Moreover, the Jacobian matrix ∇xψz(x, ξ)|(x,ξ)=(0,0) is non-
singular. ⋄

Proof: To begin with note that condition (C1) implies that
the mapping ψ defined in (3) is a local diffeomorphism around
(x, ξ) = (0, 0), hence a valid local change of coordinates.
By employing the definition of the control input u, which
is locally well-defined by item (C2) of the statement since
r(0) = HAB+κHB, and the dynamics of ξ as in (5), in the
transformed coordinates the system (1)-(5) is described by

ż1 = z2 ,
ż2 = v ,

ξ̇ =
(

− κξ −Hg(x)(α(x, ξ) + β(x)v)
)

(x,ξ)=ψ−1(z,ξ)
,

(6)
with α(x, ξ) = s(x, ξ)r(x)−1 and β(x) = r(x)−1. Note that
the z-subsystem of (6) is independent of ξ. Finally, noting
that ∇xψz(x, ξ)|(x,ξ)=(0,0) = O, the second claim follows
immediately from condition (C1). �

Remark 1: The property that the Jacobian matrix
∇xψz(x, ξ) evaluated at (x, ξ) = (0, 0) is non-singular
implies that all the components of the state of system (1)
are included in the double integrator. As a consequence,
and as shown in the following, convergence of (z(t), ξ(t))
to the origin, in the transformed coordinates, implies local
convergence of x(t) to zero in the original coordinates. N

Remark 2: The conditions (C1) and (C2) on the matrix
H are natural: the first-order approximation of system (1)
around the origin should be observable via the user selected
output y = Hx and the corresponding transfer function of the
linear approximation between u and the same output y is not
identically equal to zero, respectively. As additional insight on
(C1), note that it is possible to determine a row vector H such
that the pair (H,A) is observable if and only if the matrix A
does not possess more than one Jordan block associated to
the same eigenvalue, which is in turn a generically verified
property, namely it holds with probability one for a random
selection of the entries in A. Moreover, it is not required that
the first-order approximation of (1) be controllable, i.e. (1)
may not be feedback linearizable [13]. N

To put the above results into perspective note that, for a
given output function h, the conditions (C1) and (C2) of
Proposition 1 may hold even if the system does not possess a
well-defined relative degree around the origin, as pointed out
in the following example (see also the example on the Ball
and Beam model in Section V-C).

Example. Consider the nonlinear system described by

ẋ1 = x1 + x2 + x1u ,
ẋ2 = x1x2 + u ,
y = x1 .

(7)

Since Lgh(x) = x1 vanishes for x = 0, but it is not
identically equal to zero in any neighborhood of the origin,
the system (7) does not possess a well-defined relative degree
at the origin. Moreover, as it is well-known, see e.g. [13],
such property cannot be enforced even by resorting to a
construction similar to those employed in [34], namely by
defining u = ζ, ζ̇ = v and considering the relative degree
between y and v. Nonetheless, it can be easily checked that
condition (C1) holds and HAB = 1 with H = [1 0],
i.e. condition (C2) can be satisfied, hence one can apply
the construction of Proposition 1 and obtain a well-defined
chain of (two) integrators. The result is achieved essentially
by replacing the choice ζ̇ = v with ξ̇ = −κξ − x1u, which
yields the system

ż1 = z2 , ż2 = v

ξ̇ = −κξ −
z1 − ξ

1 + (κ+ 1)(z1 − ξ)

(

− z2 − (κ+ κ2)ξ

−(z1 − ξ)(z2 − z1 + (κ+ 1)ξ) + v
)

.

(8)
As anticipated above, such chain of integrators is characterized
by the property that local convergence of (z(t), ξ(t)) in (8) to
zero implies a similar conclusion for x(t) in (7). ◦

By exploiting the nonlinear construction in (5), a linear con-
trol design methodology can be now employed, with additional
assumptions discussed below, to stabilize the zero equilibrium
of (1) or enforce asymptotic tracking of a desired reference
signal, as detailed in the following statements. Note that the
condition below is only sufficient for asymptotic stability of
the zero equilibrium of the ξ dynamics, while alternative
nonlinear techniques can be employed for the analysis, should
the following condition fail.

Proposition 2: Consider the planar nonlinear system (1).
Suppose that there exist a matrix H ∈ R1×2 and a constant
κ ∈ R such that conditions (C1) and (C2) hold. Suppose in
addition that (C3)

1) the constant

̺κ , −κ−∇ξ

[

Hg(x)α(x, ξ)
∣

∣

∣

(x,ξ)=ψ−1(z,ξ)

]

(z,ξ)=(0,0)
(9)

is negative.

Consider the system (1) in closed loop with (5), with

v = −c1(Hx+ ξ)− c2(Lf(Hx) − κξ) . (10)

Then there exists a neighborhood U of zo = ψz(0, 0) = 0
such that for any λ ∈ R+ there exist c1 > 0 and c2 > 0
such that ‖z(t)‖ < e−λt‖z(0)‖ for all z(0) ∈ U and moreover
the equilibrium point (x, ξ) = (0, 0) of (1)-(5)-(10) is locally
asymptotically stable. ⋄

Proof: The proof of the claim follows steps identical to those
in the proof of Proposition 1 in showing that the interconnected
system (1)-(5) is described by (6), while the choice of v as in
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(10), namely v = −c1z1−c2z2, is such that the corresponding
trajectories of the z-subsystem exponentially converge to the
origin. The rate of convergence can be arbitrarily assigned
by selecting the positive constants c1 and c2. Note now that
condition (C3) implies asymptotic stability of the first-order
approximation of the (unforced, i.e. with z = 0) ξ-subsystem,
hence local input-to-state stability of the ξ-subsystem with
respect to z. Therefore, local asymptotic stability of the
zero equilibrium in the (z, ξ)-coordinates of (6)-(10) can be
concluded. Thus, lim

t→∞
x(t) = 0 by the structure of the change

of coordinates ψ defined in (3). �

Despite the fact the proof of stability above is carried out by
employing linearization arguments, it is interesting to point out
that the approach yields a systematic nonlinear design strategy,
consisting of an inner nonlinear feedback, that subsequently
enables the use of linear tools, e.g. pole placement, also for
nonlinear systems that are not linearly controllable.

Example. Consider the planar nonlinear system (7) and the
transformed system (8). It can be shown that ̺κ = −κ, hence
condition (C3) of Proposition 2 holds for any κ > 0 and the
zero equilibrium of the extended system (8) can be rendered
locally asymptotically stable by a linear feedback of the form
v = Kz, with K = [k1 k2], for any k1 < 0 and k2 < 0. ◦

The results of Proposition 2 entail that a desired (linear)
output of the system y = Hx is forced to converge exponen-
tially fast to an exogenous signal that asymptotically tends to
zero. Moreover, the above construction is achieved by avoiding
the solution of any pde, hence by means of a systematic
and constructive procedure. This aspect is illustrated in the
numerical example of Section V-A. The above discussion
motivates the following result in which the construction of
Proposition 2 is employed to enforce approximate tracking of
a desired signal. Let yd denote a desired output trajectory and
ẏd, ÿd its first and second order time derivatives, respectively,
assumed well-defined. The following assumption characterizes
the set of admissible reference trajectories.

Assumption 1: The signal yd is admissible if yd, ẏd, ÿd are
continuous for all t ≥ 0 and bounded. ◦

To provide a concise statement consider the control law

v = −c1(Hx+ ξ − yd)− c2(Lf (Hx)− κξ − ẏd) + ÿd

, σp(x, ξ, t) ,
(11)

with c1 > 0 and c2 > 0 and let the mapping ηp(x, ξ, t) =
−κξ − Hg(x)(α(x, ξ) + β(x)σp(x, ξ, t)) denote the closed-
loop dynamics of the ξ-subsystem in (6) and η̄p(z, ξ, t) =
ηp(x, ξ, t)|(x,ξ)=ψ−1(z,ξ) the corresponding description in the
(z, ξ)-coordinates. Moreover, let yR , (yd, ẏd) be a compact
notation for yd and its time derivative.

Proposition 3: Consider the planar nonlinear system (1)
together with a given output y = Cx. Suppose that there
exists a constant κ ∈ R such that C and κ satisfy conditions
(C1) and (C2), with C in place of H . Consider system (1) in
closed loop with (5), with v selected as in (11). Suppose that
the solution ξss(t) of

ξ̇(t) = η̄p(yR(t), ξ(t), t) , (12)

with ξss(0) = 0, is defined for all t ≥ 0, bounded and
uniformly asymptotically stable1. Then for any ε > 0 there
exists δ > 0 such that ‖zi(0) − y

(i−1)
d (0)‖ < δ, i = 1, 2, and

‖ξ(0)‖ < δ imply that ‖z1(t)− yd(t)‖ < ε and

‖y(t)− yd(t)‖ ≤ ε+ ‖ξss(t)‖ , (13)

for all t ≥ 0 and for any sufficiently small y(i)d (t). ⋄

Proof: To begin with note that by assumptions (C1) and
(C2) the change of coordinates (3) and the control law (5),
respectively, are well-defined, locally around the origin, and in
the (z, ξ)-coordinates the system is described by the equations
(6) with v as in (11). Moreover, considering the tracking error
e(t) = z(t)− yR(t), system (6)-(11) can be rewritten as

ė(t) = Ke(t) ,

ξ̇(t) = η̄p(e(t) + yR(t), ξ(t), t) ,
(14)

with K a lower companion matrix, the characteristic polyno-
mial of which is s2 + c2s+ c1, hence Hurwitz since c1 > 0,
c2 > 0. Introducing now the mismatch w(t) = ξ(t) − ξss(t),
system (14) can be described by the equations

ė(t) = Ke(t) ,
ẇ(t) = η̄p(e(t) + yR(t), w(t) + ξss(t), t)

−η̄p(yR(t), ξss(t), t) , F (e(t), w(t), t) .
(15)

The function F (e, w, t) is locally Lipschitz in (e, w), by
smoothness of η̄p, uniformly in t, namely the Lipschitz con-
stant does not depend on time, by boundedness of yR(t),
ÿd(t) and ξss(t), and the zero equilibrium of ẇ = F (0, w, t)
is uniformly asymptotically stable, by uniform asymptotic
stability of the solution ξss(t) of (12). Then, the results of
[13, Appendix B2] can be applied, showing that (0, ξss(t))
is a uniformly stable solution of (14), i.e. for any ε > 0,
there exists δ > 0 such that ‖zi(0) − y

(i−1)
d (0)‖ < δ,

i = 1, 2, ‖ξ(0)‖ < δ imply that ‖zi(t) − y
(i−1)
d (t)‖ < ε/2

and ‖ξ(t)− ξss(t)‖ < ε/2, for all t ≥ 0. Finally, note that

‖y(t)− yd(t)‖ = ‖z1(t)− ξ(t) + ξss(t)− ξss(t)− yd(t)‖

≤ ‖z1(t)− yd(t)‖+ ‖ξ(t)− ξss(t)‖ + ‖ξss(t)‖

≤ ε/2 + ε/2 + ‖ξss(t)‖ = ε+ ‖ξss(t)‖ ,

proving the claim. �

The results of Proposition 3 show that the (asymptotic)
tracking error is bounded and its bound may be explicitly,
and a priori, quantified by means of the steady-state response
of the system (5). Moreover, note that the term ‖ξss(t)‖
in the bound becomes arbitrarily small in the presence of
reference trajectories such that yd(t) and its time derivatives
are arbitrarily small. Interestingly, the result can be employed
to solve tracking problems even for nonlinear systems that do
not possess a well-defined relative degree at the origin.

1In the case of constant reference signals yd, the condition on the motion
ξss(t) can be equivalently reformulated in terms of local asymptotic stability
properties of the zero equilibrium in ξ for the vector field η̄p(0, ξ).
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B. General Nonlinear Systems

The extension of the input/output linearization methodology,
introduced in the previous section for planar systems, to
general nonlinear systems is the topic of this section. Towards
this end consider nonlinear systems described by

ẋ = f(x) + g(x)u , (16)

with x(t) ∈ R
n and u(t) ∈ R. Note that the proofs of the

following results can be obtained by straightforward adaptation
of the proof of the analogous results in Section II-A.

Proposition 4: Consider the nonlinear system (16) and de-
fine the mapping ψ : R2n−1 → R2n−1 as

[

z
ξ

]

= ψ(x, ξ) =



















Hx+ ξ1
Lf (Hx) + ξ2
L2
f (Hx) + ξ3

...
Ln−1
f (Hx)−

∑n−1
j=1 κjξj

ξ



















(17)

with ξ ∈ Rn−1. Suppose that there exist a matrix H ∈ R1×n

and constants κj ∈ R, j = 1, ..., n− 1, such that (C1’)

1) the matrix

O =
[

H⊤ (HA)⊤ (HA2)⊤ . . . (HAn−1)⊤
]⊤

(18)
has rank n;

2) HAn−1B +
∑n−1
j=1 κjHA

j−1B 6= 0.

Consider the system (16) in closed loop with


































































u =

−Lnf (Hx) +

n−1
∑

i=1

κiκn−1ξi −

n−2
∑

j=1

κjξj+1 + v

LgL
n−1
f (Hx) +

n−1
∑

j=1

κjLgL
j−1
f (Hx)

,

ξ̇1 = ξ2 − Lg(Hx)u ,

ξ̇2 = ξ3 − LgLf(Hx)u ,
...

ξ̇n−1 = −
∑n−1
i=1 κiξi − LgL

n−2
f (Hx)u .

(19)
Then, the behavior from the input v to the output ŷ , z1 of
system (16)-(19) in the (z, ξ)-coordinates is locally described
by a chain of n integrators, namely ŷ(n) = v. Moreover, the
Jacobian matrix ∇xψz(x, ξ)|(x,ξ)=(0,0) is non-singular. ⋄

Remark 3: By arguments identical to those discussed in
Remark 1, the claim on the Jacobian matrix ∇xψz(x, ξ)
implies that all the components of the state of the original
system (16) are represented in the chain of n integrators. N

Remark 4: By considering slight modifications to the con-
struction in (19) and straightforward adaptation of the con-
ditions (C1′) and (C2′), also nonlinear output functions
y = h(x) may be considered. As an explanatory example,
consider the first two equations of system (7) and suppose
that the output function is replaced by y = h(x) = sin(x1),
which is such that the relative degree is not well-defined
at the origin. Then, in this context, (C1) holds since the
matrix [dh(0)′ dLfh(0)

′]′, with dh(x) = [cos(x1), 0] and

v
u = α(x, ξ) + β(x)v ẋ = f(x) + g(x)u

ξ̇ = Kξ + π(x)u

+

+

y = Hx ŷ

Σℓ

⇓

v 1

s
1

s
1

s

zn zn−1 z2 z1 = ŷ

u

Fig. 1. Architecture of the closed-loop system (top graph) comprising
the original nonlinear system and the dynamic extension, together with
its linear input-output description (bottom graph).

dLfh(x) = [sin(x1)(x1 + x2) + cos(x1), cos(x1)], has full
rank, while (C2) is verified for any κ ∈ R, since LgLfh(x) =
(sin(x1)(x1 + x2) + cos(x1))x1 + cos(x1). Therefore, the
construction discussed above can be carried out by defining
the well-defined change of coordinates z1 = sin(x1) + ξ1,
z2 = cos(x1)(x1 + x2) + ξ2, together with the (local) inverse
transformation x1 = arcsin(z1 − ξ1) and x2 = (z2 −
ξ2)/(cos(arcsin(z1 − ξ1)))− arcsin(z1 − ξ1). N

The following result, exploiting the construction in Proposi-
tion 2, employs Proposition 4 to provide a stabilizing feedback.

Proposition 5: Consider the nonlinear system (16). Sup-
pose that there exist a matrix H ∈ R

1×n and constants κj ∈ R,
j = 1, ..., n− 1, such that (C1′) and (C2′) hold. Suppose in
addition that (C3′)

1) the (n− 1)× (n− 1) matrix Aκ in (20) (top of the next
page) is Hurwitz.

Consider system (16) in closed loop with (19), with

v = −c1(Hx+ ξ1)− c2(Lf (Hx) + ξ2)− ...

−cn(L
n−1
f (Hx)−

∑n−1
j=1 κjξj)) .

(21)

Then there exists a neighborhood U of zo = ψz(0, 0) = 0
such that for any λ ∈ R+ there exist ci, i = 1, ..., n, such
that ‖z(t)‖ < e−λt‖z(0)‖ for all z(0) ∈ U and moreover the
equilibrium point (x, ξ) = (0, 0) of (16)-(19)-(21) is locally
asymptotically stable. ⋄

The proof of Proposition 5 employs arguments identical
to those of the proof of Proposition 2 by requiring that the
constants ci, i = 1, ..., n be selected such that the polynomial
c1 + c2s + c3s

2 + ... + cns
n−1 + sn is Hurwitz. Since the

spectrum of Aκ consists of the union of Λ(Auu), namely the
eigenvalues associated to the uncontrollable subsystem of the
linearized system, and a subset that can be arbitrarily assigned
via the choice of the coefficients κi, the sufficient condition
(C3′) cannot be verified if Λ(Auu) ⊂ C+ ∪ C0. The scheme
in Figure 1 allows to visualize the convergence properties that
can be enforced on systems that are not feedback linearizable:
the dynamic control law (19) guarantees stability and (local)
exponential convergence of a desired output of the system
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Aκ =















0 1 0 . . . 0
0 0 1 . . . 0
...

. . .
...
1

−κ1 −κ2 . . . −κn−1















−∇ξ















Lg(Hx)α(x, ξ)|(x,ξ)=ψ−1(z,ξ)

LgLf (Hx)α(x, ξ)|(x,ξ)=ψ−1(z,ξ)

...
LgL

n−3
f (Hx)α(x, ξ)|(x,ξ)=ψ−1(z,ξ)

LgL
n−2
f (Hx)α(x, ξ)|(x,ξ)=ψ−1(z,ξ)















(z,ξ)=(0,0)

(20)

α(x, ξ) =



−Lnf (Hx) +
n−1
∑

i=1

κiκn−1ξi −
n−2
∑

j=1

κjξj+1







LgL
n−1
f (Hx) +

n−1
∑

j=1

κjLgL
j−1
f (Hx)





−1

towards a (locally) exponentially converging signal ξ. As in
Section II-A, the control architecture can be exploited to
enforce approximate tracking. To this end consider a reference
signal yd, together with its time derivatives y

(1)
d , ..., y

(n)
d ,

assumed well-defined. By introducing notation similar to that
of Section II-A, let

v = −c1(Hx+ ξ1 − yd)− c2(Lf (Hx) + ξ2 − y
(1)
d )− ...

−cn(L
n−1
f (Hx)−

∑n−1
j=1 κjξj)− y

(n−1)
d )

+y
(n)
d , σ(x, ξ, t) ,

(22)
and let, η̄(z, ξ, t) denote the dynamics of the ξ-subsystem
of (19) in the (z, ξ)-coordinates with v = σ(x, ξ, t) and let
yR , (yd, ..., y

(n−1)
d ) be a compact notation for yd and its time

derivatives, which are continuous for all t ≥ 0 and bounded,
thus adapting Assumption 1 to the higher-dimensional case.

Proposition 6: Consider the nonlinear system (16) together
with a given output y = Cx. Suppose that there exist constants
κj ∈ R, j = 1, ..., n−1, such that C and κj satisfy conditions
(C1′) and (C2′), with C in place of H . Consider system (16)
in closed loop with (19), with v selected as in (22) with ci,
i = 1, ..., n such that the polynomial c1 + c2s + c3s

2 + ... +
cns

n−1 + sn is Hurwitz. Suppose that the solution ξss of

ξ̇(t) = η̄(yR(t), ξ(t), t) , (23)

with initial condition ξss(0) = 0, is defined for all t ≥ 0,
bounded and uniformly asymptotically stable. Then, for any
ε > 0 there exists δ > 0 such that ‖zi(0) − y

(i−1)
d (0)‖ <

δ, i = 1, ..., n, ‖ξj(0)‖ < δ, j = 1, ..., n − 1, imply that
‖z1(t)− yd(t)‖ < ε and

‖y(t)− yd(t)‖ ≤ ε+ ‖ξss,1(t)‖ , (24)

for all t ≥ 0 and for any sufficiently small y(i)d (t). ⋄
A comparison between the results of Proposition 6 and

the approximate feedback linearization and tracking method
based on the notion of robust relative degree of [11] is
in order. Firstly, the latter concept and construction yield a
perturbed chain of integrators, while the approach presented
here provides an unperturbed chain of integrators with a
perturbed output. The difference is visually summarized in
Figure 2. This comparison is further expanded in the simu-
lation section, in which we consider the model of the Ball
and Beam system [11]. Moreover, as discussed in [5], the

choice of the approximating functions of x - which modify
the canonical change of coordinates for feedback linearization
- at each step in the construction of a robust relative degree
(or the segregation of the functions into higher-order terms)
are far from being obvious and may require complex algebraic
manipulations. Such functions are, for instance, approximated
using spline functions in [5], hence introducing an additional
source of approximation. In the approach introduced here, this
explicit choice of functions of the state can be completely
circumvented, since it is replaced by functions of time, namely
the states ξi(t), the time evolutions of which are not imposed
a priori, but actually determined in closed loop by the cur-
rent value of the state (via the choice of ξ̇i): the resulting
evolution of the state ξ(t), driven by x(t), behaves (in terms
of input/output properties of the closed-loop system) as the
functions required in [11], which however must not be known
a priori here.

v 1
s

1
s

1
s

zn zn−1 z2 z1 = ŷ

Robust relative degree

v
zn zn−1 z2 z1

ŷ = Hx + ξ1
1
s

1
s

1
s

FL via dynamic extension

nonlinear terms

ξ−subsystem

Fig. 2. Comparison between the method based on the notion of robust
relative degree and the proposed approximate feedback linearization via
dynamic extension.

III. DESIGN OF OBSERVERS WITH APPROXIMATE

LINEAR ERROR DYNAMICS

The second tool required for output feedback design con-
sists in an observer, which allows the reconstruction of the
components of the state x that are not directly measured.
Such an observer design problem is the topic of this section.
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In particular, the construction proposed herein is carried out
by combining the approximation ideas discussed above in the
case of feedback design together with the theory concerning
the so-called Observer Linearization Problem [13], recalled
below. To this end, consider autonomous nonlinear systems
with output described by equations of the form

ẋ = f(x) ,
y = h(x) ,

(25)

with x(t) ∈ Rn and y(t) ∈ R. Assume, without loss of
generality, that the system (25) - with sufficiently smooth
vector field f : Rn → Rn and output function h : Rn → R

- possesses an equilibrium at the origin, namely f(0) = 0,
and h(0) = 0. Moreover, we suppose that the trajectories
of the system (25) are uniquely defined for all t ≥ 0. The
derivations are initially limited to autonomous systems and
then extended to the case of systems with input in Section III-
B. The construction detailed in the following results provides
a local observer according to the definition below.

Definition 1: A dynamical system

χ̇ = σ(χ, y) ,

x̂ = ϑ(χ, y) ,
(26)

with χ(t) ∈ Rnχ and x̂(t) ∈ Rn, is said to be a local observer
for system (25) if system (25)-(26) satisfies the two following
requirements. (i)

1) If x(0) = x̂(0), then x(t) = x̂(t) for all t ≥ 0.
2) There exists a neighborhood U of the origin of Rn×Rnχ

such that for all (x(0), χ(0)) ∈ U , the estimation error
x̂(t)− x(t) decays asymptotically to zero.

Moreover, the local observer is said to be spectrally assignable
if for any α > 0, there exist σ, ϑ and c > 0 such that
‖x(t) − x̂(t)‖ ≤ ce−αt‖x(0) − x̂(0)‖ for all t ≥ 0 and all
(x(0), χ(0)) ∈ U . ◦

A. Planar Systems

Mimicking the architecture of the previous sections, the
observer design strategy is initially discussed in the case of
planar systems, in order to highlight the rationale behind its
construction. To this end consider the following assumption.

Assumption 2: The nonlinear system (25), with n = 2,
satisfies the observability rank condition at the origin, i.e.

rank(dO(x)x=0) , rank

([

dh(x)
dLfh(x)

]

x=0

)

= 2 . (27)

◦
To put the following derivations into perspective it is worth
briefly recalling the task that has been referred to as the
Observer Linearization Problem in [13], which can be con-
sidered as a natural counterpart to the Exact Linearization via
Feedback Problem dealt with in Section II. The challenge con-
sists in designing observers that yield a linear and spectrally
assignable error dynamics, possibly modulo a change of co-
ordinates. In [13, Lemma 4.9.2] it is shown that the Observer
Linearization Problem is solvable if and only if the nonlinear
system satisfies the observability rank condition and a certain
partial differential equation admits a solution, see [13, eq.

(4.74)]. The result is then constructively achieved by defining
a change of coordinates z = Φ(x) that transforms system (25)
into ż = Az+ k(y), y = Cz, with the pair (C,A) observable.
Such coordinates transformation is essentially related to a
modified version of the classical change of coordinates derived
from the output function h and its repeated Lie derivatives
along the vector field f , which however involve the solution
of the partial differential equation mentioned above. As in the
previous sections the main objective here is to approximate
such construction circumventing the explicit computation of
the transformation - which may not even exist - by introducing
a dynamic extension driven by a copy of the state of the system
that replicates the effect of the desired change of coordinates
in the transformed state-space. To provide a concise statement
consider the change of coordinates defined by

[

z
ξ

]

=

[

φz(x, ξ)
ξ

]

=





h(x) + ξ1
Lfh(x) + ξ2

ξ



 , φ(x, ξ) ,

(28)
which is a well-defined local diffeomorphism by Assump-
tion 2, with the dynamics of ξ(t) = [ξ1(t), ξ2(t)]

⊤ ∈ R2

to be assigned. Let the function L2
fh(x) be partitioned as2

L2
fh(x) = ϕ2,1(y) + ϕ2,2(x). Finally, let P = [0 1]⊤,

M ∈ R1×2 and N ∈ R1×2 denote the linear components
of the function ϕ2,2(φ

−1(z, ξ)) with respect to z and ξ,
respectively, i.e. M = ∇z(ϕ2,2(φ

−1(z, ξ)))(z,ξ)=(0,0) and
N = ∇ξ(ϕ2,2(φ

−1(z, ξ)))(z,ξ)=(0,0), while ϕ̄2,2(z, ξ) =
ϕ2,2(φ

−1(z, ξ)) − Nξ and ϕ̃2,2(z, ξ) = ϕ2,2(φ
−1(z, ξ)) −

Nξ −Mz. The following assumption characterizes the set of
admissible trajectories of system (25).

Assumption 3: There exists a compact set X ⊂ R
2 such

that x(0) ∈ X implies x(t) ∈ X for all t ≥ 0, namely X is a
forward invariant set for system (25). ◦

Proposition 7: Consider the nonlinear system (25) and sup-
pose that Assumptions 2 and 3 hold. Consider the dynamical
system with input y and output x̂ defined as

ξ̇ = Fξ − Pϕ̄2,2(ẑ, ξ) , (29a)

˙̂z = Aoẑ + Pϕ2,1(y) + Γξ +G(y + ξ1 − Coẑ) , (29b)

x̂ = φ−1(ẑ, ξ) (29c)

with (ξ(t), ẑ(t)) ∈ R
2 × R

2,

F =

[

0 1
−γ1 −γ2

]

, Ao =

[

0 1
0 0

]

, Co =
[

1 0
]

and

Γ = PN +

[

0 0
−γ1 −γ2

]

.

Then there exist constants γ1 > 0, γ2 > 0 and a matrix G
such that

i) system (29) is a spectrally assignable local observer for
system (25);

2This partition is not essential to the following derivations, however it
is interestingly inspired by the spirit of the observer linearization problem.
Provided the output function h and the mapping f are polynomial, or analytic,
functions, it can be achieved by performing an iterated sequence of polynomial
divisions of the function L2

f
h(x) by the polynomial h(x).
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ii) the transfer functions from the input v = −ϕ̄2,2(ẑ, ξ) to
the outputs ξi, i = 1, 2, of system (29a) do not possess
finite zeros for all s ∈ C \ {0}. ⋄

Proof: The claim is proved in two steps: first, the description
of the system in the transformed (z, ξ)-coordinates is derived
by considering the dynamics in (29a), then it is shown that
(29b) provides a linear and spectrally assignable observer for
system (25), while item ii) of the statement follows directly
from the structure of the dynamics (29a). Thus, consider the
first component z1 = h(x) + ξ1, which yields

ż1 = Lfh(x) + ξ̇1 = Lfh(x) + ξ2 = z2 ,

while z2 = Lfh(x) + ξ2 yields

ż2 = L2
fh(x) + ξ̇2

= ϕ1(y) + ϕ̄2,2(z, ξ) +Nξ − γ1ξ1 − γ2ξ2 − ϕ̄2,2(ẑ, ξ) .

Combining the two previous equations yields

ż = Aoz + Pϕ1(y) + Γξ + P (ϕ̄2,2(z, ξ)− ϕ̄2,2(ẑ, ξ)) ,

(30a)

y = Coz − ξ1 , (30b)

where the output expression is derived directly from the
definition of z1 and of the matrix Co. Note that the pair
(Co, Ao) is observable. Defining the error as e = z − ẑ, the
corresponding dynamics are given by

ė = Aoe−GCoe+ P (ϕ̄2,2(z, ξ)− ϕ̄2,2(ẑ, ξ))

= (Ao −GCo)e + P (ϕ̃2,2(z, ξ) +Mz − ϕ̃2,2(ẑ, ξ)−Mẑ)

= (Ao + PM −GCo)e + P (ϕ̃2,2(z, ξ)− ϕ̃2,2(ẑ, ξ)) .
(31)

The first claim is proved by noting that observability of the pair
(Co, Ao) implies observability of the pair (Co, Ao+PM), by
the structure of P , hence there exist sufficiently large positive
constants γ1 and γ2 in F and matrix gain G such that the zero
equilibrium of the unforced, i.e. with y = 0, (ξ, ẑ)-dynamics
is locally asymptotically stable. Together with Assumption 3,
the latter property implies that ξ and ẑ are bounded for all
time along the trajectories of the closed-loop system and the
conclusions follow by smoothness of the function ϕ̃2,2. �

Remark 5: By inspecting the proof of Proposition 7, it is
evident that the gains γi, i = 1, 2, and the matrix G should be
constructively selected such that Γ and (Ao − PM − GCo),
respectively, are Hurwitz. N

Remark 6: The structure of the transformed dynamics (30)
is reminiscent of that achieved by the exact solution to the
observer linearization problem, however with the presence of
terms containing the dynamic extension ξ that compensates
for the non-exact knowledge (or the non-existence) of the
appropriate change of coordinates. N

Remark 7: By inspecting the structure of the observer (29),
it is interesting to point out that the change of coordinates
z1 = h(x) + ξ1, z2 = Lfh(x) + ξ2 essentially consists of
a combination of the output and its derivative namely h(x),
Lfh(x), and of its repeated integrals, implicitly performed by
the choice of the dynamics of ξ. Such dynamics are in fact

provided by a chain of integrators driven by the state ẑ, which
is in turn driven by the output y. N

The importance of item ii) of the claims of Proposition 7
is the topic of the following remark, in which the difference
with respect to classical high-gain observers is highlighted: it
is essentially related to the fact that the poles of the transfer
function excited by the nonlinear components of the observer
(29a)-(29b) can be arbitrarily tuned without affecting its zeros,
while the zeros of standard high-gain observers are placed by
the same parameters that assign the poles.

Remark 8: Consider a planar nonlinear system described
by equations of the form (25). Then, the high-gain observer
design consists in defining the change of coordinates zh1 =
h(x), zh2 = Lfh(x), which is well-defined by Assumption 2,
yielding the transformed dynamics

żh1 = zh2 ,

żh2 = L2
fh(φ

−1
h (zh)) , ̺(zh) ,

y = zh1 .

(32)

The observer dynamics are then defined as

˙̂zh1 = ẑh2 +
kh1
ε
(y − ŷ) ,

˙̂zh2 = ̺(ẑh) +
kh2
ε2

(y − ŷ) ,

ŷ = ẑh1 ,

(33)

while the estimate is provided by x̂ = φ−1
h (ẑ). The equations

(33) can be written in compact form as

˙̂zh = Ahẑ
h + P̺(ẑh) +Bhy , (34)

with

Ah =









−
kh1
ε

1

−
kh2
ε2

0









, Bh =









kh1
ε

kh2
ε2









.

A significant difference between (29) and (34) can be now
identified. Towards this end, by inspecting (34) and the struc-
ture of Ah and Bh it is evident that the degree of freedom
available to compensate for the presence of the nonlinear term
̺ - decreasing the value of ε - has the simultaneous effect of
increasing the reliability on the output y: this feature may
have critically detrimental consequences in the presence of
noisy measurements. This is not the case, instead, in (29), in
which the choice of the matrix F that dominates the nonlinear
terms is not necessarily a priori related to the matrix G that
multiplies the output signal y. This is achieved by introducing
the copy of the nonlinear terms, to be compensated in the error
dynamics, directly at the stage of the change of coordinates, by
means of the dynamic extension ξ, rather than in the dynamics
of the observer, as in (34). N

B. General Nonlinear systems

The extension of the observer design method above to
higher-dimensional systems is the objective of this section.
Let Lnfh(x) = ϕn,1(y) + ϕn,2(x) and consider for ϕn,2(x)
notation similar to the one introduced around ϕ2,2(x) for
the matrices M ∈ R1×n and N ∈ R1×n and the functions
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ϕ̄n,2 and ϕ̃n,2, i.e. M = ∇z(ϕn,2(φ
−1(z, ξ)))(z,ξ)=(0,0),

N = ∇ξ(ϕn,2(φ
−1(z, ξ)))(z,ξ)=(0,0), ϕ̄n,2(z, ξ) =

ϕn,2(φ
−1(z, ξ)) − Nξ and ϕ̃n,2(z, ξ) = ϕn,2(φ

−1(z, ξ)) −
Nξ −Mz.

Assumption 4: There exists a compact set X ⊂ Rn such
that x(0) ∈ X implies x(t) ∈ X for all t ≥ 0, namely X is a
forward invariant set for system (25). ◦

Suppose, in addition, that the following assumption, which
generalizes Assumption 2, holds.

Assumption 5: The nonlinear system (25) satisfies the ob-
servability rank condition at the origin, namely

rank(dO(x)x=0) , rank





















dh(x)
dLfh(x)

...
dLn−1

f h(x)











x=0











= n .

(35)
◦

Finally, consider the change of coordinates defined by

[

z
ξ

]

=

[

ψz(x, ξ)
ξ

]

=















h(x) + ξ1
Lfh(x) + ξ2

...
Ln−1
f h(x) + ξn

ξ















, ψ(x, ξ) ,

(36)
with ξ ∈ Rn.

Proposition 8: Consider the nonlinear system (25) and sup-
pose that Assumptions 4 and 5 hold. Consider the dynamical
system with output defined as

ξ̇ = Fξ − Pϕ̄n,2(ẑ, ξ) , (37a)

˙̂z = Aoẑ + Pϕn,1(y) + Γξ +G(y + ξ1 − Coẑ) , (37b)

x̂ = ψ−1(ẑ, ξ) (37c)

with (ξ(t), ẑ(t)) ∈ Rn × Rn,

F =















0 1 . . . 0 0
0 0 1 . . . 0
...

...
...

. . .
...

0 0 0 . . . 1
−γ1 −γ2 . . . −γn−1 −γn















,

P =
[

0 0 . . . 1
]⊤

,

Ao =















0 1 . . . 0 0
0 0 1 . . . 0
...

...
...

. . .
...

0 0 0 . . . 1
0 0 . . . 0 0















,

Co =
[

1 0 . . . 0
]

, and

Γ = PN +







0 . . . 0
...

. . .
...

−γ1 . . . −γn






.

Then, there exist constants γi > 0, i = 1, ..., n, and a matrix
G such that

i) system (37) is a spectrally assignable local observer for
system (25);

ii) the transfer functions from the input v = −ϕ̄n,2(ẑ, ξ)
to the outputs ξi, i = 1, ..., n, of system (37a) do not
possess finite zeros for all s ∈ C \ {0}.

⋄

C. Observer design for the Van der Pol’s oscillator

To further substantiate the discussion in Remark 8, the
observer design problem for the Van der Pol’s oscillator is
solved in this section. Consider the Van der Pol’s oscillator
described by the equations

ẋ1 = x2 , ẋ2 = −x1 + (1− x21)x2 ,
y = x1 .

(38)

In the following simulations we suppose, similarly to [2],
that the output is corrupted by high-frequency additive noise,
modeled by ν(t) = sin(ωt), namely ỹ(t) = y(t) + ν(t).
Considering system (38), the change of coordinates (28)
becomes z1 = x1 + ξ1, z2 = x2 + ξ2, and the dynamics
of (29) reduces to

ξ̇1 = ξ2 ,

ξ̇2 = −γ1ξ1 − γ2ξ2 −Mẑ + (ẑ1 − ξ1)
2(ẑ2 − ξ2) ,

˙̂z1 = ẑ2 + g1(ỹ + ξ1 − ẑ1) ,

˙̂z2 = (1 − γ1)ξ1 − (1 + γ2)ξ2 + g2(ỹ + ξ1 − ẑ1) ,
(39)

with M = [−1 1], and x̂ = ẑ− ξ. The above observer is then
compared with the standard high-gain observer introduced in
Remark 8, which are sensitive to measurement noise but, on
the other hand, robust with respect to model uncertainties. In
particular, the comparison is initially performed by considering
ε = 0.5 in the high-gain observer and the constants γ1 and γ2
assigning the eigenvalues of the matrices F and Ao−GCo at
{−1,−2}. The time histories of the state of the corresponding
error dynamics are depicted in Figure 3, showing similar
attenuation properties for the two observers. Suppose now that
one is interested in increasing the attenuation properties of the
observer on the error dynamics. This is achieved, as illustrated
in Figure 4, for the observer (39) by moving the eigenvalues
of the matrix F to {−40,−41}, while leaving those of the
matrix Ao − GCo at {−1,−2}. A similar attempt is carried
out also for the high-gain observer, by varying the gain ε,
as depicted in Figures 5 and 6 with ε = 0.1 and ε = 1,
respectively, showing that the high-gain observer is not capable
of achieving a similar attenuation performance, at least in its
basic implementation. Moreover, it is interesting to point out
that the two-degree-of-freedom nature of the observer in (37),
i.e. the independent choice of the gain matrices F and G,
renders the observer robust to model uncertainties, without
compromising the ability of rejecting measurement noise. This
feature is highlighted by the numerical simulation in Figure 7,
in which an additional term of the form x1x2 is introduced into
ẋ2 as unmodeled dynamics. Finally, it can be shown that the
van der Pol’s oscillator (38) satisfies the assumptions of [13,
Lemma 4.9.2], hence an observer with linear error dynamics
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Fig. 3. Time histories of the state of the error dynamics provided by the
observer (39), with the eigenvalues of the matrices F and Ao−GCo at
{−1,−2} (black line) and of the high-gain observer (33) with ε = 0.5
(gray line).
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Fig. 4. Time histories of the error provided by the observer (39), with
the eigenvalues of F and Ao −GCo at {−40,−41} and {−1,−2},
respectively, (black line) and of the high-gain observer (33) with ε = 0.5
(gray line).

can be constructed. This is achieved by means of the change
of coordinates zℓ1 = x1, zℓ2 = x2 + x31/3, yielding

żℓ =

[

0 1
0 0

]

zℓ −
1

3

[

y3

y3

]

, Aoz
ℓ − β(y) . (40)

An observer for system (40) can be then designed as ˙̂zℓ =
Aoẑ

ℓ−β(y)−G(y−Coẑ
ℓ), with the matrix G such that Ao−

GCo is Hurwitz. Note, however, that such an observer suffers
the same drawback of the high-gain design in the presence
of measurement noise, i.e. whenever ỹ(t) = y(t) + ν(t).
In fact, letting eℓ = zℓ − ẑℓ, the error dynamics becomes
ėℓ = (Ao−GCo)+Gν(t), where the matrix G - which should
be selected to dominate the noise assigning the eigenvalues
of (Ao − GCo) - multiplies the noise itself. This issue is
completely circumvented by the systematic design of the two-
degree-of-freedom structure proposed in (37), at the price of
an augmented dimension of the observer.
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Fig. 5. Time histories of the error provided by the observer (39), with
the eigenvalues of F and Ao −GCo at {−40,−41} and {−1,−2},
respectively, (black line) and of the high-gain observer (33) with ε = 0.1
(gray line).
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Fig. 6. Time histories of the error provided by the observer (39), with
the eigenvalues of F and Ao −GCo at {−40,−41} and {−1,−2},
respectively, (black line) and of the high-gain observer (33) with ε = 1
(gray line).

IV. A NONLINEAR SEPARATION PRINCIPLE

In this section the two previously developed techniques
inspired by feedback linearization and observers with linear
error dynamics, respectively, are combined to design an output
feedback stabilizing control law for a class of nonlinear
systems. Consider controlled nonlinear systems with output
described by equations of the form

ẋ = f(x) + g(Cx)u , (41a)

y = Cx , (41b)

with f : Rn → Rn, g : R → Rn and C ∈ R1×n.

A. Planar Systems

Mimicking the structure of the previous sections the dis-
cussion is initially carried out in the case of planar nonlinear
systems and then extended to higher-order systems. To begin
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Fig. 7. Time histories of the error provided by the observer (39), with
the eigenvalues of F and Ao −GCo at {−40,−41} and {−1,−2},
respectively, (black line) and of the high-gain observer (33) with ε = 1
(gray line), in the presence of unmodeled dynamics in ẋ2.

with, note that, by linearity of the output function, Assump-
tion 5 implies that the matrix C satisfies the condition (C1)
of Proposition 4, with C in place of H . Therefore, assuming
that condition (C2) holds for C, the change of coordinates

[

z
ξc

]

=

[

ψz(x, ξc)
ξc

]

=





Cx+ ξc
Lf (Cx)− κξc

ξc



 , ψ(x, ξc) ,

(42)
is a well-defined local diffeomorphism. In the transformed
coordinates, the system (41a) becomes

ż1 = z2 ,
ż2 = L2

f (Cx) + κ2ξc + (LgLf(Cx) + κLg(Cx))u ,
(43)

together with the output y = Coz − ξc and the dynamics
of ξc defined as ξ̇c = −κξc − Cg(y)u. Let α(z, ξc) =
(L2

f (Cx)+κ
2ξc)(x,ξc)=ψ−1(z,ξc) and β(z, ξc) = (LgLf(Cx)+

κLg(Cx))(x,ξc)=ψ−1(z,ξc). It is evident that, defining the func-
tion γ : R2 × R× R → R as

γ(z, ξc, ū) = −(α(z, ξc)− ū)β(z, ξc)
−1 , (44)

then, by applying the control law u⋆ = γ(z, ξc,Kz), with
K = [k1, k2] such that Λ(Ao + BoK) ⊂ C−, with Ao
defined above and Bo = [0, 1]⊤, the origin of the system
(43) becomes an exponentially stable equilibrium point. On
the other hand, the implementation of the control law u =
γ(ẑ, ξc, ū), with ẑ to be defined, yields

ż = Aoz +Boū+ P (δ(z, ξc, ẑ, ū)− δ(z, ξc, z, ū)) , (45)

with P = [0, 1]⊤ and δ(z, ξc, ẑ, ū) = β(z, ξc)γ(ẑ, ξc, ū).
To streamline the statement of the following result, define
the estimation error e = z − ẑ and let the matrix M and
the function ϕ be such that δ(·, ·, z, ·) = Mz + δ̃(·, ·, z, ·),
with ∇z δ̃(λ1, λ2, z, λ3)|(λ1,λ2,z,λ3)=0 = 0, hence separating
the linear terms in z of δ. Finally, let the variable v denote
the nonlinear input mismatch, namely

v = δ̃(z, ξc, ẑ, ū)− δ̃(z, ξc, z, ū) , (46)

i.e. the difference between the state feedback stabilizing
control law and the certainty equivalence implementation.

Proposition 9: Consider the system (41) and suppose that
there exists κ such that condition (C2) of Proposition 1 holds,
with C in place of H . Let ū = Kẑ, with K such that Λ(Ao+
BoK) ⊂ C− and G such that Λ(Ao − PM − GCo) ⊂ C−.
Then, in the (ξc, z, e) coordinates, the system (41) in closed
loop with

u = −(α(ẑ, ξc)−Kẑ)β(ẑ, ξc)
−1 ,

ξ̇c = −κξc − Cg(y)u ,

˙̂z = (Ao +BoK −GCo)ẑ +G(y + ξc) ,

(47)

i) is such that the behavior from the input v in (46) to
the states (z, e) is linear and described by the transfer
function

W(s) ,

[

sI − Az BoK + PM
0 sI −Ae

]−1 [
P
P

]

, (48)

with Az = Ao +BoK and Ae = Ao − PM −GCo;
ii) possesses a spectrally assignable, locally exponentially

stable equilibrium point at the origin, with spectrum
given by {̺κ}∪Λ(Ao+BoK)∪Λ(Ao−PM −GCo).

⋄

Proof: Consider the system (45) with ū = Kẑ. It is
straightforward to show that, by definition of the dynamics
of ẑ as in (47), the error dynamics become

ė = (Ao − PM −GCo)e+ Pv. (49)

Finally, by noting that linear terms in ξc in (45) and in ξc
and z in (49) are canceled out by the structure of the vector
field and by rewriting ū as ū = Kz −Ke, we obtain that the
linearization of the combined system (ξc, z, e) is described by





̺κ ⋆ ⋆
0 Ao +BoK ⋆
0 0 Ao − PM −GCo



 , (50)

hence the claim. �

Remark 9: It is worth discussing the two main features of
the structure of system (41) that have been exploited in the
previous construction. First, the definition of the measured
output function allows to define a single change of coordinates
that transforms the system into a form suitable both for control
and observer design. Second, the overall reduced dimension
of the dynamic control law - compared to what is expected by
considering separately state feedback and observer dynamics
- is due to the fact that, despite the observer design needs an
extension of dimension equal to that of the system, herein the
(available) selection of the control input has been employed
to somewhat mimic the effect of the selection of an additional
state in the observer dynamics. N

B. General Nonlinear Systems

The extension of the above construction to higher-
dimensional systems is now presented. To this end, consider
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the change of coordinates

[

z
ξ

]

= ψ(x, ξ) =



















Cx+ ξ1
Lf(Cx) + ξ2
L2
f(Cx) + ξ3

...
Ln−1
f (Cx) −

∑n−1
j=1 κjξj

ξ



















, (51)

together with the functions α and β defined in (19). Definitions
similar to the ones considered for planar systems above
are also introduced for γ(z, ξc, ū), δ(z, ξc, ẑ, ū) and v =
δ̃(z, ξc, ẑ, ū) − δ̃(z, ξc, z, ū). For higher-dimensional systems,
the following technical assumption is required.

Assumption 6: The functions LgLif (Cx), i = 1, ..., n − 2,
depends only on y. ◦
Finally, note that in the rest of this section the notation Ao,
Bo, Co, P , F and Γ refers to the matrices introduced in (and
around) Proposition 8.

Proposition 10: Consider the system (41) and suppose that
there exist constants κj ∈ R, j = 1, ..., n − 1 such that
condition (C2) of Proposition 4 holds. Let i) ū = Kẑ, with
K such that Λ(Ao + BoK) ⊂ C− and ii) G such that
Λ(Ao − PM − GCo) ⊂ C− and suppose that Assumption
6 holds. Then, in the ξc, z, e coordinates, the system (41) in
closed loop with

u = −(α(ẑ, ξc)−Kẑ)β(ẑ, ξc)
−1 ,

ξ̇c,1 = ξc,2 − Lg(Cx)u ,
...

ξ̇c,n−1 = −
∑n−1
j=1 κjξc,j − LgL

n−2
f (Cx)u ,

˙̂z = (Ao +BoK −GCo)ẑ +G(y + ξc) ,

(52)

i) is such that the behavior from the input v to the states
(z, e) is linear and described by the transfer function

W(s) ,

[

sI − Az BoK + PM
0 sI − Ae

]−1 [
P
P

]

, (53)

with Az = Ao +BoK and Ae = Ao − PM −GCo;
ii) possesses a spectrally assignable, locally exponentially

stable equilibrium point at the origin, with spectrum
given by Λ(Aκ)∪Λ(Ao+BoK)∪Λ(Ao−PM−GCo).

⋄

V. NUMERICAL SIMULATIONS

The aim of this section is to validate the performances of
the proposed schemes by means of numerical simulations.

A. A locally uncontrollable system with non-hyperbolic
equilibrium point

Consider the planar nonlinear system described by

ẋ1 = x1 + x2 + u , ẋ2 = x1x2 . (54)

The linearization of system (54) around the origin, described
by the matrices

A =

[

1 1
0 0

]

, B =

[

1
0

]

, (55)

possesses an uncontrollable mode at zero, hence it is an un-
controllable system with a non-hyperbolic equilibrium point.
Letting yℓ = x1 − x2, namely H = [1, −1], be the desired
output, the conditions (C1) and (C2) hold. The resulting
dynamic control law (5) becomes














u =
1

1− x2 + κ
(−x1 − x2 + x22 + x21x2 − κ2ξ

−c1(x1 − x2 + ξ)− c2(x1 + x2 − x1x2 − κξ)) ,

ξ̇ = −κξ − u ,
(56)

with c1 and c2 positive constants, and allows to enforce local
asymptotic stability of the zero equilibrium point of (54). The
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Fig. 8. Trajectories of system (54), initialized at x(0) = [1, 1], in
closed loop with the dynamic control (56) (solid line) and with the static
control law (57) (dashed line).
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Fig. 9. Time histories of the control u (56) (solid line) and the static
control law (57) (dashed line).

dynamic control law (56) is compared with the static control
law obtained by enforcing, via the selection of the output, a
minimum-phase zero dynamics to system (54). This can be
achieved by letting yz = x1 + q1x

2
2, q1 > 0, which is such

that x1 = −q1x
2
2 on the output-zeroing submanifold, yielding
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an asymptotically stable zero-dynamics described by ẋ2 =
−q1x

3
2. The control law solving the output-zeroing problem is

then given by

uz = −x1 − x2 − 2q1x1x
2
2 − q2(x1 + q1x

2
2) , (57)

with q2 a positive constant. The benefit of ensuring exponential
convergence of the sum and the difference of x1 and x2 to
an asymptotically converging trajectory of the ξ subsystem,
yielded by the control law (56), can be appreciated by the
numerical comparison in Figure 8. The figure depicts the
trajectories of system (54), initialized at x(0) = [1, 1], in
closed loop with the dynamic control law (56) (solid line) and
with the static control law (57) (dashed line), with the two
closed-loop systems simulated for the same amount of time.
Figure 9 displays the time histories of the resulting control
inputs (56) (solid line) and (57) (dashed line).

B. Output feedback stabilization of a locally
uncontrollable system with non-hyperbolic equilibrium
point

Consider the planar nonlinear system described by

ẋ1 = x1 + x2 + u , ẋ2 = x1x
a
2 ,

y = x1 ,
(58)

with a ∈ N, which possesses, similarly to the previous
example, a linearly uncontrollable non-hyperbolic equilibrium
point. It can be checked that Assumption 2 holds, hence the
transformation ψ(x, ξc) defined in (42) qualifies as a well-
defined change of coordinates, described in particular by z1 =
x1 + ξc, z2 = x1 + x2 − κξc. The state feedback control
law for system (58) is given by ξ̇c = −κξc − u = σ(x, ξc),
u = (κ + 1)−1(−x1 − x2 − x1x

a
2 − κ2ξc + v). Interestingly,

the equilibrium ξc = 0 of ξ̇c = σ(0, ξc) is not asymptotically
(locally exponentially) stable in the first approximation, yet it
can be shown that σ(0, ξc) = −(κ + 1)a−1ξa+1

c , hence it is
locally asymptotically stable for any κ > 0 and for a = 2m,
with m ∈ N. The output feedback control law is described by

u = −(κ+ 1)−1(−x̂1 − x̂2 − x̂1x̂
a
2 − κ2ξc +Kẑ) ,

ξ̇c = −κξc − u, ˙̂z = (Ao +BoK −GCo)ẑ +G(y + ξc)
(59)

with x̂1 = ẑ1−ξc and x̂2 = ẑ2−ẑ1+(κ+1)ξc. In the following
numerical simulations, with a = 2, the matrices K and G
have been selected such that Λ(Ao +BoK) = {−1,−1} and
Λ(Ao − PM −GCo) = {−10,−11}, respectively. Figure 10
depicts the trajectories of the system (58) in closed loop with
the state feedback control law defined above and the output
feedback (59), gray and black lines, respectively, initialized at
x(0) = [0, 1]⊤ and the remaining components of the dynamic
control laws initially at zero.

C. The Ball and Beam

Consider the Ball and Beam model described by [11]

ṙ = v , v̇ = b̄(rω2 − ḡ sin(φ)) ,

φ̇ = ω , ω̇ = u ,
(60)

with r(t) ∈ R and v(t) ∈ R denoting the position and the
velocity of the ball on the beam, respectively, while φ(t) ∈ R
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Fig. 10. Trajectories of system (58), initialized at x(0) = [0, 1]⊤, in
closed loop with the state feedback control law (gray line) and the output
feedback law (59) (black line).

and ω(t) ∈ R denote the angle and the angular velocity,
respectively, of the beam with respect to the horizontal line.
The constant ḡ represents gravity, while b̄ = m/(Jb/R

2+m),
where m denotes the mass, Jb the moment of inertia and R the
radius of the ball. The numerical values are taken from [11]:
b̄ = 0.7143 and, clearly, ḡ = 9.81m/s2. Let, for simplicity
x = [r, v, φ, ω]⊤. The nonlinear terms in the second equation
are due to the inclination of the beam and the centrifugal
acceleration (Corolis term), respectively. It can be shown that
system (60) is not feedback linearizable, namely there does
not exist any output function such that the system has relative
degree four [25]. The objective here is then to steer the output
y = x1, i.e. the position of the ball, to asymptotically track
a desired reference signal yd [11]. It can be easily shown
that the relative degree of the ball and beam model with the
considered output is not well-defined, hence the exact input-
output linearization approach is not applicable to solve the
tracking problem. Recall also that the system is not feedback
linearizable at all [11]. The choice H = [1, 0, 0, 0] satisfies
the condition (C1′) of Proposition 5, namely the output
yℓ = x1 is such that the linearized system is observable. It is
straightforward to notice that Hg(x) = H∇xf(x)g(x) = 0.
The change of coordinates is obtained by letting

zi = xi + ξi , i = 1, 2
z3 = −b̄ḡ sin(x3) + x1x

2
4 + ξ3 ,

z4 = b̄(x2x
2
4 − ḡ cos(x3)x4)−

∑3
j=1 κjξj ,

(61)

which yields a transformation locally defined around the
origin. Therefore, the dynamic control law (19) becomes






























ub =
1

2x2x4 − ḡ cos(x3) + 2κ3x1x4
(−x24(−ḡ sin(x3)

+x1x
2
4)− ḡ sin(x3)x

2
4 + κ1ξ2 + κ2ξ3 − κ1κ3ξ1

−κ2κ3ξ2 − κ23ξ3 + v) ,

ξ̇i = ξi+1 , i = 1, 2

ξ̇3 = −κ1ξ1 − κ2ξ2 − κ3ξ3 − 2x1x4ub .
(62)
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Fig. 11. Time histories of the first component of the dynamic extension
ξ(t), corresponding to A = 1, A = 2 and A = 3, top, middle and
bottom graph, respectively, which provide the steady-state approxima-
tion bound discussed in Proposition 6.

By selecting v = −
∑4
i=1 ci(zi − y

(i−1)
d ) + y

(4)
d , with ci,

i = 1, ..., 4 such that the polynomial c1+c2s+c3s2+c4s3+s4

is Hurwitz, and by letting κi, i = 1, 2, 3 be such that the
zero equilibrium of the ξ dynamics, with z = 0, is locally
exponentially stable, the dynamic control law (62) ensures
local asymptotic stability of the zero equilibrium point of the
ball and beam model (60), with yd(t) ≡ 0, and approximate
tracking of yd. Similar numerical simulations are performed in
[11] in the case yd(t) = A cos(πt/5), in which two alternative
approximation techniques are proposed and compared with the
simple linearization method (Jacobian approximation). It is
shown in particular that the latter scheme does not guarantee
boundedness of the trajectories for A = 6, while the best of
the two approximations provides the following approximation
errors3: 1.3 · 10−4 for A = 1; 1.0 · 10−3 for A = 2; 3.6 · 10−3

for A = 3 and 3.3 · 10−2 for A = 6. The graphs in Figure 11
depict the time histories of the first component of the dynamic
extension ξ(t), corresponding to A = 1, A = 2 and A = 3,
top, middle and bottom graph, respectively, showing a more
accurate tracking with respect to the results of [11]. The
comparison between the tracking errors yielded by the control
law proposed in [11] and (62) is summarized in Table 1.

Table 1. Comparison with [11]
A = 1 A = 2 A = 3 A = 6

[11] 1.3 · 10−4 1 · 10−3 3.6 · 10−3 3.3 · 10−2

(62) 6 · 10−5 5 · 10−4 1.5 · 10−3 9 · 10−3

Finally, concerning the case A = 6, Figure 12 shows the
time histories of the position and velocity of the ball and the

3The errors are computed by considering the infinity norm of the distance
between the actual output and the reference signal between 30s and 40s.
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Fig. 12. Top graph: time histories of the position r(t) and the velocity
v(t) of the ball with system (60) initialized at x(0) = [0.5, 0, 0, 0]⊤

in closed-loop with (62), black and gray lines, respectively. Bottom graph:
time histories of the angular position φ(t) and velocity ω(t) of the
beam with system (60) in closed-loop with (62), black and gray lines,
respectively.

angle and angular velocity of the beam, top and bottom graph,
respectively, initialized at x(0) = [6, 0, 0.345 0]⊤, while the
time histories of the state of the dynamic extension ξ(t)
initialized at ξ(0) = [0, 0, 0]⊤ are reported in Figure 13.

VI. CONCLUSIONS

In this paper approximate feedback linearization has been
revisited by introducing a dynamic extension, which allows,
under mild assumptions, to immerse a nonlinear system with
state of dimension n into a chain of n integrators, hence
with linear input/output behavior, which “contains” all the
components of the underlying nonlinear system. This result is
achieved systematically and without resorting to the solution
of any partial differential equation, also for nonlinear systems
that are not linearly controllable, hence feedback linearizable
in the classical sense. The construction is then specialized to
provide a linear design technique to define control laws that
enforce (local) asymptotic stability of an equilibrium point or
local asymptotic tracking of reference signals. Similar ideas
have been then applied to the problem of designing observers
for nonlinear systems with linear error dynamics: the resulting
construction consists of a change of coordinates that is based
on a combination of repeated output derivatives and (implicit)
integrals. The two techniques are combined to define an output
feedback control law for nonlinear systems, thus establishing
a nonlinear separation principle. Note that the architecture
consisting of a nonlinear inner loop allows use of linear tools
in the design stage. On-going effort is devoted to extend the
proposed results - which in this paper mainly exhibit a local
nature around a certain equilibrium point of the underlying
nonlinear systems - to hold globally in the entire state-space.
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Fig. 13. Time histories of the state of the dynamic extension ξ(t)
initialized at ξ(0) = [0, 0, 0]⊤ (top graph) and of the tracking error
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