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Target Acquisition Performance Modeling of Infrared
Imaging Systems: Past, Present, and Future

James A. Ratches, Richard H. Vollmerhausen, and Ronald G. Driggers

Abstract—This paper provides a 40-year review of the infrared Directorate (NVESD) but it is still referred to as NVL in
imaging system modeling activities at the U.S. Army Night Vision the community and that acronym will be used in this paper.
and Electronic Sensors Directorate (NVESD). The result of these The models were a response to the Army’s need to develop

modeling activities is a system model that describes the target ac- d field hole familv of night visi ¢ . d
quisition performance of a human observer and an infrared im- and neld a whole tfamily of nignt vision systems in order

ager. The model has been adopted by the military infrared imaging t0 fight under nighttime conditions. The modeling concepts
community as an assessment of how well an ensemble of observerg¢hat were investigated were driven by the outstanding FLIR

perform the tasks of target detection, recognition, and identifica- system considerations at the various times during this 40-year
tion. The_ model is used in infrared imager des_lgn and_assessment,span_ Also, the thermal imaging sensor models are really
where military users understand how the metrics predicted by the . P
model relates to system performance on the battlefield. This review 0”'¥ one model that has undergone a serlgs_ of modifications
begins with early work in the late 1950s and proceeds to present O improvements that address more sophisticated aspects of
day modeling successes. Finally, the infrared imaging system mod- thermal imaging systems. The initial model addressed simple
eling activities for the future are discussed. detector arrays which scanned across the scene, but grew
Index Terms—infrared imaging, modeling. in complexity as detector arrays became focal plane arrays,
resolution became nearly isotropic, system level noise grew
more complex, sample data effects became more important,
observer perception characteristics grew in importance, and
HIS paper is a review of a scientific effort that has been owther complexities that will be described in the paper. A similar
going for more than 40 years at a U.S. Army Research gtory can be told for models of other military electro-optical
Development laboratory. The effort has resulted in a set of egystems, such as image intensifiers, albeit with their unigue
pirical analytic models that predict the target acquisition petechnical issues, but that is left for another paper.
formance of a system composed of a human observer and an
electro-optical imaging sensor. The emphasis of this paper is II. JOHNSONMODEL FUNDAMENTALS
on the subset of electro-optics known as thermal imaging. The i i
resultant models have been adopted by the military infraredThe seminal hypothesis for the_ NVL performance r,nod(_als
imaging community as quantitative assessments of how well 4AS proposed by Johnson of NVL in 1_95_8 [1]. Johnson's orig-
ensemble of observers, using infrared imagers, will perform tii&! concept was based upon work originally done by Schade
tasks of detecting, recognizing and identifying tactical targek&l [291-[31] with television (the first man made electro-optical
on abattlefield. Although this development has been extensivélyStem)- Johnson proposed that the ability of an observer to ac-
documented in the classified and defense unique literature, re m|l|tary tqrgetg In SCenes _(dgtect, determine orientation,
complete technical story does not appear in the open literatec09"N12€ a_nd identify) when viewing through an electro-op-
The scientific investigation and engineering processes have pifél device is dependent on how well he can resolve bar pat-
duced models which are routinely used by Department of Digrns of varying frequencies through the device at thg same con-
fense (DoD) agencies and their contractors to design and o st as th? scene t.arget-to-background contrast. S_'n_C? _thermal
mize military thermal imagers, frequently referred to as forwarfg'29ers did not exist when Johnson conducted his initial ex-
looking infrared (FLIRs). Most importantly, the military userd’eriments, con_trast was deﬂ_n_ed as target bnghtnBs)s_rfllnus
of these models understand how the metrics predicted by Ckgro?”d bn_ghtnes_#%(b) divided bY I_Jackground brightness
models relate to how the systems will perform on a battlefield??) for image intensifiers and television,
The effort was started approximately 40 years ago at the
then U.S. Army Night Vision Laboratory (NVL). Today NVL

is known as the U.S. Army Communications & Electronics .
Command (CECOM) Night Vision & Electronic Sensors When FLIRs became available, the concept was extended and

contrastwas replaced with target to background temperature dif-

ference AT) which represented the signal input to thermal im-
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. INTRODUCTION

CONTRAST= (Bt — Bb)/Bb. 1)
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A series of experiments were conducted with an ensemble TABLE |
of observers viewing through image intensifiers to determine YHNSON'SDATA RELATING RESOLUTION IN LINES RESOLVED ACROSS
THE TARGET CRITICAL DIMENSION TO DISCRIMINATING TARGETS TO
how well they could resolve bar patterns and also perform the VARIOUS LEVELS
discrimination tasks of detection, target orientation, recognition

and identification of military targets. Detection is defined a

discriminating the presence of an object of potential militar arget Resolution (N) per Minimum Dimension
interest from the background, orientation is the determinati¢ Broadside View Detection Orientation Recognition Identification
of the target aspect, recognition is determining the class of t Truck 0.90 1.25 45 8.0
target, e.g., truck, personnel carrier, tank, etc., and identific g, rns 078 2 ¥ o
tion is the determination of the member of the class, e.g., M€ g:lllft_uTrrigngank %5 igo 33 g-g
M48, Stalin tanks. Johnson hypothesized that the ability of tl yeep 12 1.50 45 55
observer-sensor ensemble to discriminate the targets was a ft g‘;’l‘;‘i‘;‘r“;'sdtai‘;'ing) 2 12 b >

tion on how well a critical dimension on the target could be r¢ 105 Howitzer 1.0 15 48 6.0
solved. The critical dimension for the various targets used W syerage 108025 14035 40408 6415

defined based on intuition but was usually chosen to be the m
imum dimension. For combat vehicles this became the height of
the vehicle. For a human target it was the width of the man. The
T . . . o . MRT M ODEL
discrimination level (e.g., detection, orientation, recognition, or
identification) was then related to how many line pairs could be The classical MRT model was first published by Ratches
resolved across the defined critical dimension on the target {61-[6]. A recent historical perspective on the early model
the limiting resolution measured with the device-observer corflevelopment appears in reference [7]. MRT is defined as the
bination. The number of line pairs resolvahlé)across a target minimum temperature difference above 300K required by an
critical dimension was calculated by multiplying the highest babserver viewing through the device to resolve a vertical four
pattern frequencyj,) that could be resolved at that contrast opar pattern of 7:1 aspect ratio. The MRT is a monotonically
AT by the observer-device ensemble times the target angulsgreasing function of spatial bar target frequerfgyin cycles
dimension f). The angle in milliradians was obtained by di- per milliradian. The expression for MRT is derived from the
viding the target critical dimension in meters by the target rangfareshold  signal-to-noise ratio required by an observer to
in kilometers. The calculation of resolvable cycles is shown figsolve the pattern and is given by

(3). Table | shows the results of Johnson’s experiments: 9
MRT(fp) = <7r_> . <£> . <£>
B \4v/1a N Hror(fB)

. <VfBQ<fB>AY>”2
AfnFrnovte

whereS/N is the threshold signal to noise ratio required to rec-
nize one bar [unitlessfF/N is also known asSNRT and

The original Johnson experiments were run with relative . .
high contrast targets and bar patterns. The performance mé)éf—nd to be equal to 2.25 based on empirical results. NET is the

sured corresponded to resolution-limited performance. The fglse equivalent temperature difference [Kelvin] and is calcu-

(4)
N (cycles = f, (cycles/mragle i (mrad). 3

trapolation to noise limited conditions or performance under a ed

contrast or temperature difference came with the definition min- 4F%/Af,

imum resolvable temperature (MRT) difference. In 1969, Lloyd NET = Az AL()\) ®)
and Sendall [3] defined limiting resolution of bar patterns as the T/ AaNT, D*(A) 7 @A

MRT and the measurement was standardized at NVL. MRT is M

the measurement of an observer’s threshold in bar temperateieere

difference above ambient for recognizing a four bar pattern as aF’ F-number of the optics [unitless];

function of the bar frequency. That is, at a given bar frequency Af,, noise bandwidth [Hz];

determined by the bar spacing (equal to ¥dar width]), the Ay detector area [cf;

temperature difference of the bars above ambient was reduced, average optical transmission [unitless];

until the observers could no longer distinguish four bars; the N number of detectors scanned and summed in se-
temperature difference was then increased until the bars are just ries;

visible. The methodology for getting from MRT to target acqui- D = (\) specific detectivity [cmy/Hz/Watt or Jones];
sition performance is the subject of Section IV. Much of the fol- dL(A\)/8T partial of radiance (Planck’s equation) with re-
lowing modeling development has been published in the classi- spect to temperature [Watts/érsr-um-K].

fied literature for infrared, the infrared information symposium The noise bandwidth is defined as

(IRIS). The original articles were largely classified due to the 00

validation data sets which indicated performance of new devel- Afn = / S(f)Hetee(f)Hpreas(f) df (6)
opmental infrared imagers. Most of the referenced articles are 0

today declassified. where
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S(f) normalized noise power spectrum [unitless]; so that
H..(f); electronic modulation transfer function (MTF)
[unitless];
Hpseos(f) measurement device MTF [unitless]. MRT(f5) = 2.25mF?
At the time of the Ratches model, first generation FLIR (serial B)= Az iy OL(N)
scanned) was the primary sensor for modeling and testing, so the V147, Hror(fp) N D(A) “or dA
measurement device was well-defined with a particular MTF 1/12
afpQ(fp)AY
211/2 o ————— . (13)
Hrneas (f) = 1/{1 + (f/fo) } (7) 7/IOVtEAAd-ZV

andf, was settd /27, andr, was the dwell time of the detectorNote that the performance is driven by the eye integration time.

that was defined as A low frame rate is accompanied by a small noise bandwidth,
1 aBnovFr a high dwell time, and the eye integrates only a small number
P = m (8) of frames. A high frame rate is accompanied by a large noise

bandwidth, a small dwell time, and the eye integrates a large

where number of frames. These conditions are equivalent in the human
! horizontal field of view (FOV) [milliradians]; detection of bar targets.
J5) vertical FOV [milliradians];
nov overscan ratio (ratio of the \_/ertical instantangous IV. EIRST FLIRS AND MODELS
field of view, IFOV, to the vertical sample spacing)
[unitless]; The MRT related system design parameters, sudi*a®p-
Fr frame rate [secondd]; tics diameter, detector size, etc., to subjective observer recogni-
AX horizontal instantaneous field-of-view (IFOV) [mil- tion of four bar patterns. The Johnson model could then be ap-
liradians] found by dividing the detector horizontallied to MRT for a given target signature, atmospheric condition
dimension inm by the focal length inn x 1000; ~ and discrimination level to predict field performance. This be-
AY vertical instantaneous IFOV [milliradians]; came critically important during the late 1960s and 1970s when
n number of detectors in parallel [unitless]; the U.S. Army was ready to design, engineer, produce, and field
nsc scan efficiency [unitless]. a whole family of thermal night sights across all weapons sys-
Returning to (4) tems.
v scan velocity of the scan mirror [mrad/s]; A performance model was needed that could relate FLIR de-
te integration time of the eye [approximately 0.2 s]; Sign parameters to field performance by the soldier using the
Q(fp) spatial integration of the eye over a bar; device. In order to optimize the design and choose the best con-
- tractor candidate, a method was needed to relate, quantitatively,
_ 2 2 2 system parameters such as detector sensitivity, detector MTF,
Ufs) /o SUn Hy (o) i o) ey pe) - (9) optical F/#, optical MTF, electronics MTF, display MTF, etc. to
] . how well a soldier could acquire targets.
The MTF terms in the eye integral are At this time, a team of modelers at NVL led by Lawson was
H}(f:)  MTF of all the system components after the deattempting to build on the work of Johnson to come up with a
) tector including the display; performance model for FLIR systems. The objective was to gen-
Hiy p(f2) eye MTF; . erate an engineering model that predicted probability of an en-
_HxQAfB(fa:) Fourier transform of the bar width. semble of observers to detect, classify (tracked versus wheeled
Since the bar is gectfunction in space, then vehicle), recognize and identify tactical targets as a function of
2 . range, environment and system parameters. With the derivation
Hivp(fo) = sin(m o W) /(7 [ W) (10) of the MRT expression [equations (4) and (13)], it was straight-
whereW is the bar width and is given biy/(2f5). forward to apply the Johnson concept and relate system parame-
The MRT equation can be simplified with substitution of théers to performance in the field. The MRT provided the connec-
NET, (5), into (4) tion between Johnson’s concept of resolvable bars across the
target critical dimension and a system level measurement and
it was a measurement that could be routinely carried out in the
MRT(f5) = 2.25mF? laboratory. The MRT measurement also included the subjective
Az AL(\) performance of the observer. (A minimum detectable tempera-
V1dr,Hror(fs) D*(X) “or dA ture (MDT) difference was also defined which would be the con-
lA/IQ nection between signal-to-noise ratio of a “blob” and the ability
. <VfBQ(fB)AY> _ (11) to detect hot spots without any higher level discrimination. A
FrnovtgAaN measurement was performed in which the threshold of an ob-

A final reduction can occur since the scan velocity is the hoif€"ver was measured for detecting the hot target as a function of
zontal FOV times the frame rate target size [8].)

The target acquisition performance model [9] that used the
V = a e Fg [mrad/s] (12) Johnson conceptand MRT is shown in Fig. 1. An inherent target
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Inherent

signature in terms of a temperature differenad of the target o e
above the local background is attenuated by the atmosphe , Pifrerence
propagation to give an apparent temperature differe¢g') "I Dimendon Celind
at the sensor. ThiA7” corresponds to a bar pattern frequenc

/' which the sensor-observer system can resolve through <

AT x Transmission =AT” A

MRT

v

T Sen: .
MRT curve. The number of resolvable bar pattern cycles fro arget to Sensor Range R £,
(3) which can be resolved across the target critical dimenfsior Frequeney
(meters) at rang& (kilometers) is then given by «—{ Resolvable ' h _ No. of Resolvable
b Frequency R Cycles N
r R N. (14) Task | Neo
‘ 2| Target Transfer z Xetect 12(;
i IS f Probability Function 3 im | 2.
This number of resolvable cycle¥ across the target critical 3 o o 3 Recog| 40
dimension could then be related to probability of any level ¢* 2 D | 80
. . . . .. N
discrimination through a set of empirically generated curve Fvwwer— -
esolvabie Cycles ange

These target transfer probability functions (TTPFs) were gen-

erated from an extensive set of field exercises given in refetig. 1. Model to predict performance based upon Johnson and using system
ence [7]. The TTPFs represent the per cent of the ensemblé/&f-

observers who could correctly perform the discrimination task,

e.g., detection, classification, recognition, and identificationparameters, display characteristics and observer eye inte-
The numberV was a function of target signatura{’ andh),  gration time2 ACQUIRE could be used as a sensor design
atmospheric propagation, and system parameters through 4@ contractor sensor selection tool. It was accepted by the
MRT. ~community because it was validated with real field data, was

_The targetAT" was calculated from a measured or predictegle|| ynderstood and was promulgated throughout the national
signature by calculating the absolute area weigit€dfor the  anq international infrared community. Most importantly, as the
whole target from the absoluta7’s and areas of each com-yata from laboratory measured MRT and field measurement
ponent of a target signature when broken up into sub-areas,gfigation grew, the Army decision makers could rely on the
constant temperature. The critical dimension of the target wast that a given thermal imager set of design parameters
usually the height, however, not always as is the case for a m@gyjted in a required level of target acquisition performance on
target where the width is used. The choice of critical target die pattiefield. Costly field test verification of military required
mension for new targets is usually left to a panel of experts Willyformance was, thus, avoided and replaced with a relatively
a great deal of experience in the performance of FLIRs. Tab fnple test that could be done on the production line.
of critical dimensions have been published in the literature onThe selection of the appropriafé;, to a specific situation
the NVL model. Atmospheric propagation is routinely calcuyas not always straight forward. Often times an “expert” was
lated using some standard model, such as LOWTRAN [10] (Rfquired to select th&¥, for a particular task and the target crit-
the newer version MODTRAN). The TTPF curves were genejta| dimension. In addition, allimagers at this time were linearly
ated from field performance data and one standard free-handsfignned in the horizontal direction and a vertical MRT was not
was used to match all the levels of discrimination. The one curMgfined due to the sampling effects. Hence, the model ignored
was translated horizontally over resolvable cycles and the pogisojution in the vertical direction. Notwithstanding, the MRT
tion of the curve was specified by theé;, for 50% probability. model was used as the basis for field performance predictions
The N3 then speglfled thg entire curve. For example, Mg with useful fidelity. The MRT model was shown to give predic-
for detection, aiming (a missile gunner could put a cross-halgns that were, generally, representative of what was measured
o_n_the target Wi_th su_fficient accuracy to fire the missile), recogy the laboratory for linearly scanned thermal imagers. Typi-
nition and |d_ent|f|cat|pn were _determmed to be 1.0, 2.5,_4.0, a@g”y, the predicted MRT curve crossed the measured system
8.0, respe.ctlvely, during this time frame. Later as more field dat@rve at some intermediate bar frequency and was optimistic
was acquired, the values evolved. at low frequency and pessimistic at high frequency. Field per-

The entirely new model that had to be developed in order {§rmance was shown to be withie20% in range for a given
implement this modeling approach described in Fig. 1 VVhigobability. In order to extend the MRT model to staring sys-
related MRT to field performance was called the ACQUIRkgms, an arbitrary cutoff of the MRT at one half the theoretical
(reference [9]) model. The ACQUIRE model related FLIRimiting frequency (one over the detector instantaneous field of
system design parameters through the MRT to observer-senggjy) was imposed. This was done in order to account for the
performance in the field. These included detector noise, optiggtt that a staring imager could not resolve four bars beyond that
transfer functions, detector transfer functions, electroniﬁ%quency, although there was modulation in that region of fre-
guencies. This shortcoming of the MRT model will be addressed
in Sections VI-VIII of this paper.

1The question of false alarm rate is frequently brought up with respect to

this performance. However, these experiments were designed such that the fal$€here are other observer factors that influence target acquisition perfor-

alarm rate was extremely low. The observers were instructed to respond amignce, such as training, motivation, reward, etc. These factors have never been
when they were very confident of their response. incorporated into the model.
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V. MODEL IMPROVEMENTS FORRESOLUTION AND NOISE

TABLE 1l

35

TEMPORAL AND SPATIAL NOISE IN SECOND GENERATION THERMAL SYSTEMS

By the mid 1980s, a new generation of thermal imagin

3-D Noise Component Description

was being developed. Linearly scanned two-dimensional (2- ngise

Description

Potential Source

arrays of detectors and staring arrays were becoming availal
Material and growth improvements coupled with the increas °*®
in sensitivity to be realized from time-delay-and-integrat 4,
(TDI) and staring provided the opportunity for a quantum lea

forward in performance for thermal imaging. With the adver gi‘;

Random Spatio-Temporal
Noise

Basic Detector Temporal
Noise

Temporal Row Noise

Line Processing, 1/f, Read-
out

Temporal Column Noise

Scan Effects

. . . Temporal Spatial Noise Pixel Processing, Detector-
of second generation scanning systems and staring sens to-Detector Non-uniformity
shortcomings in the FLIR performance models became critic ov Fixed Row Noise Detector-to-Detector Non-

uniformity, 1/f

Scan Effects, Detector-to-
Detector Non-uniformity
Frame Processing

System level noise became as important as the detector no
Noise introduced by detector-to-detector nonuniformity, tr

scanning/framing processing, multiplexing, fixed pattern, ar ot
electronic processing had to be considered in performar
models for second generation if the performance was to be

accurately assessed. The 2-D scanned and staring arrays were . o .
Assuming statistical independence of the noise components,

sampled in two directions with electronic multiplexing an T : )
vertical resolution approached horizontal. ?_he total system noise in this three-dme;nsmnal (3-D) formula-
o i ) tion for noise as a function of frequengy is the square root of
The other major improvement in second generation systems
over first generation was in digitization. The detector array be-  Q(f,) = 07, EtEv. En. (fs) + 02, Ev () En.(f5)
came a focal plane array of IR sensitive detectors with read out + 02 EvEn.(fs) + 0B E B (f5)
+ O—EE’UZ (fs) + O—IQLE]LZ(fS) (15)

circuits bonded to the detector array and which multiplexed the

signal out of the dewar. This signal could now be digitized with

A/D conversion and processed using state-of-the-art digital pkghere E,, E;,., and E,.. represent the eye/brain temporal and
cessing. The major military interest in digital processing waspatial integration associated with each noise component and
to implement aided/automatic target recognition (ATR) in thihe » subscript indicates vertical or horizontal orientation of
sensor package. Second generation scanned focal plane artay$our bars. The temporal and spatial integrators are approxi-
that are going into the Army’s Horizontal Technology Integramately given by

tion FLIR B-Kit were designed to facilitate ATR on weapons

Fixed Column Noise

Frame-to-Frame Noise
Mean of All Components

platforms. The B-Kit was a set of infrared system components By = /(Frte) (162)
that was intended to replace first generation infrared systemsin a By = /(R Lin=(fs)) (16b)
vehicle-independent manner. FLIR B-Kits have nearly isotropic E,. =a./(R.L..(f.)) (16¢)

resolution in both dimensions, no interlace, improved signal-to-

noise through TDI, and can be sampled at greater than or@é¥l 22, andR, are horizontal and vertical sampling rates (sam-
per detector dwell time in order to provide processors the ma¥gs/milliradian), Lx.(f;) and L,..(f;) are spatial integration
computer friendly image possible in order to perform automatdnits (milliradian—*), which are approximately the horizontal
functions. and vertical dimensions of the bar target, anRd «.,,, ando; are

The NVL modeling group was led at this time first by L.the sample correlation factors;,, «, anda, are equal to 1 for

) ) staring systems and may be greater than 1 for scanning systems.
Obert and then by D’Agostino and addressed the noise and P-is ?heyframe rate anﬂym i tghe eye integration time gsy
creased resolution issues directly [11], [12] and implementedy,, termoy,, is the basic detector noise normally character-

improvements in MRT modell,ng with the model FLIR90 angl, g by the NETov.,, is related to the actual system bandwidth
subsequently FLIR923[13]. D'Agostino hypothesized that the, y hot the artificial standard bandwidth used to measure NET.
total system noise could be reduced to eight components glé5ecomes the NET when multiplied by the ratio of the equiva-
pending on whether the displayed noise had temporal variatign nojise bandwidth divided by the actual noise bandwidth.

t or spatial horizontak or verticalv variation in the plane ofthe o second innovation that D'Agostino introduced into
display. The standard deviation of each noise componeep- the NVESD FLIR and target acquisition models was the
resented a real displayed and measurable noise. Table Il shpis of resolution in both horizontal and vertical directions.
the eight components and their description and potential souggckground experiments were performed at NVESD using
for that noise component. The development of digital processisgnulated imagery which showed that more accurate perfor-
permitted the measurement of each of these components imance predictions were made when resolution in both image
systemin a laboratory. The new noise concept was implementtitections was included. In order to preserve the existing well
mathematically in the FLIR92 MRT equation. The validity ounderstood Johnson concept for imaging and to have as little as
the 3-D noise model for temporally coherent, spatially randopossible impact on the well established approach to predicting
noise was recently demonstrated [14]. field performance from MRT, a 2-D MRT was defined which
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does not correspond to a physical measurement that could e A s Temperwre - ission AT Vertical | 2P
performed on a FLIR. A fictitious MRT function was defined 2 - | oar / }
whose temperature difference value was defined as that va o M (VTS S 777

at a frequency equal to the square root of the product of t //
horizontal and vertical MRT frequencies for theI" value “ > ~—" Horisonta
measured on the horizontal and vertical MRTs. The predictic Target to Sensor Range & Frequens | )

of field performance was then identical as that shown in Fig.
however the critical dimension of the target now became tl| {f20” = SQRT[fvx fn]} x SQRT{A}/R = Resolvable Cycles N
square root of the target area in order to have a consistent :
approach®. Fig. 2 shows this 2-D model diagrammatically
. .. . Target Transfer Task | Nso

Although, conceptually, one might envision this approach i Probability Function : _‘“\ “Det | 075 ]
using “resolvable pixels” on the target, the fundamental metri z |--Nso TTPF Class | 1.5
are still linear one-dimensional (1-D) frequencies (square rc \ pecog) 39
of horizontal and vertical frequencies) and length (square rc < 1:1 — ——
of area). coeTEe

It is important to note that at this time when 2-D resolution Fig. 2. Two-dimensional approach to performance prediction.
was being introduced into the model, more system component
transfer options were introduced into the model also. Transfer
functions for digital filters, CCD charge transfer, display sample ,,,vces v Jornson CRITETR/;\BL‘,EOM”BMG'NAL NVESD MODEL To
and hold, and other electronic filters were added to the poten- ACQUIRE [18]
tial possible characteristics of model descriptions for candidate
thermal imagers.

The FLIR MRT model with 3-D noise and 2-D MRT has beer Resolvable Cycles across Target Critical Dimension
released to the community under the name of FLIR92. The ce
culation of target signature, atmospheric propagation and fie Task
performance has been released under the name ACQUIRE [Originaleo :
FLIR92 also includes the calculation of MDT and ACQUIRE
uses the MDT to compute “hot spot” detection ranges. ACACQUIREN 59| ¢.75
QUIRE contains tables for the area, critical dimension for tac
tical targets and an analytic curve fit to the TTPFs. The TTP Nsofor a Man target = ¢.75
N3o values had to be changed somewhat in order to validate t
model for second generation systems and to re-validate the 2-D

model to the old database of performance with first generation N . :
FLIRs. The original NVESD model values fd¥s, are shown sion of the applicability and use of perception testing [16], [17].

in Table Il compared to the new values used in ACQUIRI':L""bor"“tory testing of thermal imaging systems was upgraded

Also, the “aim” discrimination level is dropped and a classificd” Of‘?'ef to make use of dlg!ta}l'processmg. Signal tralns In-an
tion level is introduced. The new values g, brought closer imaging system could by digitized and processed in order to

agreement with the values used in image intensifier modelir%%p characterize the system. Use of such equipment as frame

Probability
Probability

Detect Aim Classify Recognize Identify

1.0 |25 - 4.0 8.0

--- 1.5 3.0 6.0

This was aesthetically pleasing since it brought the modeling _bbers en_abled the |s_olafuon of the various noise components
different EO technologies into closer agreement. Image inten$i- ich pgrmltted th?. validation of the noise modeling cpncepts.
fiers have isotropic resolution in all directions and the recogrm addmon,l the ability to generate I.arge a”.“’””.ts of simulated
tion criterion for them has beels, equal to 3 for many years, targets which could be used as input stimuli to automated

and now FLIR models had the same criterion as their resolutiB reeptual tes_tlng enabled the generanon of large amounts
became isotropic in two dimensions. of target acquisition data. Many independent and dependent

It is important to note that FLIR92 does not account onariabIes to observer-in-the-loop performance under controlled

sample data effects any differently than the original model. Acrpnditions could be studied that provided new in-depth under-

arbitrary asymptote is imposed on a staring system MRT at t fgnding and new concepts for gdvancgd. mod.els.. .The reslts
Nyquist frequency. This is important in the future modeling®™ the perception testing had high statistical significance due

activity to be discussed in Section VI of this paper. o the large number of replications that could be performed

Two complementary developments to the modeling helpé'(ﬁ'der the controlied environments.
enable the significant improvements in the capability of the
FLIR 92 and ACQUIRE models. These were the development V|- INCORPORATINGEYE CONTRAST LIMITATIONS
of an Advanced Sensor Evaluation Facility [15] and the expan-The FLIR92 model provides accurate performance predic-
tions for “first and second” generation thermal imagers. How-
3The target area is the projected area of the target on the display. This megwer, this past decade has seen significant advances in the de-

that the area can be different in different spectral regions due to the fact that %Iopment of sensitive staring detector arrays, and these arrays
ferent components of a target show up differently in the various spectral regions. ’

The canvas of a 2.5 ton truck may be at the ambient temperature and havéh Pe'”g incorporated into a .W'_de Var_'ety of sensor SyStem.S'
temperature difference in the infrared. It would show up in the visible regionStaring arrays have characteristics which can lead to errors in
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FLIR92 performance predictions. Due to the sensitivity of theuch that performance is limited by the eye as sensor noise be-
new staring arrays, the contrast limitations of the eye can be ioemes small.
portant in establishing performance limitations, and these arewith both of these changes incorporated, (13) for sensor
not modeled in FLIR92. The addition of eye contrast limitationsystem MRT becomes
to the model is described below. Also, the performance loss due
to sampling artifacts was typically not as severe as modeled bMIRT(f5)
FLIR92. The change in the sampling theory is described in Sec- 9 2 1/2
i 4Stern CTF (fB)
tion V1. = |KZ,.CTR(fp)*(f) + —pr———~—|  (18)
A recent upgrade to the thermal model, called NVTherm, in- Y Hror(fB) ]
corporates two changes in the eye model. The theory behind
these changes is described in [19] and [20], and the two chanyére
are briefly described here.
The first change involves replacing the fixed signal to noise

threshold at which a bar-pattern is assumed to be detected with a3( fp) = nI?
variable threshold which varies with display luminance and the JTAr H A2 DA AL(X) I\
spatial frequency presented to the eye. In the theory described ToHror(fs) AL (M) oT

by (13), the signal to noise ratio threshold (SNRT2.25) at
which a bar pattern is detected is assumed to be constant re-
gardless of display luminance or spatial frequency. The experi-

ments of Rosell and Wilson in the early 1970s, and experien . . . .
with image intensifier sensors at NVL during the same perioéf{’a) is the MRT(f5) given in (13) without the 2.25 (SNRT)
F-

demonstra'ted that SNRT is npt fixed [21]. NVTherm incorpo- TR(f») the CTF of the eye based on measured data;
rates a variable SNRT which is based on the measured contra: . . ]
eye eye threshold calibration constant which re-

threshold function (CTF) of the eye and visual system. places SNRT:

The CTF is one of the most common ways of characterizing 1050. which ' | but the CTE of th
human vision. The following procedure is used to measure CTF." *¥¢ ; » which seems large, but _e. otthe eye
The observer views a bar chart or sine-wave pattern. While is about 0.002 at peak sensn!vny, .
holding average luminance to the eye constant, the contrast ofgtemp scene the_rmal cont_rast which . results n the
the bar pattern is lowered until no longer visible to the observer. average display luminance. Typ'c.a“?temp IS

equal to half of the sensor dynamic range.

That is, the dark bars are lightened and the light bars darkene . . .
. 9 . 9 dThe MRT equation now consists of two terms. The first term
holding the average constant, until the bar-space-bar pattern o :
esents the contribution of sensor noise; the second term rep-

. . . : repr
disappears. The contrast is then increased until the bars Sfe L . .
bP g ents the contribution of “eye noise” or contrast threshold lim-

once again visible. The average contrast between where E[ ions. The relationship between these two terms depends on
bars disappear and reappear is defined as threshold contras'tth"Fl r P P

that bar pattern at that adapting luminance. The procedure gamount of noise generated by the infrared detectors and on

I X .
: . . . the setting of the sensor gain control. As the average scene tem-
repeated for various bar spacings—that is, for various spatia

frequencies. The function of threshold contrast versus spa Ieﬁrature heats up, the sensor gain is reduced and the eye con-

frequency at each light level is called the CTF at that light Ievef."’FSt term begins to dominate. As the scene cools off and gain

When modeling a system, the display luminance and displ's increased, or for intrinsically noisy detector arrays, the sensor

ay. . e : .
size are specified. For the specified display luminance, the Clllélse dominates. In the limit of low detector noise or high scene

. . - : ... thermal contrast, the MRT is dominated by the sensor optical
measured for that luminance is an indicator of the eye’s ability Q S e . .
. . . . . ur and eye contrast limitations. In the limit of high sensor noise
integrate signal and discriminate noise at each spatial frequency. : .
) . . iapfd very low thermal contrast, the sensor noise dominates MRT.
The fixed SNRT in (13) has been replaced with a variable - S .
) The addition of eye contrast limitations to the MRT equation
SNRT shown in (17) . - " :
results in more realistic performance predictions from Acquire.
For example, in order to maintain dark adaptation, display lu-
minance is normally kept low during night operations. The new
here k.. i Eve MTF and variati i . model correctly predicts performance under these realistic con-
where K, Is a constant. Eye and variations in eye InNg;iq g, Further, the performance of new, sensitive staring arrays

tegration time due to light level variat?o_ns are incll_Jded in th& now modeled correctly, because the contrast limitations be-
CTF, and these factors no longer explicitly appear in the mOQ:'()me more important as the detector noise decreases.
fied MRT formula shown in (18).

Eye contrast limitations affect the MRT equation in a second
way. FLIR92 and previous models predict MRT based on the
sensor noise and modulation transfer function (MTF) charac-The mathematical characterization of image artifacts that re-
teristics. Kornfeld and Lawson recognized that, in the limit asult from sampling, and the target acquisition performance loss
sensor noise decreases, the eye’s noise or contrast threstiwdtiresults from those artifacts, is described in several recently
limitations would be the actual limit on performance [22]. Irpublished books and papers [23]-[28]. This most recent and sig-
NVTherm, a second term has been added to the MRT equatioficant change to the thermal model is summarized here.

. <afBQ(fB>AY>”2
nov AqgN '

SNRT = K,,.CTF(f) (17)

VII. M ODEL IMPROVEMENT TOADD SAMPLING
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Mathematically, the sensor and display are characterized Wgte thatH 7 in (13) is the product off .5 H ...

a sampled imager response function. The response function fof he response function has two parts, the transfer term and the
a sampled imager is derived by examining the image formegurious response terms. The first term in (19) is the transfer re-
on the display by a point source of light in the scene. The reponse of the imager. This transfer response does not depend on
sponse function provides a quantitative way to characterize betimple spacing, and it is the only term that remains for small
the quality of the sampled imager’s transfer response and its tsample spacing. A sampled imager has the same transfer func-
dency to generate sampling artifacts. tion as a nonsampled (that is, a very well-sampled) imager.

The sampled imager response function depends on the sensétowever, a sampled imager always has the additional re-
pre-sample MTF, the sample spacing, and the post-sample apdnse terms, which we refer to as spurious response. These
display MTF. These sensor characteristics are known to the dpurious response terms in (19) are filtered by the electronics,
sign engineer or system’s analyst. The sampled imager respodisplay, and eye MTFs in the same way that the transfer response
function does not depend on the image samples, but rather onithidtered. However, the position of the spurious response terms
process by which the samples are taken and displayed. on the frequency axis depends on the sample spacing. If the

Since the sampling artifacts produced by an imager depesaimple spacing is large (the sample frequency is small), then the
on the scene being imaged, one might question a mathematgalrious response terms lie close to the baseband in frequency
process which quantifies sampling artifacts without includingpace. In this case, the spurious response is difficult to filter out
an explicit description of the scene. In that regard, we rely @nd might even overlap the baseband. If the sample spacing is
assumptions identical to those used for nonsampled imagersmall (the sample frequency is high), then the spurious response

MTF is widely used to characterize a nonsampled imagéerms lie far from the baseband in frequency space, and the spu-
MTF is the Fourier transform of the displayed point spread fundeus response is filtered out by the display and eyeball MTF.
tion. It describes the blur produced in the image by a pointin theThe transfer and spurious response functions of a sampled
scene. In actual usage, the importance of a good MTF respoimsager can be calculated using (19). These response functions
at high frequency cannot be established until the high frequenapvide the Fourier transform of the baseband, desirable, spatial
content of the scene is established. The real impact or imponage information and the Fourier transform of the sampling
tance of the sensor blur is not known until the scene content aartifacts, respectively. The sampled imager response function
task are known. Nonetheless, MTF has proven to be a good inaiathematically describes the imaging behavior of the system.
cator of the overall utility of the sensor. High frequency responstowever, in predicting the effect of sampling on task perfor-
in a nonsampled imager is a prized characteristic because of tha@nce, the response function must somehow be condensed into
possibilities it provides, not because good MTF is always in& sampling-goodness metric for the sensor. Some generaliza-
portant in accomplishing every task when looking at any scertens must be made and a goodness factor or factors calculated.
Experience has shown that MTF is a good way to characterizeTwo aggregate quantities are defined which have proven
the quality of an imaging system. An image cannot be definegeful in predicting how the spurious response of a sampled
until the scene is described, but the characterization of the imaging system affects task performance. The utility of these
ager's response to a point source provides a good indicationgoantities was discovered during experiments looking at the
the quality of images which can be expected under a varietyeffect of sampling on target acquisition performance. The
environments. experiments are described in [25]-{27]. The two quantities are:

A similar logic applies to sampled imagers. We cannot knotetal integrated spurious response ratio, SR, as defined by (20),
how each detail in the scene will be corrupted by the samplishown at the bottom of the next page, and out-of-band spurious
process until the exact scene and its angular relationship to teeponse ratio, SR:-or-bana as defined by (21) and (22), as
sensor are specified. However, ttendencyof the imager to shown at the bottom of the next page.
produce visible display raster or corrupt scene details can beThe results of perception experiments conducted by NVL

characterized. show that in-band aliasing (aliasing which occurs at frequencies
For most practical, sampled imagers, the response functiess than half the sample rate) did not degrade target identifica-
can be approximated by [23], [24] tion performance, but out-of-band aliasing (such as visible dis-

play raster) degraded identification performance significantly.
R, o H o (EVH o (€) + Hyp ot (€VH o (€ — 1)eT® AI.|aS|.ng had less impact on the recognition task than the iden-
(&) pr(S) pH(S) ’ ffi prel& =) 19 tification task, but both in-band and out-of-band aliasing de-
+ Hpost(§) Hpre(§ + 1)e (19) " graded recognition performance to some extent.
Based on these experiments and other results reported in
) . . the literature, it appears that in-band aliasing has a strong
gr?-si\mp&TﬁéTF, Lhat |s,’\t/|h_?Fp|roduct O(I Optt'cstr':/lTFaffect on low-level discrimination tasks like hot-spot detection;
€ echor I,' an far!yht - (_)SSQS ue to the afy ;_ot.pand aliasing has only a minor impact on these tasks.
mosphere or |ne-9 —S|g_ nter, For high-level discrimination tasks like target identification,
Hyost  post-sample MTF; that is, the product of the eleGyqyyever, out-of-band aliasing has a significant impact on

where
H

pre

tronics MTF, display MTF, and eye MTF; performance, whereas in-band aliasing has a very minor
3 spatial frequency n cycles per m"_"fad'?”? affect. For intermediate-level discrimination tasks like target or
v sample frequency in cycles per milliradian; character recognition, both in-band and out-of-band aliasing

¢ sample phase. have a moderate impact on performance.



RATCHESet al: TARGET ACQUISITION PERFORMANCE MODELING OF INFRARED IMAGING SYSTEMS 39

The performance loss associated with sampling is modeledather, battlefield obscurants, noisy detectors, and other cases
as an increased blur on the imagery. The blur increase is chahere noise or contrast limits performance. Rosell, Biberman,
acterized as a function of total spurious response for the recagd others have proposed alternatives to the NVL model to cor-
nition task and as a function of out-of-band spurious responset this behavior [25], [26]. Field experience has shown that
for the identification task. Using the Fourier similarity theorenthese alternative models do not predict range performance as
an increase in blur is equivalent to a contraction of the modulaell as the NVL model. Nonetheless, it is still widely believed
tion transfer function, thuMTF SqueezeThe squeeze for the that the NVL model loses accuracy under high noise or low
recognition task is contrast conditions. For example, the current Army “force-on-

force” war game requires (modulation) contrast to be more than
SQrec =1 —0.32SR (23) 0.02 for target acquisition to occur. Without this limitation, the
) ) . NVL model predicts that targets can be detected, recognized, or
where SR is defined by (20). The squeeze factor for the idenfizntified with a contrast as low as 0.002. Recent experiments
fication task is at NVL show that the Johnson criteria is a decent predictor of
the influence of noise and blur on target identification, but that
SQrp =1 =24 SRou-or-band @4) " Gther image metrics predict ID performance more accurately,

where SRyi-or-1and S defined by (21) and (22). A squeeze fofSPecially when the images are noisy [27].

the detection task would be speculation because experiments af&nother limitation of the current model, discussed more fully

not complete; a detection squeeze is not currently in the mod8I[26] and [28], is that the model is a robust predictor of sensor
The spurious response is calculated independently in the hG¥Stem range performance only fgenericdetection, recogni-

zontal and vertical directions, and the squeeze factor calculatii@: and identification tasks. Targets are represented only by
A new Hror(f) is calculated an average area and average target to background contrast. The

model provides an average or statistical prediction for a group
H,y.(f/SQre.) = Hror(f) for recognition (25) of observers attempting the task many times with a variety of

target types represented (that is, a variety of target types being

detected, recognized, or identified). The model is useful in com-
H;4:(f/5Q1p) = Hror(f) for ID. (26) paring sensor systems, because it predicts target acquisition per-

The MTF Squeeze approach is an empirically-derived methfoc{mance for an ensemble of target types and aspects. However,

. : i X . e model does not predict the probability of discriminating a
for imposing a penalty for under-sampling. The penalty is n%tp[ecific vehicle.

as severe as the half-sample rate limit imposed by FLIR92, bui 'As an example, the various generations of Russian tanks

e el ader 172, Tz, T55) v e same general ppearance, ut ok
" distinctly different from U.S. tanks (M1, M60). Discriminating
an Iragi-owned T72 from an Egyptian-owned T62 is much more
difficult than discriminating the T72 from an Egyptian-owned
Johnson’s target discrimination criteria have been wideM60. The target acquisition task always involves a comparison
used for 25 years for two reasons: the resulting model (garget versus background for detection, target versus target
simple, and the model predictions are reasonable. Howewer, identification), and the difficulty of making these specific
this elegantly simple model does not quantitatively predict albmparisons cannot be quantified by the current model.
aspects of target acquisition performance. The current model improvement thrust at NVL is to improve
Johnson’s original experiments were performed using highe accuracy of the model when predicting the relative perfor-
contrast targets. Rosell performed experiments using noisy tarance of diverse sensor technologies with different blur, noise,
gets; he found that the Johnson/NVL model is progressivatpntrast, and sampling characteristics. This improvement will
more optimistic as noise increases [21]. If Rosell's data aséso insure that performance in poor weather or battlefield ob-
correct, then the NVL model predicts optimistically for pooscurants is also modeled correctly. Based on recent experiments,

or

VIIl. FUTURE MODEL IMPROVEMENTS

/ |Hpost(£)| I:nge(g - V) + H]%re(g + V)] V2 d£

/ | Hpout (€) Hpe (€)]

—o

V/2
/ |Hp05t(£)| [H;Zre(g - V) + H;Zre(g + V)] i d£
SRin'band = —v/2

= (21)
/ | Hpot (€) Hpre (6)] d

— o0

SRout'of'band =SR—- SRin'band (22)
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this model improvement is both feasible and near term. The nex2s]
step will be to address specific target-to-target and target-to-
background discriminations; that next step is expected to be 2]
much more difficult, longer term task.
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