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proposed implementation of the filter bank, K is related to M 
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selection of F allows the instantaneous frequency measurement 
to be made in the channel crossover region and the arbitration 
function to be based solely on the instantaneous frequency 
measurement. The development of a filter bank structure which 
combines the flexibility of the short-time Fourier transform 
(STFT) with the implementation efficiency of the polyphase filter 
bank decomposition, meeting these requirements and leading to a 
hardware-efficient implementation, is presented. 
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In RF signal intercept applications, several highly 
desirable characteristics of the intercept receiver 
include broadband instantaneous frequency coverage, 
good sensitivity and dynamic range, simultaneous 
signal detection, arbitration and parameter encoding, 
and fine frequency measurement. The receiver 
architecture which covers most of these characteristics 
is the channelized receiver architecture [ 1, 21. 
This receiver follows an antenna and an RF front 
end which, respectively. intercept RF energy and 
perform signal conditioining and down conversion 
to a convenient IF. The analog form of the 
channelized receiver partitions the instantaneous 
bandwidth (IBW) into a number of uniform channels 
using a bank of adjacent analog filters. The output 
of each filter is then amiplitude demodulated using 
logarithmic video amplifiers. After threshold 
detection, the amplitude: demodulated signals are 
arbitrated (to decide in which channel the signal 
truly resides) and the parameters of the arbitrated 
channel(s) are then estimated and encoded. These 
parameters are, nomina Ily, the signal center frequency, 
pulse amplitude, pulsewidth, and time-of-arrival. 

The channelized receiver has two limitations. The 
first limitation is caused by the structure of the filter 
bank and the pulsed nature of the input signals. In 
order to have continuouis coverage across the IBW, 
adjacent channel responses are overlapped to a large 
degree. In this respect, the channelized receiver acts 
like a spectrum analyzer. Thus, there is a great deal of 
crosstalk between the clhannels, even when the input 
is a CW signal. This situation is exacerbated when a 
pulsed signal is input biccause the leading and trailing 
edges of the pulse contain a great deal of broadband 
energy which spills into adjacent and nonadjacent 
channels. The result is lknown as the “rabbit-ear 
effect” because the out-of-channel, time-domain 
output responses have a peak on the leading and 
trailing edges of the pulse due to the impulse response 
of the filters. Due to these combined effects, some 
method must be used to “arbitrate” between the filter 
channels and determine in which channel the input 
signal truly resides. The remaining responses would 
then be classified as out-of-channel responses and 
be discarded. The frequency resolution capability, or 
the ability to resolve and process two signals closely 
spaced in frequency, is limited by the aforementioned 
input signal, the channel filter characteristics and 
the arbitration capability of the receiver. Currently, 
techniques such as amplitude comparison of adjacent 
channels and techniques that detect the presence of the 
rabbit-ear effect have been used to perform channel 
arbitration. Both of these approaches use only the 
amplitudes of filter bank outputs and have inherent 
limitations [2]. 
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This low-pass filter can be converted to a set of 
bandpass filters, where the center frequency of the 
kth channel is at wk = 2nk/K, by modulating the 
prototype coefficients 

for k = 0, 1, . . . K - 1. The frequency response of the 
kth channel filter is then 

In the digital channelizer application, the prototype 
filter is designed such that the passband edge 
frequency wp is n/K and the stopband frequency w, 
is 2n lK .  The filter is designed in this manner so that 
adjacent channel responses overlap at the passband 
edge frequency and the stop-bands of a given channel 
k occur at the center of channels k - 1 and k + 1, 
respectively. A representation of the magnitude 
response of the filter bank as a function of the digital 
frequency w is shown in Fig. 2. The output of the kth 
filter, yk[n] is the convolution sum 

The second limitation of the channelized receiver 
is that its frequency accuracy is limited to f 1 /2 
the filter channel width. For analog systems, this 
limitation can be mitigated by placing analog 
instantaneous frequency measurement (IFM) receivers 
at the output of each channel [2, 31. This analog 
IFM approach can provide reliable fine frequency 
measurement capability only after the channel has 
been successfully detected and arbitrated. In a 
previous paper [4], the authors introduced the concept 
of a "digital channelized instantaneous frequency 
measurement receiver" along with a technique for 
estimating the frequencies of simultaneous signals 
in the same channel. That paper used a generic 
short-time Fourier transform (STFT) approach to 
generate the filter bank and briefly mentioned that 
simple arbitration logic (based on instantaneous 
frequency measurements) could be developed, 
however no details were presented. This work builds 
on that introductory work by showing how a reliable 
and accurate IFM in the channel crossover regions 
and arbitration logic based solely on IFMs can be 
made possible by an optimum relation between the 
number of filters K and the data decimation factor M .  
This work also shows the development of a uniform 
filter bank structure that combines the flexibility of 
the STFT with the implementation efficiency of the 
polyphase filter bank decomposition. This leads to 
a hardware-efficient implementation of the digital 
channelizer in which the number of filters is related to 
the decimation factor by K = F M .  The development 
and implementation of the proposed filter bank is 
compared with a similar approach [5] and is shown to 
have several implementation advantages for the digital 
receiver application. 

receiver architecture including the filter bank, 
modulation process, and M-fold decimator. Section 111 
details the operation of the IFM at the output of each 
channel of the filter bank and the optimum selection 
of F for frequency measurement and arbitration. 
Section IV shows the development of the proposed 
filter bank structure as a polyphase decomposition for 
the general case of K = F M  and its comparison with 
the Rabiner and Crochiere structure [ 5 ] .  Details of this 
comparison are shown in Appendix I. Implementation 
of the filter bank, the IFM, and the arbitration logic is 
discussed in Section V. Finally, Section VI provides 
simulations and performance results for the filter bank 
and arbitration logic while the last section provides 
concluding remarks. 

Section I1 provides a generic overview of the 

II. FILTER BANK, MODULATOR, AND DECIMATOR 

A functional block diagram of the digital 
channelized receiver subsystem is shown in Fig. 1. 
Here x[n] represents the discrete time output of an 
analog-to-digital converter which feeds a bank of K 

I I. 

Fig. 1. Digital channelized receiver architecture. 

bandpass filters. In the digital receiver application, 
each of the bandpass filters is derived from a single 
prototype filter. Let ho[n] be a causal, symmetric 
low-pass filter of length N with real coefficients given 
by 

ho[n] = {h[O]. . .h[N - l]}. 

N - 1  

= h,[mlx[n - m]eJ2Tkm/K. (4) 
m=O 

In the previous work [4], the filter bank was 
implemented with the STFT and it can be shown [6] 
that (4) can be interpreted as a windowed STFT, as a 
function of n and k ,  where 

j(2sknlK) hk[n] = w[-n]e 

and w[n] is the window function. Equivalently, the 
STFT can be interpreted as the output of a linear 

( 5 )  
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Fig. 2. Filter bank magnitude response. 

time-invariant filter bank. In general, for the digital 
receiver application, N > K .  If N = K P ,  where P is an 
integer, then (4) can be written as 

K-1P-1 

yk[n]  = y: x h o [ m  + p K ] x [ n  - m - pK]ej(27ikm/K). 
m=O p=O 

(6) 

To facilitate implementation of the arbitration logic, 
the spectrum of each bandpass filter output is 
translated to baseband by the complex exponentials 
(modulators) as shown in Fig. 1. The baseband 
signals, uk[n] ,  are then 

(7) - j ( 2 r k n J K )  
uk [nl = Y k  [nl e 

Ideally, these baseband signals are band-limited to 
-2x lK 5 w 5 2 x / K ,  and can be decimated by a factor 
M which gives 

v,d[nl = u,[Mn] (8) 

with the associated Fourier transform given by [7] 

. M-1 

(9) 

For practical implementations, the stopband 
attenuation can be controlled, such as the 70 dB 
shown in Fig. 10, to approximate this ideal case. 
Hereafter, the d superscript denotes a decimated 
signal. As can be seen from (9), the decimation of 
the channel signals serves to attenuate the amplitude 
by 1/M and scale the frequency by a factor of M. 
After decimation, each channel output is band-limited 
to -2.rrMlK 5 w' 5 2 x M / K .  Here w' is the digital 
frequency after decimation. In order to prevent 
aliasing it can be seen that 

2 x M I K  5 T .  (10) 

Now, let the input x[n] to the filter bank be a real, 
pulsed sinusoidal signal s[n]  embedded in additive 
white Gaussian noise w[n]. That is, for the time 
window, no 5 n 5 No + no in which the pulse is 
defined, let 

x[n] = s [n]  + w[n] (11) 

where 
s[n] == Acos(won + 0) (12) 

and w[n] - N(0,a;). Here A is the peak amplitude, wo 
is the instantaneous di,gital frequency, 0 is a constant 
phase shift and CT; is the noise variance. The input 
signal-to-noise ratio (SNR) is then 

Assumming the length of the pulsed sinusoid is 
greater than the length of the filter, (i.e., No - N > 0), 
the steady state output of the kth filter can be written 
as [SI  

where ykw[n] is the response due to the noise alone 
and y,,[n] is the sinusoidal steady state response due 
to the signal alone 

y,[nI = y,,[nI + Ykw[nl  (14) 

yk,[n1 = A y H k ( e  iwo  >e i ( w + ~  

(15) 
+ A -H e-JWO)e-J(WOn+@). 
2 k (  

The noise response yk*[n] is complex filtered 
baseband noise, a zero-mean colored Gaussian process 
with an autocorrelation function rY,,[Z], given by [SI 

';Jll = E{Ykw[4Yk*wb - 11) 

O:C,,,=~ N-1-1  h,[m + l]h;[m] for 0 5 Is N - 1 

= $ x N - I + l  m=O hi[m - l]h,[m] for 

otherwise 

- N + 1 5 1 < 0 . 

(16) 
L 

Given a real input, the output signals are complex, 
and only half of the filter outputs are unique and 
needed for further processing (Le., 0 5 k < K / 2  - 1 
or K / 2  <_ k 5 K - 1). Taking only one-half of the 
filter bank outputs and passing them through the 
modulation process results in 

A 
2 

-J(wk") uk [n] = -Hk(eJW~)eJ(~w~--w~ln+O) + ykw[n]e 

(17) 

ZAHIRNIAK ET AL.: A HARDWARE-EFFICIENT, MULTIRATE, DIGITAL CHANNELIZED RECEIVER ARCHITECTURE 139 



for k = O.. . (K - 1)/2. The SNR at the output of the 
modulator is 

Thus, the assumption of an effective noise bandwidth 
of 27r/K for each channel filter is valid and the 
result is a processing gain or noise reduction of 
approximately K / 2 .  After decimation, the filter bank 
outputs are given by 

where 
v;,[n] = e - j W k M n y k w [ ~ n ] .  (20) 

Equation (20) shows the zero-mean colored Gaussian 
noise sequence y,,[n] is decimated by a factor of M .  
This is equivalent to decimating the autorcorrelation of 
the filtered noise by a factor of M .  For high SNR, the 
noise at the output of the filter bank can be converted 
into an equivalent phase noise [9] and the decimated 
output can be rewritten as 

Here, v k [ M n ]  is a zero-mean colored Gaussian noise 
process given by 

n 

>. (22) qk[Mn]  = -Im{vk,[n]e- ' d  j(woMn+B) 
A 

Following (1 S), the variance is approximated as 

From the decimated signal in (21), the signal 
parameters, such as frequency, amplitude and 
pulsewidth, are then estimated. 

Ill. INSTANTANEOUS FREQUENCY MEASUREMENT, 
ARBITRATION, AND SELECTION OF F 

As noted in the Introduction, the purpose of the 
IFM in the context of channelized receivers, has been 
to provide a reliable fine frequency measurement or 
estimate of the carrier frequency of pulsed sinusoids. 
In the digital channelized receiver, the IFM still 
performs this function and can also be used to 
arbitrate the channels and determine in which channel 
the signal truly resides. Using (211, the phase of the 
decimated sinusoid can be written as 

$:rn1 = (wg - wklMn + 7 + qkLn] 

= 4[Mn1 + y f r ] k [ n l  (24) 

where y is the sum of the phase introduced by the 
filter, L{H(eJwO)}, and the sinusoid's phase 8. Here, 
for the kth channel, &[n] represents the instantaneous 
phase at time index M n ,  wi is the instantaneous digital 

frequency (hereafter referred to as the instantaneous 
frequency) of the baseband output, and qk[n]  is the 
phase noise [9, lo]. In the continuous time case, the 
instantaneous frequency is defined as [ 1 11 

In discrete time, the derivative in (25) can be 
approximated by the backwards difference operation. 
Thus, given the instantaneous phase of (24), the IFM 
or frequency estimate is 

where the A denotes the measurement or estimate. 
There are two issues with respect to the IFM. The 
first concerns the discontinuities which result when 
the instantaneous frequency is measured via the phase 
difference. Because of the periodic nature of the 
decimated sinusoidal outputs v f[n] ,  the instantaneous 
phase is defined over the interval -7r 5 @[n] 5 n and 
periodic in this interval. This is commonly referred to 
as phase wrapping. Discontinuities result in the IFM if 
for a positive phase slope 

&[nl < 4 f b  - 11. (27) 

If (27) is true, the phase has crossed the 2n 
unambiguous boundary, The discontinuities can 
be removed by unwrapping the phase before the 
backward phase difference operation is performed. 

The second and more important limitation on 
the instantaneous phase is the implication of the 
limitation of the unambiguous bandwidth of the IEM 
and its relation to the bandwidth of the decimated 
output channels of the filter bank. In order to have 
an unambiguous frequency measurement 

-7r 5 Aq$[n] 5 7r. 

-7r 5 LiM 5 T .  

(28) 

(29) 
Thus by (26), 

As noted in the Introduction, the determination of 
the channel in which a pulsed sinusoid resides is 
called arbitration. Though other methods have been 
implemented with varying degrees of success, the 
method presented here combines the characteristics 
of the filter bank design with the decimation factor 
to allow a simple arbitration process to be utilized 
based solely on the IFM. Referring to Fig. 2, a signal 
can be assigned to channel k based solely on an IFM 
in channel k if the signal lies in the passband of 
channel k 

wk-w,  5 60 5 wk + wp (30) 

where wp = 7r/K. An out-of-channel assignment would 
result for either 

LO >wk +up or < w k - w p .  (31) 
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Fig. 3. Instantaneous frequency response for F = 2. 
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Fig. 4. Instantaneous frequency response for F = 1 

Ideally, signal energy would, at most, be generated 
in the channel in which the input signal truly resides 
and a single adjacent channel. This can be seen by 
referring to Fig. 2 and noting that for signals which 
occur in channel k and above the channel center wk, 

ideal responses are generated in channels k and k + 1 
only. On the other hand, signals which occur below 
wk generate responses only in channels k and k - 1. 
In practical situations, the filter stopband gain can 
be adjusted to approximate this ideal case. For the 
moment, the broadband energy caused by the leading 
and trailing edges of pulses, rabbit ears, has been 
neglected. The removal of these responses is discussed 
in Section V. Thus, in order to perform channel 
arbitration as outlined in (30)  and (31) ,  the IFh4 must 
be unambiguous over the range wk - 2 n / K  5 
wk + 2 n / K .  After modulation and decimation by M ,  
this constraint for each channel is 

5 

-2nMJK 5 MGL 5 2 n M l K .  (32)  

Using (29) and (32) ,  the I F M  for each channel will be 
unambiguous if 

F = K J M  2 2. (33)  

Using maximal decimation with respect to (33), (i-e., 
F = 2) ,  the arbitration process based solely on a single 
sample IFM will assign a signal to channel k if 

-n/2 5 MGL < n/2. (34) 

An out-of-channel assignment results for 

pfG;J > n/2. (35)  

The mapping of MG; versus w' is shown in Fig. 3 for 
F = 2. Note the folding of the IFM response and its 
relation to the passbanid and stopband frequencies of 
the overlayed filter magnitude response. 

Maximum decimation of the filter bank channels 
is attractive from a prcicessing standpoint because 
the operations can be performed at the lowest 
computational rate. It can be shown that the maximum 
decimation relation for general analysis/synthesis 
applications is K = A4 or F = 1 [ S ,  71. However, 
arbitration, as proposed here, and also reliable 
frequency measurement at the channel passband edges 
is not possible for F = 1. This is due to the folding 
of the IFM response at the channel passband edges 
as opposed to the stopband edges for F = 2. The 
mapping of Mu; versus w' is shown in Fig. 4. The 
frequency measurement beyond the channel passband 
is ambiguous which mLakes the arbitration process 
based solely on the IFM, ambiguous. To use F = 1, 
amplitude comparison must be used in conjunction 
with IFM arbitration to resolve the ambiguity. The 
second consideration for F = 1 is the validity of the 
frequency measurement itself. If an input occurs on 
either of the channel passband edges (adjacent channel 
crossover points), the IFM will toggle between -n 
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and 7r. For signals embedded in noise, this occurs not 
only at the passband edges but also in a region, near 
the passband edges, which widens with decreasing 
SNR. A simple and accurate method of obtaining 
an estimate of the carrier frequency of a signal is to 
average the IFMs over a number of samples [4] .  For 
F = 1, the estimate will be highly biased for signals 
in the channel crossover regions. This is not the case 
for F = 2, since the response is continuous to the 
stopband edge. 

IV. PROPOSED FILTER BANK STRUCTURE 

This section describes the development of a filter 
structure as a polyphase decomposition for the general 
case of K = F M .  To implement the bank of bandpass 
filters as the polyphase uniform discrete Fourier 
transform (UDFT) filter bank shown in Fig. 5 ,  let 
ho[n] be the causal prototype filter described by (1). 
This filter can be decomposed into K polyphase 
components Ek(z)  as [7] 

K-1 

Ho(z) = C z - ' E 1 ( z K )  (36)  
l=O 

where 
P-1 

E1(zK> = C h o [ n K  + Z]Z-"~  (37)  
n=O 

and P = [ N / K ] ,  where [ X I  indicates that the next 
lowest integer greater than x is the length of the Zth 
polyphase filter. Now let y,[n] be the output of the 
kth channel of the inverse discrete Fourier transform 
(IDFT) matrix at time n. Then, from Fig. 5 

K-1 

yk[n]  = 1t1[n]e i2 f11k /K for k = O . . + K  - 1 
l=O 

(38)  

where tl[n] is the output of the Zth polyphase 
component. Thus 

K-1 

Y , (z)  = eJ2ak11Kz-'E1(zK)X(Z) (39)  
1=0 

so that the transfer function for the kth channel can be 
written as 

(40)  

Evaluating (36)  at z = ~ e - j ~ ~ ~ / ~ ,  since (e-j2flk/KZ)K = 
z K ,  then 

H~(z) = Ho(ze-J2Tk/K). (41) 

Thus, yk[n]  is the output of a bandpass filter centered 
at w = 27rk/K. In order to reduce the speed at which 
the filter, discrete Fourier transform (DFT), and 
modulator operate, the M-fold decimators can be 
translated from the output of the modulators to the 
input of the polyphase filters as shown in Fig. 6. Let 
v,d[n] be the decimated output of the kth channel so 
that v,d[n] = uk[Mn] .  Then 

Since the first exponential term in (42)  is independent 
of M ,  the M-fold decimators can be moved to the 
inputs of the IDFT to allow calculation of the IDFT 
and modulators at the decimated rate. Decimating the 
output of the Zth polyphase filter gives the. sequence 
$[n] = t l [Mn]  so that 

. M - 1  

m=O 

Since F = K / M  is an integer and e-J2nKm/M = 1 for all 
integers m 

. M-1 

142 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS VOL. 34, NO. 1 JANUARY 1998 



Fig. 6 .  Polyphase UDFT filter bank with translater decimators. 

This is equivalent to replacing the filter E1(zK)  with 
E1(zF) and moving the M-fold decimator to the front 
of the filter bank as shown in Fig. 6. Note that the 
zero-padding factor is now F - 1 instead of K - 1. All 
operations in the filter bank are now accomplished at 
1/Mth the rate of the input data. In terms of the time 
domain 

/ ho [ + I ]  
for n = p~ for integer p 

eJn1 = 
l o  otherwise 

(45) 
As in Section 11, for N = K P ,  this equation allows the 
decimated output of each polyphase component to be 
written as 

P-1 

tfi[n] = x h o [ I  + pK]x[Mn - I - p K ] .  (46) 
p=o 

The IDFT output is then 

K-1P-1 

yk[n]  = y;ho[I + p K ] x [ M n  - I - pK]e'2nk1/K. 
1=0 p=o 

(47) 

This expression is equivalent to (6) for the decimated 
case where n = M n .  Thus, (47) is equivalent to 
performing the STFT with an overlap of N - M  data 
points. 

In summary, the proposed filter bank structure 
for implementing a polyphase filter bank for K = 
FM consists of zero-padding each polyphase 
component filter with F - 1 zeros and decimating 
by M the input across all K channels prior to 
taking the IDFT. As shown in the Appendix, this 
architecture for performing channelization via a 
nonmaximally decimated polyphase filter bank is 
mathematically related to a similar method used by 
Rabiner and Crochiere [5]. However, our particular 
architecture requires only N unique filter coefficients 
to produce the equivalent STFT. On the other hand, 
the architecture derived by Rabiner and Crochiere 
requires the installation of K ,  F-fold expanders 
following decimators and uses F subsets of M unique 
filters, each of length N / M ,  for a total of FN filter 
coefficients to produce the equivalent STFT. 

V. IMPLEMENTATIOAI OF THE FILTER BANK, IFM, 
AND ARBITRATION LOGIC 

A. Filter Bank 

As shown in Section 111, the selection of F = 2 
provides a simple channel arbitration process to be 
used in the digital receiver which is based solely 
on the IFM of each channel. In the proposed filter 
bank structure of the previous section, this implies 
an overlapping of the data to the polyphase channels 
by a factor of two. Using (45), we can define the data 
outputs for the decimators as shown in Fig. 6 as 

x , [ n ] = x [ M n - I ]  for Z = O  ... K-1 .  (48) 

Close examination of ithis equation reveals that for 
F = 2,  the data distribution to the polyphase filters can 
be split into two subsets given by 

x l l [ n ]  =x[Mn-l l l  for 2, =0,1,  ... K / 2 - 1  

xI2[n]  = xl ,  [n - 11 for I ,  = I ,  + K / 2 .  
(49) 

Thus, the decimated data entering polyphase filters 
EKI,(zF) through EK-  i(zF) is a one-sample delayed 
version of the data entering the filters Eo(zF) 
through EK/2- l  ( zF) .  From (42) ,  the exponential term, 
e-J2.irkMn/K, which provides the modulation of each 
channel to baseband reduces, for F = 2, to 

1 for k even 

{(-1). for kodd ' 
(50) e-Jnkn = 

Utilizing the commutator model concept [5, 71, with 
(48) and (49), Fig. 6 can be redrawn as shown in 
Fig. 7. In this model of the proposed filter bank, input 
data is commutated in a counterclockwise fashion 
only to the upper K/2!  polyphase filter channels. The 
lower K / 2  channels receive a delayed set of the upper 
K / 2  channel inputs. The commutator of Fig. 7 can 
be implemented using a 1 : K / 2  demultiplexer; the 
unit delays by storage: registers. The polyphase filters, 
defined by (45), can each be implemented in direct 
transpose form. Since alternating coefficients are 
zeros, the associated multiplications and additions 
can be eliminated. Thus, even though the original 
prototype filter ho[n] of length N is effectively 
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I I 

Fig. 7. Polyphase UDFT filter bank commutator diagram (F = 2). 

I 4 1:wz 

j 
I Demux 

I 
I 

I 

I Clk In 

Fig. 8. Polyphase UDFT filter bank hardware block diagram (F = 2). 

zero padded to length 2 N ,  the number of required 
multiplications and additions is N and N - 1, 
respectively. The IDFT can be implemented using 
a real K-point fast Fourier transform (FFT) engine 
for efficiency. Fig. 8 shows a digital hardware 
implementation of the filter bank. In Fig. 8, the 
polyphase filters in each finite-duration impulse 
response (FIR) filter module are grouped such that 
the delay elements are included in the filter module, 
thus reducing input connections to the module. It 
is envisioned that using 0.25 pm complementary 
metal-oxide-semiconductor (CMOS) technology, all 
K/2 FIR modules will be able to be implemented on 
one Application Specific Integrated Circuit (ASIC) 
chip by 1998. 

The proposed filter bank structure for F = 2 has 
the following digital hardware advantages compared 
with the Rabiner and Crochiere approach. 

1) Only K/2 unique demultiplexer data outputs 
are required as opposed to K. This is very important 
since the number of demultiplexer outputs, and hence 
FIR inputs, can become large even for modest filter 
bank sizes. Integration of functions on a single IC, 
may, in the future, be limited not by circuit density 
but by physical I/O. Reducing the demultiplexer 
outputs also reduces required circuitry and power 
dissipation. 

2) Each polyphase filter is required to store half 
as many coefficients. This is because there are K 
unique filters in which to distribute the prototype 
filter coefficients as opposed to K/2. This leads to a 
reduction in silicon area required to implement the 
filters. 

The proposed structure does require a post-filter 
bank multiplication for the odd output channels, but 
as shown in Fig. 8, this can be implemented as an 
alternating sign change. Also, the demultiplexer must 
run at a clock rate which is twice that of the Rabiner 
and Crochiere approach. This is not as detrimental 
as it may seem since the demultiplexer is usually 
implemented in gallium arsenide (GaAs) technology 
due to the high-speed requirements. In GaAs logic 
elements, the power dissipation is largely independent 
of the frequency of operation (as opposed to CMOS 
where it is proportional to the frequency of operation), 
therefore, the output rate increase does not adversely 
affect the power dissipation. 

B. IFM and Arbitration Logic 

A simplified functional block diagram of the IFM 
and the detection and arbitration logic for channel k 
is shown in Fig. 9. The complex outputs v,"[n] of the 
filter bank are converted into an associated magnitude 
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Fig. 9. Channel detection, arbitration and parameter estimation block diagram. 

and phase AJn] and &[n] by a Coordinate Rotation 
Digital Computer (CORDIC) algorithm [ 121 which 
functionally solves the following equations 

The magnitude samples are routed to the signal 
detection logic and the phase samples to the IFM. The 
IFM unwraps the phase, implements the backwards 
difference operation of (26), and scales the output 
by 1/27r. The output of the IFM $[n] is the IFM 
on a sample-by-sample basis. Note that we use the 
term frequency here even though at this point %[n] 
is a dimensionless quantity. Only after scaling by 
the channel sample rate does the quantity have the 
units of Hertz. The outputs of the IFM are averaged 
to provide a more accurate frequency estimate for 
an entire input pulse. The detection logic, as shown 
in Fig. 9, provides pulse leading edgekrailing edge 
strobes to the frequency estimator logic which 
defines the number of samples of %[n] that are to be 
averaged. The pulse frequency estimate is given by 

where N is the number of samples of $[n] between 
the leading and trailing edge strobes. The pulse 
frequency estimates fkavg are then sent to the 
arbitration logic which determines whether the signal 
is an in-channel response (valid) or an out-of channel 
response (invalid). 

Equations (34) and (35) describe the arbitration 
process for a simple IFM. In the implementation 
of the arbitration process, (53) is used to scale and 
average the frequency estimates. The arbitration logic 

A 

based on f k  will assign a signal to channel k if 

O s p ( 1 .  (54) 

An out-of-channel assignment results for 

-0.5 5p 50  or 1 Sf;. 5 1.5. (55) 

The arbitration logic is very simple to implement and 
does not require communication between adjacent 
channels. The implementation requires two multibit 
digital comparators, one NAND gate and one OR 
gate, for each channel, to generate the validhnvalid 
channel signals. 

C. Pulse Descriptor Word (PDW) and Rejection Logic 

All pulse parameteirs (frequency, amplitude, 
pulsewidth, and time-of-arrival) are fed into the 
Pulse Descriptor Word (PDW) Formatter and 
Rejection Logic of the channel. If a channel is valid, 
as determined by the axbitration logic, the signal 
parameter estimates are formatted into a PDW, and 
passed on for further processing. If not, the channel 
estimates are dropped. 

the result of the leading and trailing edges of the 
input pulses (i.e., rabbit ears) and that are above 
the threshold level are automatically rejected from 
further processing by !setting the minimum allowable 
pulsewidth slightly greater than the impulse response 
of the filters in the filter bank. If the estimated 
pulsewidth of a channlel is less than the minimum, the 
PDW Formatter and Rejection Logic drops all pulse 
estimates. 

Channels that contain broadband energy that is 

VI. SIMULATIONS 

Simulations of the filter bank structure and the 
performance of the arbitration logic and frequency 
estimation were done using MATLAB. The simulation 
results presented are a part of a larger simulation 
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Fig. 10. Filter bank magnitude response. 
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Fig. 1 1. Phase difference (normalized frequency) response. 

program which includes the noise effects of the digital 
receiver front end, the ADC quantization and jitter 
noise effects and outputs all of the pulse parameters. 
For this simulation, the number of channels K was 
set to 32 and, for F = 2, the decimation factor was 
M = 16. All computations were performed using 
floating point arithmetic with the effective number 
of bits (ENOBs) of the ADC set to eight. For the 
purposes of the simulation the threshold level was set 
to 12 dB SNR. 

Fig. 10 shows the realized magnitude response 
for the filter bank. The number of output channels 
is K / 2  or 16; however, the two half channels being 
used as guard channels in the receiver are not shown. 
The prototype filter ho[n] was designed using the 
Parks-McClellan filter design algorithm and consisted 
of 256 coefficients which resulted in 8 coefficients 
per polyphase component. Fig. 11 shows the realized 
IFM responses, for each channel, using the frequency 
estimate output from (53). Note that the response 
is continuous from the center of the channel k - 1 
through channel k to the center of channel k + 1. 

was placed in channel four at a scaled frequency 
of 0.8. The input signal had a pulsewidth of 3200 
samples (100 samples at the filter bank output) and a 

For the purpose of demonstration, an input signal 

pulse amplitude of -22 dBfs (decibels below the full 
scale of the ADC) which results in an S N R  of 30 dB 
at the output of the filter bank. The time domain 
output of the filter bank (magnitude A,[n] and IFM 
&[n])  for channels four and five is shown in Figs. 12 
and 13, respectively. As can be seen from the figures, 
the resultant IFM in channel four is at 0.8 while for 
channel five it is at -0.2. Thus the arbitration logic 
would declare channel four as the valid channel and 
channel five as invalid. 

The performance of the frequency estimation 
and arbitration logic is illustrated by performing a 
frequency error test and two different dynamic range 
tests across the entire filter bank bandwidth (all 15 
channels). For all of these tests, the pulsewidth was 
set to 100 samples at the output of the filter bank. 
The rms frequency error results are shown in Fig. 14. 
The frequency step size for the input was 1/100th 
of the channel bandwidth and the SNR was 20 dB 
at the output of the filter bank. The maximum rms 
pulse frequency error reported was 0.13% of the 
channel bandwidth. The pulse frequency estimate 
was calculated using N = 40 samples in (53). In 
contrast, the typical maximum rms frequency error 
using F = 1 was simulated to be on the order of 30% 
of the channel bandwidth. 
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Fig. 14. RMS frequency error. 

The Single Signal Dynamic Range (SSDR) is 
the minimum power range, across the filter bank 
bandwidth, over which one input signal can be 
detected and the signal parameters can be encoded 
to within a given accuracy [2 ] .  In this test, and input 
signal is set at the noise floor and the signal power 
is incremented until the signal is correctly detected 
and encoded. The point in frequency/amplitude space 

is then marked and the signal is then incremented 
in power beyond this point until spurious outputs 
due to saturation effects are reported. This point 
in frequency/amplitude space is then marked. In 
between these points, the PDW outputs are checked 
for spurious error events such as no output PDW, 
incorrect parameter estimation (in this case frequency 
measurement) and multiple PDW outputs (which 
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Fig. 15. Single signal dynamic range. 
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Fig. 15. Single signal dynamic range 

would indicate poor arbitration of the channels). A 
detection of these errors is marked using the following 
symbols: 0 is no output PDW, X is inaccurate 
frequency measurement, and 2 ,3 , .  .. is multiple PDWS 
generated. 

After the dynamic range is found at one location, 
the input frequency is incremented and the process is 
repeated until the entire bandwidth of the filter bank 
has been covered. Fig. 15 shows the results of the 
SSDR test. In this figure, the SSDR is the difference 
in dB between the upper and lower solid lines. As 
shown in the figure, only three spurious events were 
detected across the entire bandwidth and the SSDR 
is roughly 42 dB. The very low number of spurious 
error events shows the robustriess of the arbitration 
logic and the frequency measurement. 

The instantaneous dynamic range (IDR) is 
the minimum power range, across the filter bank 
bandwidth, over which two simultaneous input 
signals (at different frequencies and different power 
levels) can be detected and encoded within a given 
accuracy. This test shows the resolution capability 

of the receiver arbitration process for signals of 
different power levels. In this test, one of the input 
signals is centered at the middle of the band (in this 
case the center of channel three) at a power level 
of -1 dBfs. The second signal is set at the noise 
floor and incremented in power until both signals 
are correctly detected and encoded. The point in 
frequency/amplitude space is then marked. The 
frequency is incremented and the process repeated 
until the entire filter bank bandwidth is covered. 
The IDR is the difference, in dB, between the strong 
signal input power and the marked point. The results 
of the IDR test, shown in Fig. 16, indicate that 
the IFM-based arbitration can resolve two signals 
separated by one-half channel width over a power 
range of 40 dB. 

VII. CONCLUSIONS 

This paper has presented a hardware efficient 
approach and structure for implementing a digital 
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Fig. 17. UDFT filter bank architecture (Rabiner and Crochierc:). 

channelized receiver for signal intercept applications. 
It was shown that the proposed filter bank approach 
leads to implementation advantages in terms of UO 
and silicon area reduction. By making an optimum 
selection of the factor F in the relation K = F M ,  the 
channel arbitration logic was shown to be very simple 
and reliable IFMs were made possible in the adjacent 
channel crossover regions. The simulated performance 
of the proposed digital receiver in terms of frequency 
measurement accuracy, arbitration resolution, and 
spurious errors was shown to be exceptional and, to 

In terms of the time domain, the filter coefficients can 
be written as 

[ h, [ + k ]  
for n = p F  for integer p 

ek[nl = 
l o  otherwise 

(59) 

Since ek[n] is non-zero only for integer multiples of 
F, the output of each polyphase component can be 
written, without any loss of generality, as 

our knowledge, has never been demonstrated before in 02 

a broadband channelized receiver. tk[n] = x h o [ l P i  + k]x[Mn - k - K i ] .  (60) 
i = O  

APPENDIX At time n,  the output of' the Zth channel is the IDFT of 
the sequence tk[n] and can be written as 

This Appendix shows how the proposed method of K-1 03 

implementing the nonmaximally decimated polyphase 

is mathematically related to the method proposed by 
Rabiner and Crochiere when the decimation factor M 

T [ l ]  = yl[n]  = 1 h,[Ki + k ]  
UDFT filter bank, though architecturally different, k=O i = O  

<c[Mn - k - Ki]eJ2Tkl/K (61) 
is related to the number of filters K by K = F M  for 
integer F [ S I .  

method proposed for implementing the nonmaximally 
decimated UDFT filter bank is to zero pad each 
polyphase component filter with F - 1 zeros and 
decimate, by M ,  the input signal across all K channels 
prior to taking the IDFT of the filter outputs at time n. 
Let hO[n] be a causal low pass filter of length N 

1) Proposed Method As shown in Fig. 6, the 

horn] = {h[O] . . . h[N - l]}. (56) 

Without any loss of generality, this filter can be 
decomposed into K polyphase components Ek(z )  
as [71 

K-1 

H,(z) = C z - k E k ( z K )  (57) 

Ek(zK) = hO[nK + k]Z-flK. (58 )  

k=O 

where 
03 

f l=O 

which is equivalent to calculating the STFT of x[n] 
over the window w[n]  == ho[-n], overlapped with 
N - M data points, and evaluating at w = 27rl/K. 

As shown 
in Fig. 17, in the methald proposed by Rabiner and 
Crochiere, the data is decimated by K ,  expanded 
by F ,  and filtered with K polyphase filters prior 
to performing the IDFT on these filter outputs [5].  
Alternatively, as shown in Fig. 18, this implementation 
is equivalent to partitioning the polyphase filter 
coefficients into F separate blocks, indexed by 1 5 1 I 
F .  Each block is comprised of M separate branches, 
indexed by 0 5 m 5 M - 1, with the mth branch in 
each block containing the polyphase filter P,(z) where 

p,[n] = h [ M n  + m] for n 2 0. (62) 

2 )  Rabiner and Crochiere's Method: 

The kth component of lhe polyphase representation 
for 0 6 k 5 K - 1 can be evaluated in terms of the 
block index 1 and the branch index m as 

k = IM(Z - 1) + m. (63) 
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The data entering the mth branch of the Ith block, 
x,,,[n], is simply the signal x[n] shifted by M(Z - 1) 
+m 

x,,,[n] =x[n-M(l- l ) -ml .  (64) 

This data is then decimated to produce the sequence 

u,,,[n] = xl,,[Kn] = x [ K n  - M(1- 1) - m]. (65) 

Upon expanding by the factor F ,  the new sequence 
becomes 

ul,, [ when 

otherwise 

n = Fn,  for integer n, 
V, , ,b l  = 

Thus, the output of the mth branch of the Zth block 
can be written as 

Taking into account the F - 1 zeros between the 
samples of vl,,[n] gives 

x [Y - - K i - M ( Z - 1 ) - m ]  (68) 

where ,f, = 0, 1,. . . , F - 1 and n = Fn,  for integer n,. In 
terms of the prototype filter, ho[n] 

00 

Sl,", + J ; I  = C h o [ K i  + Mfi + ml 
i=O 

x[Knl - K i  - M(Z - 1) - ml. (69) 

Since ql,,[n] is just S,,,[n - F + I ]  we can write 

00 

q,,,[Fn, + J; + F - 21 = ho[Ki + Mf2  + ml 
i=O 

x[Knl - M ( l  - 1) - K i  - ml. 

(70) 

At a specific time no, the IDFT is performed over 
the outputs from the polyphase filters. Then, for time 
synchronization of each delayed filter output, q,,, [no], 
we must have 

Fn, + f i  + F - 1  = n o  (71) 

for l = 1,2,. . , F and 
block, 1 = 1, of M filter outputs as the reference 

= 0, 1,. . . F - 1. Using the first 

Fn,  + f i - 1  = F n , + f i - l .  (72) 

Since 0 5 f i  5 F - 1, then, for time synchronization, 
n, = n1 + g,F where 

so that f, = fi - 1 + Z - g,F. Then, the output of the 
pth channel of the IDFT'at time no is 

F M-1 

/ = I  m=O 

Alternatively, in terms of k, the output of the pth 
channel of the IDFT at time no can be written as 

K-1 

(74) 

(75) 
k=O 

3) Methodology Relationships: In this section, the 
relationships between the two methods for nonuniform 
decimation of the channel filters are derived. First, 
from (60) for t k[n] ,  let k = M f i  + m and n = Fnl + fi - 
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1 + 1. Then substitution yields 

tMfi+", + f i  - 1 + 11 
03 

= x h , [ K i + M f i + m ]  
i = O  

x[M(Fnl  - 1 + 1 + f i )  - K i  - M A  -ml. 

(76) 

Thus, referring to (70), shows 

tMA+m[Fnl + f i  - 1 + 11 = qi,m[Fnl + F - 1 + .61. 
(77) 

Making the substitution for no = F n ,  + F - 1 + fl and 
using (73) with I = 1 yields 

4 l , m [ n o l  = hf(fi-g,F)+"l + f l l .  (78) 

Using k = M(1-  1) + m gives 

4dnoI = 

for 0 5 k 5 M ( F  -fl)  - 1 

(79) 

or equivalently 

4 k l n 0 ]  = t m o d ( M f i + k ) K I F n l  + f i l .  (80) 

This shows the outputs of the channels of the K 
polyphase filters proposed by Rabiner and Crochiere 
are time related to the outputs of the proposed 
method. At the output of the IDFT for a fixed sample 
time no, with Q,[n,I = QCp] and T[pl  = yplFn1 + f l l  
where 

K-1 

Q [ p ]  = q [ k ] e j 2 K k p / K  (81) 

T [ p ]  = t[k]eJ2"kp/K. (82 )  

k=O 

K - 1  

k = O  

Using the MOD, operation defined by (80) gives 

Q [ p ]  = e - J 2 K p M f 1 / K T [ p ] .  (83) 

This shows the outputs for the channels of the K 
filter banks introduced by Rabiner and Crochiere 
are related, via a time-dependent phase term, to the 
outputs the channels of the filter banks using the new 
method. 
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