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Plane Wave Integral Representation
for Fields in Reverberation Chambers

David A. Hill, Fellow, IEEE

Abstract—A plane wave integral representation is presented
for well-stirred fields in a reverberation chamber. The represen-
tation automatically satisfies Maxwell’s equations in a source-free
region and the statistical properties of the fields are introduced
through the angular spectrum, which is taken to be a random
variable. Starting with fairly simple and physically appropriate
assumptions for the angular spectrum, a number of properties
of the electric and magnetic fields and the power received by an
antenna or a test object are derived. Many of these properties
and test object responses are in agreement with other theories or
with measured results. An important result for radiated immunity
testing is that the ensemble (stirring) average of received power is
equal to the average over plane wave incidence and polarization.

Index Terms—Dipole antenna, electric field, loop antenna,
magnetic field, mode-stirred chamber, radiated immunity, rever-
beration chamber, statistical electromagnetics.

I. INTRODUCTION

REVERBERATION chambers (also called mode-stirred
chambers) are experiencing increased use for radiated

emissions and immunity measurements. They are electrically
large multimoded cavities that use either mechanical stirring
[1], [2] or frequency stirring [3], [4] to create a statistically uni-
form field. Deterministic [5] and statistical [6] mode theories
have been used to analyze reverberation chambers, but they
are not convenient for predicting the response of the reference
antenna or the test object in the chamber environment.

The purpose of this paper is to present a plane-wave, integral
representation for the fields that satisfies Maxwell’s equations
and also includes the statistical properties expected for a well-
stirred field. The statistical nature of the fields is introduced
through the plane wave coefficients that are taken to be random
variables with fairly simple statistical properties. Because the
theory uses only propagating plane waves, it is fairly easy
to use to calculate the responses of test objects or reference
antennas. A less-complete version of this theory has previously
been used to derive the spatial correlation function of the fields
[7], to derive expressions for chamber Q [8], and to predict
the responses of several test objects in reverberation chambers
[9]–[11]. However, the complete theory has not been published
previously.

Section II presents the basic plane wave integral theory and
derivations of important field properties. Section III includes
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Fig. 1. Test volume in a reverberation chamber with mechanical stirring.

derivations of the responses of antennas or test objects to the
statistical field. Section IV derives probability-density func-
tions and further statistical properties of the fields and test
object responses. The specific examples of electric and mag-
netic dipole responses are included in Appendixes A and B.

II. ELECTRIC AND MAGNETIC FIELD PROPERTIES

A typical geometry for an immunity measurement in a
reverberation chamber is shown in Fig. 1. A transmitting
antenna radiates CW fields and the mechanical stirrer (or
multiple stirrers) is rotated to generate a statistically uniform
field. The test volume can occupy a fairly large portion of the
chamber volume. The theory presented here applies to single-
frequency CW fields that are mechanically stirred; so, it is not
directly applicable to frequency stirring.

The electric field at location in a source-free finite
volume can be represented as an integral of plane waves over
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Fig. 2. One vector component~FFF (
) of the angular spectrum of the electric
field. The wavenumber and the vector component of the angular spectrum
are orthogonal.

all real angles [12]

(1)

where the solid angle is shorthand for the elevation and az-
imuth angles and and . The
time dependence is suppressed. The vector wavenumberis

(2)

where is the free-space wavenumber,is the free-
space permeability, and is the free-space permittivity. The
angular spectrum can be written

(3)

where and are unit vectors that are orthogonal to each
other and to . Both and are complex and can be
written in terms of their real and imaginary parts

and

(4)

The geometry for a plane wave component is shown in Fig. 2.
The electric field in (1) satisfies Maxwell’s equations be-

cause each plane wave component satisfies Maxwell’s equa-
tions. For a spherical volume, the representation in (1) can be
shown to be complete because it is equivalent to the rigorous
spherical-wave expansion [13]. For a nonspherical volume,
the plane wave representation can be analytically continued
outward from a spherical volume, but the general conditions
under which the analytic continuation is valid have yet to be
established. In this paper, it is assumed that the volume is
selected so that (1) is valid.

For a statistical field as generated in a reverberation cham-
ber, the angular spectrum is taken to be a random variable
(which depends on stirrer position). For derivation of many of
the important field quantities, the probability-density function
of the angular spectrum is not required and it is

sufficient to specify certain means and variances. In a typical
reverberation chamber measurement, the statistical ensemble
is generated by rotating the stirrer (or stirrers). In this paper,

represents an ensemble average over stirrer position. The
starting point for the statistical analysis is to select statistical
properties for the angular spectrum that are representative of
a well-stirred field which would be obtained in an electrically
large, multimode chamber with a large effective stirrer [2].
Appropriate statistical assumptions for such a field are as
follows:

(5)

(6)

(7)

where is the Dirac delta function and is a constant with
units of .

The mathematical reasons for the assumptions (5)–(7) will
become clear when the field properties are derived, but the
physical justifications are as follows. Since the angular spec-
trum is a result of many rays or bounces with random phases,
the mean value ought to be zero, as indicated in (5). Since mul-
tipath scattering changes the phase and rotates the polarization
many times, angular spectrum components with orthogonal
polarizations or quadrature phase ought to be uncorrelated, as
indicated in (6). Since angular spectrum components arriving
from different directions have taken very different multiple
scattering paths, they ought to be uncorrelated, as indicated
by the delta function on the right side of (7). The coefficient

of the delta function is proportional to the square of the
electric field strength as will be shown later. The following
useful relationships can be derived from (6) and (7):

(8)

(9)

where denotes complex conjugate.
A number of field properties can be derived from (1) and

(5)–(9). Consider, first, the mean value of the electric field
, which can be derived from (1) and (5):

(10)

Thus, the mean value of the electric field is zero because the
mean value of the angular spectrum is zero. This result is
expected for a well-stirred field, which is the sum of a large
number of multipath rays with random phases.
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The square of the absolute value of the electric field is
important because it is proportional to the electric energy
density [10]. From (1), the square of the absolute value of
the electric field can be written as a double integral

(11)

The mean value of (11) can be derived by applying (8) and
(9) to the integrand

(12)

One integration in (12) can be evaluated by using the property
of the delta function and the second integration is easily
evaluated to obtain the final result

(13)

Thus, the mean-square value of the electric field is independent
of position. This is the field uniformity property of an ideal
reverberation chamber; it applies to the ensemble average of
the squared electric field and has been verified experimentally
with an array of electric-field probes [2], [14]. For convenience
throughout the remainder of the paper, is defined in terms
of the mean-square value of the electric field, as indicated
in (13).

By a similar derivation, the mean-square values of the
rectangular components of the electric field can be derived

(14)

This is the isotropy property of an idealized reverberation
chamber, and it has been verified with three-axis electric-field
probes [2], [14].

The magnetic field can be derived by applying Maxwell’s
curl equation to (1)

(15)

where is the free-space impedance. By applying
(5)–(15), the mean value of the magnetic field is found to be
zero

(16)

The square of the magnitude of the magnetic field can be
written as

(17)

The derivation of the mean-square value follows closely that
of the electric field and the result is

(18)

Thus, the mean-square magnetic field also exhibits spatial
uniformity and the value is related to the mean-square electric
field by the square of the free-space impedance

(19)

where and are arbitrary locations. This free-space
relationship has been demonstrated experimentally by using
electric and magnetic field probes [2].

The energy density can be written [15]

(20)

The mean value can be obtained from (13), (18), and (20)

(21)

Thus, the average value of the energy density is also indepen-
dent of position. Up to this point, the constant, which was
introduced in (7), is arbitrary. However, the theory in [10] can
be used to relate to reverberation chamber quantities via
the mean-energy density in (21). From power conservation,
the mean energy density can be written [10]

(22)

where is the power transmitted into the chamber,is the
chamber quality factor, and is the chamber volume. Methods
for calculating or measuring are given in [10]. From (21)
and (22), the following expression for is obtained in terms
of chamber parameters:

(23)

The power density or Poynting vectorcan be written [15]

(24)

From (1), (15), and (24), the mean of the power density can
be written

(25)

The expectation in the integrand can be evaluated from vector
identities and (8) and (9) as

(26)

The right side of (25) can now be evaluated from (26) and the
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sampling property of the delta function

(27)

A physical interpretation of (27) is that each plane wave
carries equal power in a different direction so that the vector
integration over 4 steradians is zero. This result is important
because it shows that power density is not the proper quantity
for characterizing field strength in reverberation chambers.
The mean value of the energy density as given by (21) is an
appropriate positive scalar quantity that could be used. Another
possibility is to define a positive scalar quantity that has
units of power density and is proportional to the mean energy
density

(28)

where . For lack of a better term, will be
called scalar power density in the rest of this paper. This
quantity could be used to compare with uniform-field plane
wave testing, where power density rather than field strength
is sometimes specified.

To this point, field properties at a point have been consid-
ered. Real antennas and test objects have significant spatial
extent and the spatial correlation function of the fields is
important in understanding responses of extended objects in
reverberation chambers [16]. The spatial correlation function
has been derived previously [7], but it will be reviewed
briefly here for completeness. The spatial correlation function

of the electric field can be defined as

(29)

where and are two arbitrary locations. The numerator
of (29) is the mutual coherence function, which has been
used to describe wave propagation in random media [17].
The denominator of (29) can be evaluated from (13), and the
numerator can be evaluated from (1), (8), and (9) so that the
final result is [7]

(30)

The identical correlation function has been derived from
cavity-mode theory [6] and radiative transfer theory [18] and
has been checked experimentally [16]. The same correlation
function can be derived for the magnetic field and it also
applies to acoustic reverberation chambers [19]. A correlation
length can be defined as the separation corresponding to the
first zero in (30)

(31)

where is the free-space wavelength.

Fig. 3. Unit vectorŝsss1 and ŝss2 separated by an angle
.

An angular correlation function can be defined as

(32)

where the two electric field components are defined as

and (33)

and and are arbitrary unit vectors separated by an angle
as shown in Fig. 3. From (14), the denominator of (32)

is found to equal . The numerator of (32) is evaluated
from (1), (8), and (9) and the result for the angular correlation
function is

(34)

The same angular correlation function can be derived for
magnetic field components. Equation (34) shows that the three
rectangular components of the electric field are uncorrelated
and this is consistent with the theory of Kostas and Boverie
[20].

Although the theory in this paper is intended primarily for
describing the fields in the test volume where an antenna or test
object is located, it has also been found to be useful in deriving
an expression for the chamber. This application requires
that the average energy density in (21) is valid throughout the
entire cavity volume and that the plane wave representation
in (1) can be extended to the cavity walls where the appropriate
boundary conditions are applied. The boundary condition can
be met by using Fresnel reflection coefficients [8] or skin-
depth theory [21]. Both approaches agree with the modal
theory result for chamber [5] when the wall conductivity
is large.

III. A NTENNA OR TEST-OBJECT RESPONSE

Consider now a receiving antenna or a test object placed in
the test volume. The simplest case of a lossless impedance-
matched antenna will be considered first. The received signal
can be written as an integral over incidence angle by analogy
with Kerns’ plane wave scattering-matrix theory [22]. The
received signal could be a current, a voltage, or a waveguide
mode coefficient, but the general formulation remains the
same. Consider the received signal to be a currentinduced
in a matched load. For an antenna located at the origin, the
current can be written as a dot product of the angular spectrum
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with a receiving function integrated over angle

(35)

where the receiving function can be written in terms of two
components

(36)

It is assumed that the antenna receiving function in the
chamber is the same as in free-space. In general,and
are complex, so the antenna can have arbirtrary polarization
such as linear or circular.

The mean value of the currentcan be shown to zero from
(5) and (35)

(37)

The absolute value of the square of the current is important
because it is proportional to received power

(38)

where the radiation resistance of the antenna is also equal
to the real part of the matched-load impedance. The mean
value of the received power can be determined from (8), (9),
and (38)

(39)

The physical interpretation of (39) is that the ensemble average
of received power is equal to an average over incidence angle

and polarization and components.
The integrand of (39) can be related to the effective area of

an isotropic antenna and the antenna directivity
by

(40)

Substitution of (40) into (39) yields

(41)

The integral in (41) is known because the average value of
is one. Thus, the final result for the average received power is

(42)

The physical interpretation of (42) is that the average received
power is the product of the average scalar power density

times the effective area of an isotropic antenna
times a polarization mismatch factor of 1/2 [23]. This result
is independent of the antenna directivity and polarization

characteristics and is consistent with the reverberation chamber
analysis [1] of Coronaet al. The special cases of an electrically
short dipole (electric field probe) and an electrically small loop
(magnetic field probe) are discussed in Appendixes A and B.

The preceding analysis can be extended to the case of a
real antenna with loss and impedance mismatch by using Tai’s
theory [23]. The effective area can be generalized to

(43)

where is the polarization mismatch, is the impedance
mismatch, and is the antenna efficiency. All three
quantities— and —are real and can vary between
zero and one. The average of over incidence angle and
polarization can be written [23]

(44)

The average received power is

(45)

where can again be interpreted as the average scalar
power density.

Test objects can be thought of as lossy impedance-
mismatched antennas, so (42) also applies to test objects
as long as terminals with linear loads can be identified. This
theory has been used to predict the responses of an apertured
coaxial line [9], an apertured rectangular box [10], and a
microstrip transmission line [11] as compared to a reference
antenna in a reverberation chamber, and good agreement with
measurements has been obtained in each case. Reciprocity
can also be applied to this theory to predict the total radiated
power in a reverberation chamber and this has been done
successfully for the same microstrip transmission line [11].

IV. PROBABILITY DENSITY FUNCTIONS

The statistical assumptions for the angular spectrum in
(5)–(7) have been used to derive a number of useful ensemble
averages in Sections II and III. These results have not required
a knowledge of the particular form of the probability-density
functions. However, such knowledge would be very useful for
analysis of measured data, which is always based on some
limited number of samples (stirrer positions).

The starting point for deriving electric field probability-
density functions is to write the rectangular components in
terms of their real and imaginary parts

(46)

(The dependence on will be omitted where convenient
because all of the results in this section are independent of
.) The mean value of all the real and imaginary parts in (46)

is zero as shown in (10)

(47)
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The variance of the real and imaginary parts can be shown to
equal half the result for the complex components in (14)

(48)

The mean and variance of the real and imaginary parts in
(47) and (48) are all of the information that can be derived
from the initial statistical assumptions in (5) and (7). However,
the maximum entropy method [24], [25] can be used to
derive the probability-density functions from (47) and (48).
For example, consider . The maximum entropy method
selects the probability-density function to maximize
the entropy given by the integral

(49)

subject to the constraints in (47) and (48) and the usual
probability integral constraint

(50)

The maximization of (49) subject to the constraints (47), (48),
and (50) is performed by the method of Lagrange multipliers
[25] and the result for is the normal distribution

(51)

where is defined in (48). The same probability-density
function also applies to the other real and imaginary parts
of the electric field components.

Equations (1), (6), and (7) can be used to show that the
real and imaginary parts of the electric field components are
uncorrelated. Only the derivation for will be shown,
but the derivations for the other correlations are similar. From
(1)–(4), the real and imaginary parts of can be written

(52)

(53)

The average value of the product of (52) and (53) can be
evaluated by using (6) and (7) inside the double integral and
making use of the delta function to evaluate one integration.
Then the remaining integrand is zero

(54)

Similar evaluations show that the real and imaginary parts of
all three rectangular components are uncorrelated. Since they
are Gaussian, they are also independent [26].

Since the real and imaginary parts of the rectangular com-
ponents of the electric field have been shown to be normally
distributed with zero mean and equal variances and are inde-
pendent, the probability-density functions of various electric
field magnitudes or squared magnitudes areor -square dis-
tributions with the appropriate number of degrees of freedom.
The magnitude of any of the electric field components (for
example, ) is distributed with two degrees of freedom
and consequently has a Rayleigh distribution [26]

(55)

The squared magnitude of any of the electric field compo-
nents (for example, ) is chi-square distributed with two
degrees of freedom and, consequently, it has an exponential
distribution [26]

(56)

The probability-density functions in (55) and (56) agree with
Kostas and Boverie [20]. They suggest that the exponential
distribution in (56) is also applicable to the power received by
a small linearly polarized antenna, but it will be shown later
that the exponential distribution applies to the power received
by any type of antenna.

The total electric field magnitude is distributed with
six degrees of freedom and has the following probability-
density function [20], [26]:

(57)

The squared magnitude of the total electric field is-
square distributed with 6of freedom and has the following
probability-density function [26]:

(58)

The dual probability-density functions for the magnetic field
can be obtained by starting with the variance of the real or
imaginary parts of one of the magnetic field components, for
example

(59)

Then the dual of the results in (55)–(58) can be obtained by
replacing by and by .

Similar techniques can be used to analyze the signal re-
ceived by an antenna. Equation (37) shows that the real and
imaginary parts of the current and have zero mean

(60)
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The derivation of (42) can be modified to obtain the variance
of the real and imaginary parts of the current

(61)

Since only the mean and variance of the real and imaginary
parts of the current are known, the maximum entropy method
is again applicable for determining the probability-density
function. The result is again the normal distribution for both

and

and

(62)

Equations (6), (7), (35), and (36) can be used to show that
and are uncorrelated

(63)

Equations (60)–(63) can be used to show that the current
magnitude is distributed with two degrees of freedom
(Rayleigh distribution)

(64)

The current magnitude squared is -square distributed
with two degrees of freedom (exponential distribution)

(65)

From (38), the received power is proportional to .
So is also -square distributed with two degrees of freedom
and has an exponential probability-density function

(66)

If the load is not matched, then the radiation resistancein
(66) is replaced by the load resistance and the expression
for is modified from that given in (61). The result in (66)
is in agreement with that of Kostas and Boverie [20], but its
derivation is more general. It does not rely on the received
power being proportional to the field at a point (such as
an electric or magnetic field probe) and is valid for general
extended antennas so long as the linearity relationship in (35)
holds. The result in (66) has been found to match experimental
data in reverberation chambers fairly well for a variety of
antennas (dipoles, horns, and log-periodic dipole arrays). The
same result is applicable for general test objects as long as they
are linear and have identifiable terminals with linear loads.

V. CONCLUSIONS

A plane wave integral representation has been presented
for well-stirred fields in a reverberation chamber. The rep-
resentation automatically satisfies Maxwell’s equations in a
source-free region and the statistical properties are introduced
through the angular spectrum, which is taken to be a random

variable. Starting with fairly simple and physically appropriate
assumptions in (5)–(7), a number of properties of the electric
and magnetic fields and the power received by an antenna or
a test object have been derived. Many of these properties and
test object responses are in agreement with other theories or
with measured results. The most important result for testing is
that the ensemble (stirring) average of received power is equal
to the average over plane wave incidence and polarization
[9]–[11]. Consequently, the average responses of receiving
antennas or test objects are independent of directivity and
polarization properties. By starting with the same simple
assumptions in (5)–(7) and applying the maximum entropy
method, probability-density functions have been derived for
field quantities and received power. Theseand -square
probability-density functions are consistent with previous re-
sults [20] obtained from the central-limit theorem.

The theory in this paper represents an ideal well-stirred
case, but some extensions and improvements are needed. This
theory applies best to ensemble averages, but most radiated
immunity testing uses peak values rather than average values.
For a given finite number of samples, the probability-density
functions in Section IV can be used to predict peak values and
this has worked fairly well for modest numbers of samples.
However, these theoretical peak values approach infinity as the
number of samples approaches infinity. For quantities such as
received power, this is not physically possible. The plane wave
integral representation can probably still be used, but the tails
of the distribution need some modification to satisfy energy
conservation. Another idealization that requires some further
attention is the delta function for angular correlation in (7).
For real, imperfect stirring, the delta function probably needs
to be replaced by a peaked function with some nonzero width.
A final point that requires further study is the region of validity
of the plane wave integral representation in (1). Even though
the expression gives good results when analytically continued
outside a spherical source-free region [8], the validity of this
analytical continued has not been rigorously demonstrated.
Both measurements and theory have a role in resolving all
of these issues.

APPENDIX A
SHORT ELECTRIC DIPOLE

Consider a short electric dipole of effective lengthori-
ented in the direction, as shown in Fig. 4. The components

and of the dipole receiving function are given by

and (A.1)

where is the effective length and is the radiation
resistance. In (A.1), is derived by dividing the induced
voltage by twice the radiation resistance for a matched load.
If (A.1) is substituted into (39), the angular integration can be
carried out to obtain

(A.2)
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Fig. 4. Short dipole antenna excited by one vector component~FFF (
) of the
angular spectrum.

The radiation resistance of a short electric dipole is [15]

(A.3)

Substitution of (A.3) into (A.2) yields the desired final result

(A.4)

which is identical to (42), which was derived for general an-
tennas. The polarization mismatch factor of 1/2 is particularly
clear for the electric dipole antenna because .

APPENDIX B
SMALL LOOP ANTENNA

The other electrically small antenna of practical interest is
the small loop as shown in Fig. 5. For a small loop of area

centered on the axis in the plane, the components of
the receiving function are

and (B.1)

The results in (B.1) are obtained by: 1) determining the
magnetic flux density penetrating the loop; 2) multiplying by

to determine the induced voltage; and 3) dividing by
to determine the current induced in a matched load. If (B.1)
is substituted into (39), the angular integration can be carried
out to obtain

(B.2)

The radiation resistance of a small loop is [15]

(B.3)

Substitution of (B.3) into (B.2) yields the desired final result

(B.4)

Fig. 5. Small loop antenna excited by one vector component~FFF (
) of the
angular spectrum.

which is identical to (42) for general antennas and (A.4) for a
short electric dipole. The polarization mismatch factor of 1/2
is also clear for a small loop because .
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